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A surge of \textit{p}-values between 0.040 and 0.049 in recent decades (but negative results are increasing rapidly too)

It is known that statistically significant results are more likely to be published than results that are not statistically significant. However, it is unclear whether negative results are disappearing from papers, and whether there exists a ‘hierarchy of sciences’ with the social sciences publishing more positive results than the physical sciences. Using Scopus, we conducted a search in the abstracts of papers published between 1990 and 2014, and calculated the percentage of papers reporting marginally positive results (i.e., \textit{p}-values between 0.040 and 0.049) versus the percentage of papers reporting marginally negative results (i.e., \textit{p}-values between 0.051 and 0.060). The results indicate that negative results are not disappearing, but have actually become 4.3 times more prevalent since 1990. Positive results, on the other hand, have become 13.9 times more prevalent since 1990. We found no consistent support for a ‘hierarchy of sciences’. However, we did find large differences in reporting practices between disciplines, with the reporting of \textit{p}-values being 60.6 times more frequent in the biological sciences than in the physical sciences. We argue that the observed longitudinal trends may be caused by negative factors, such as an increase of questionable research practices, but also by positive factors, such as an increasingly quantitative research focus.
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Abstract

It is known that statistically significant results are more likely to be published than results that are not statistically significant. However, it is unclear whether negative results are disappearing from papers, and whether there exists a ‘hierarchy of sciences’ with the social sciences publishing more positive results than the physical sciences. Using Scopus, we conducted a search in the abstracts of papers published between 1990 and 2014, and calculated the percentage of papers reporting marginally positive results (i.e., $p$-values between 0.040 and 0.049) versus the percentage of papers reporting marginally negative results (i.e., $p$-values between 0.051 and 0.060). The results indicate that negative results are not disappearing, but have actually become 4.3 times more prevalent since 1990. Positive results, on the other hand, have become 13.9 times more prevalent since 1990. We found no consistent support for a ‘hierarchy of sciences’. However, we did find large differences in reporting practices between disciplines, with the reporting of $p$-values being 60.6 times more frequent in the biological sciences than in the physical sciences.

We argue that the observed longitudinal trends may be caused by negative factors, such as an increase of questionable research practices, but also by positive factors, such as an increasingly quantitative research focus.

1. Introduction

In the last decade, many methodologists have raised concerns about the skewed nature of the scientific record. Ioannidis’ (2005) highly-cited article claimed that over 50% of the results that are declared statistically significant are false, meaning that they actually reflect a negative (i.e., null) effect. Similar voices are heard in a variety of research fields, including biology and ecology (Csada et al., 1996; Jennions & Møller, 2002), medicine and pharmaceutics (Atkin, 2002; Colom & Vieta, 2011; Dwan et al., 2008; Hopewell et al., 2009; Kyzas et al., 2007), economics (Ioannidis & Doucouliagos, 2013), cognitive sciences (Ioannidis et al., 2014), genetics (Ioannidis, 2003), neurosciences (Jennings & Van Horn, 2012), and psychology (Ferguson & Heene, 2012; Francis, 2013; Laws, 2013).

The abundance of positive results has been attributed to questionable research practices such as selective publication (Dwan et al., 2008; Hopewell et al., 2009; Rothstein et al., 2006), undisclosed exploratory analyses and selective reporting (Chan et al., 2014; Dwan et al., 2008; Kirkham et al., 2010; Simmons et al., 2011), as well as data fabrication (Fanelli, 2009; Moore et al., 2010). These mechanisms are fuelled by an emphasis on productivity (De Rond & Miller, 2005), high rejection rates of journals (Young et al., 2008), and competitive schemes for funding and promotion (Joober et al., 2012). Not just researchers, but also journal editors (Sterling et al., 1995; Thornton & Lee, 2000) and sponsoring/funding parties (Djulbegovic et al., 2000; Lexchin et al., 2003; Sismondo, 2008) have been criticised for favouring positive results over negative ones. It has been argued that certain fields within the social and medical sciences are currently in crisis, meaning that there are so many false positives published that the credibility of entire disciplines is at stake (Kahneman, 2013; Pashler & Harris, 2012; Rouder et al., 2014).

As a reaction to the “excess significance bias” (Ioannidis, 2011), methodologists have emphasized that null results should not remain in the file drawer, and that the decision to publish should be based on methodological soundness rather than novelty or statistical significance (Asendorpf et al., 2013; Dirmagl & Lauritzen, 2010). Methodologists have also warned of the perils of exploratory research, and have encouraged preregistration of research protocols in an attempt to prevent spurious positive findings (Asendorpf et al., 2013; De Angelis et al., 2004). Furthermore, statistical corrections have been introduced that decrease observed effects, including corrections for publication bias (Duval & Tweedie, 2000; Rücker et al., 2008; Terrin et al., 2003) and credibility calibration (Ioannidis, 2008).

It is worth noting that in the 1980s and 1990s, the social sciences were also said to be in a crisis. Funding agents threatened to cut budgets, because they were frustrated with psychology’s ongoing production of small and inconsistent effect sizes (Hunter & Schmidt, 1996). As an answer, methodologists introduced several artefact corrections (i.e., corrections for range restriction, measurement error, and dichotomization). These artefact corrections almost always increase the observed effect sizes (Fern & Monroe, 1996; Schmidt & Hunter, 1996).
Akin to signal detection theory, measures that decrease false positives will lead to more false negatives (Fiedler et al., 2012). Hence, we ought to ask ourselves whether the alleged crisis reflects the true state of affairs. Have positive results really become more prevalent in recent decades? Furthermore, it is important to determine whether the number of positive results has dropped recently, which could indicate that the methodological recommendations have been effective.

So far, research on longitudinal trends in positive versus negative results has been scarce. An exception is Fanelli (2012), who manually coded 4,656 journal papers. In his article “Negative results are disappearing from most disciplines and countries”, Fanelli found that the number of papers providing support for the main hypothesis had increased from 70% in 1990 to 86% in 2007 (it is unclear why Fanelli reported an over 22% increase in the abstract). Fanelli further concluded that the increase was significantly stronger in the social sciences and some biomedical fields than in the physical sciences. He also reported that Asian countries have been producing more positive results than the United States, which in turn have been producing more positive results than European countries.

Fanelli’s (2012) paper has some important limitations. First, although his sample size is impressive (considering that coding was done manually), the statistical power does not seem large enough for assessing differences in growth between disciplines or countries. We extracted and re-analyzed data shown in Fanelli’s figures and found that the 95% confidence intervals (CI) of the regression slopes are overlapping between disciplines (1.44%/year for the social sciences [CI = 0.99, 1.90], 0.92%/year for the biological sciences [CI = 0.53, 1.32], and 0.65%/year for the physical sciences [CI = 0.19, 1.11], cf. Fig. 1). It is unclear how Fanelli (2012) arrived at the conclusion that “the increase was stronger in the social and some biomedical disciplines”. Fanelli (2012, see also 2010) claims support for a hierarchy of sciences with physics at the top and social sciences at the bottom, and positive results increasing toward the hierarchy’s lower end. However, the results shown in Fig. 1 do not provide statistically convincing support for such hierarchy, with the average percentage of positive results over the period 1991–2007 being 78.3 in physical sciences, 80.1 in biological sciences, and 81.5 in social sciences. A second limitation is that Fanelli’s (2012) assessment of positive/negative results is based on the reading of abstracts or full-texts by the author himself. This approach could have introduced bias, especially because Fanelli’s coding was not blind to the scientific discipline that the papers belong to. Randomization issues are at play as well, because the coding was first done for papers published between 2000 and 2007, and subsequently for papers published between 1990 and 1999.

Fanelli’s (2012) paper has some important limitations. First, although his sample size is impressive (considering that coding was done manually), the statistical power does not seem large enough for assessing differences in growth between disciplines or countries. We extracted and re-analyzed data shown in Fanelli’s figures and found that the 95% confidence intervals (CI) of the regression slopes are overlapping between disciplines (1.44%/year for the social sciences [CI = 0.99, 1.90], 0.92%/year for the biological sciences [CI = 0.53, 1.32], and 0.65%/year for the physical sciences [CI = 0.19, 1.11], cf. Fig. 1). It is unclear how Fanelli (2012) arrived at the conclusion that “the increase was stronger in the social and some biomedical disciplines”. Fanelli (2012, see also 2010) claims support for a hierarchy of sciences with physics at the top and social sciences at the bottom, and positive results increasing toward the hierarchy’s lower end. However, the results shown in Fig. 1 do not provide statistically convincing support for such hierarchy, with the average percentage of positive results over the period 1991–2007 being 78.3 in physical sciences, 80.1 in biological sciences, and 81.5 in social sciences. A second limitation is that Fanelli’s (2012) assessment of positive/negative results is based on the reading of abstracts or full-texts by the author himself. This approach could have introduced bias, especially because Fanelli’s coding was not blind to the scientific discipline that the papers belong too. Randomization issues are at play as well, because the coding was first done for papers published between 2000 and 2007, and subsequently for papers published between 1990 and 1999.

Fanelli’s (2012) paper has some important limitations. First, although his sample size is impressive (considering that coding was done manually), the statistical power does not seem large enough for assessing differences in growth between disciplines or countries. We extracted and re-analyzed data shown in Fanelli’s figures and found that the 95% confidence intervals (CI) of the regression slopes are overlapping between disciplines (1.44%/year for the social sciences [CI = 0.99, 1.90], 0.92%/year for the biological sciences [CI = 0.53, 1.32], and 0.65%/year for the physical sciences [CI = 0.19, 1.11], cf. Fig. 1). It is unclear how Fanelli (2012) arrived at the conclusion that “the increase was stronger in the social and some biomedical disciplines”. Fanelli (2012, see also 2010) claims support for a hierarchy of sciences with physics at the top and social sciences at the bottom, and positive results increasing toward the hierarchy’s lower end. However, the results shown in Fig. 1 do not provide statistically convincing support for such hierarchy, with the average percentage of positive results over the period 1991–2007 being 78.3 in physical sciences, 80.1 in biological sciences, and 81.5 in social sciences. A second limitation is that Fanelli’s (2012) assessment of positive/negative results is based on the reading of abstracts or full-texts by the author himself. This approach could have introduced bias, especially because Fanelli’s coding was not blind to the scientific discipline that the papers belong too. Randomization issues are at play as well, because the coding was first done for papers published between 2000 and 2007, and subsequently for papers published between 1990 and 1999.
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CAB Abstracts and Medline for 1970–2008. Pautasso (2010) found that the prevalence of both positive and negative results has increased over time. At the face of it, Pautasso’s results contradict those of Fanelli (2012), because the former reported a clear increase of negative results with publication year, whereas the latter stated that negative results are disappearing. Where both authors agree is that the ratio of positive to negative results has been increasing over time.

Some of Pautasso’s (2010) other conclusions also appear to contradict Fanelli (2012). For example, Pautasso found that the “worsening file-drawer problem” was not apparent for papers retrieved with the keyword ‘psychol*’, and that the effect was weaker in the Social Science Citation Index (ratio of non-significant to significant results reduced from 1.00 in the 1990s to 0.94 in the 2000s) than in the Science Citation Index (ratio of non-significant to significant results reduced from 1.67 in the 1990s to 1.53 in the 2000s; data extracted from Pautasso’s figures).

Both Fanelli’s (2012) and Pautasso’s (2010) analyses require updating, as these studies cover a period up to 2007 and 2008, respectively. Considering the alleged crisis and the exponential growth of the scientific literature (Larsen & Von Ins, 2010), a modern replication of these works seems warranted. Replication is also needed because Fanelli’s (2012) work has received ample citations and attention from the popular press (cf. Yong, 2012, stating in Nature that psychology and psychiatry are the “worst offenders”, based on Fanelli, 2012).

In summary, it is well known that positive results (i.e., results that are statistically significant or in agreement with a hypothesis) are more likely to be published than negative (i.e., null) results (e.g., Hopewell et al., 2009; Smart, 1964; Sterling et al., 1995). However, it is unclear whether the prevalence of negative results is decreasing over time, whether the increase of positive results is stronger in the softer disciplines (i.e., social sciences) as compared to the harder disciplines (i.e., physical sciences), and whether different regions in the world exhibit different tendencies in reporting positive versus negative results.

The aim of this study was to estimate longitudinal trends of positive versus negative results in the scientific literature, and to compare these trends between disciplines and countries. We chose for an automatic search, akin to Pautasso (2010). The quantitative analysis of digitized texts, also known as ‘culturomics’, has become an established method for investigating secular trends in cultural phenomena (e.g., Michel et al., 2011). Automated analysis is advantageous, because it is free of human biases in coding.

We conducted searches for marginally significant p-values (i.e., p-values between 0.040 and 0.049) versus marginally non-significant p-values (i.e., p-values between 0.051 and 0.060). The tacit assumption is that marginally significant p-values are often the result of selective analysis and reporting (also called “p-hacking” or “fiddling”), whereas marginally non-significant results reflect decent unbiased science done by researchers who resist data massaging (Gadbury & Allison, 2012; Gelman & Loken, 2013; Gerber & Malhotra, 2008; Masicampo & Lalande, 2012; Ridley et al., 2007). We also searched for qualitative statements of statistical significance (i.e., “significant difference” vs. “no significant difference”) to replicate Pautasso’s (2010) method.

2. Methods

Our searches were conducted with Elsevier’s Scopus. After trying out other search engines (i.e., Web of Science and Google Scholar), we concluded that Scopus offers the most accurate and powerful search and export features.

Scopus classifies papers into 27 subject areas; we grouped these into three scientific disciplines, each discipline including subject areas comparable to Fanelli’s (2012) classification, for the sake of replication

1) **Physical sciences**, including the Scopus subject areas of Physics and Astronomy; Engineering; Earth and Planetary Sciences; Chemistry; Chemical Engineering; Materials Science; Energy; Computer Science.

2) **Biological sciences**, including the Scopus subject areas of Agricultural and Biological Sciences; Biochemistry, Genetics and Molecular Biology; Medicine; Neuroscience; Immunology and Microbiology; Pharmacology, Toxicology and Pharmaceutics; Veterinary; Environmental Science; Dentistry.

3) **Social Sciences**, including the Scopus subject areas of Social Sciences; Psychology; Arts and Humanities; Economics, Econometrics and Finance; Decision Sciences; Business, Management and Accounting.

The Mathematics and Multidisciplinary subject areas were excluded, like in Fanelli (2012). Health Professions and Nursing were excluded as well, because we were not sure which discipline they should be classified into; these two
subject areas are relatively small anyway, accounting together for 2.5% of all records in Scopus, and it is unlikely that they would have affected our results. Note that a paper can belong to more than one subject area.

To investigate whether temporal changes differ between different regions of the world, we distinguished the following world regions as in Fanelli (2012), namely:
1) United States.
2) Fifteen European countries (EU15): Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Portugal, Spain, Sweden, and United Kingdom.
3) Seven Asian countries (AS7): China, Hong Kong, India, Japan, Singapore, South Korea, and Taiwan.

Note that a paper can belonging to multiple world regions (e.g., due to multiple authors with affiliations in countries from different world regions, or due to an author having multiple affiliations in countries from different world regions).

The following queries were conducted using the advanced search function of Scopus for the abstracts of all records in the database as well as for each discipline and world region defined above:

1) ABS({}), to extract the total number of papers with an abstract.
2) Two queries about reporting of $p$-values, namely:
   a. A query containing $p$-values between 0.040 and 0.049, that is: ABS(\{p = 0.040\} OR \{p = .040\} OR \{p = 0.041\} OR \{p = .041\} ... OR \{p = 0.049\} OR \{p = .049\}), to extract the number of papers reporting a $p$-value between 0.040 and 0.049, that is, marginally below the typically used alpha value of 0.05.
   b. A query containing $p$-values between 0.051 and 0.060, that is: ABS(\{p = 0.051\} OR \{p = .051\} OR \{p = 0.052\} OR \{p = .052\} ... OR \{p = 0.060\} OR \{p = .060\}), to extract the number of papers reporting a $p$-value between 0.051 and 0.060, that is, marginally above the typically used alpha value of 0.05.
3) Two queries about textual reporting of statistical (non-)significance, namely:
   a. A query containing typical expressions for reporting significant differences, that is: ABS({significant difference} OR {significant differences}) AND NOT ({no significant difference} OR {no significant differences} OR {no statistically significant difference} OR {no statistically significant differences}) (cf. Pautasso, 2010), to extract the number of papers with a qualitative statement of significant results.
   b. A query containing typical expressions for reporting no significant differences, that is: ABS({no significant difference} OR {no significant differences} OR {no statistically significant difference} OR {no statistically significant differences}), to extract the number of papers with a qualitative statement of non-significant results.

Note that in Scopus braces ({}) are used for exact searches, in which special characters such as punctuation marks and mathematical symbols are taken into consideration, whereas quotation marks ("") are used for more loose searches, neglecting special characters. All data were extracted on 19 July 2014.

The following measures were calculated for both the reporting of $p$-values and the textual reporting of statistical (non-)significance:
1) the number of papers reporting significant results divided by the total number of papers with an abstract per publication year;
2) the number of papers reporting non-significant results divided by the total number of papers with an abstract per publication year; and
3) the ratio of significant to non-significant results.

All three measures were calculated for all papers in the Scopus database, as well as for papers in each discipline and world region defined above.

All analyses were conducted for papers published in the period 1990–2014. Longitudinal trends were assessed by means of the coefficient estimates and corresponding 95% confidence intervals of a simple linear regression. The employed script is provided as supplementary material.

3. Results

3.1. Total number of papers
According to our searches, Scopus contains a total of 39,421,740 papers with an abstract. 18,726,024 papers belong to the biological sciences, 19,871,102 papers belong to the physical sciences, and 3,543,934 papers belong to the social sciences. U.S. was found in the affiliations of 10,235,548 papers, EU15 in 8,752,150 papers, and AS7 in
8,210,522 papers. The number of papers has increased over time in all three scientific disciplines (Fig. 2). The drop in 2014 can be explained by the fact that we are currently halfway the year 2014.

![Figure 2. Number of papers per publication year, for three scientific disciplines.](image)

### 3.2. Longitudinal trends

#### 3.2.1. p-value reporting

Both the significant and non-significant results have increased over time (Fig. 3). In 1990, 0.019% of papers (107 out of 561,194 papers) reported a $p$-value between 0.051 and 0.060. This has risen about 4.3 fold to 0.082% (956 out of 1,161,405 papers) in 2014. Positive results, on the other hand, have increased 13.9-fold in the same period: from 0.031% (175 out of 561,194 papers) in 1990 to 0.432% (5,018 out of 1,161,405 papers) in 2014. In other words, the ratio of significant to non-significant results has increased from 1.6 (i.e., 175/107 papers) in 1990 to 5.2 (i.e., 5,018/956 papers) in 2014 (Fig. 4).

![Figure 3. Number of papers reporting a $p$-value between 0.040 and 0.049 (blue) or a $p$-value between 0.051 and 0.060 (red) divided by the total number of papers per publication year.](image)
3.2.2. Textual reporting of statistical (non-)significance

The analysis of textual reporting of statistical significance and non-significance confirms the findings above on the reporting of \( p \)-values, namely that both significant and non-significant differences have increased over time (see Fig. S1 in supplementary material); However, the ratio between significant versus non-significant results is smaller and increases less rapidly (Fig 4. vs. Fig. S2). The phrase “no significant difference” is more frequent than the phrase “significant difference”.

3.3. Comparison of longitudinal trends between scientific disciplines

3.3.1. \( p \)-value reporting

A comparison between disciplines shows that the use of \( p \)-values is rare in the physical sciences: in 2014, reporting of \( p \)-values in the social and biological sciences is respectively 6.9 times and 60.6 times more frequent than in the physical sciences (Fig. 5). The 95% confidence intervals of the regression slopes of the ratios of significant to non-significant results in the three disciplines are overlapping (Table 1, see also Fig. 6), indicating there is no difference in growth rates between the three disciplines.

![Figure 4](image-url)  
*Figure 4. Ratio of significant to non-significant results \((p\)-value between 0.040 and 0.049 / \(p\)-value between 0.051 and 0.060) per publication year. The dashed line represents the result of a linear regression analysis.*

![Figure 5](image-url)  
*Figure 5. Number of papers reporting a \( p \)-value between 0.040 and 0.049 (solid lines) or a \( p \)-value between 0.051 and 0.060 (dotted lines) divided by the total number of papers per publication year, for three scientific disciplines.*
3.3.2. Textual reporting of statistical (non-)significance

Figure 7 shows that the biological sciences are more likely to use the phrases “significant difference” or “no significant difference” than the social sciences. These phrases are rare in the physical sciences, confirming the results for $p$-values in Fig. 5. The growth rate of the ratio of significant to non-significant results is higher in the social sciences than in the biological sciences, the growth rate of which in turn is higher than that of the physical sciences (Fig. 8 & Table 1). Physical sciences exhibit, however, the highest overall ratio (Fig. 8). Note that the textual analyses are again less sensitive than the $p$-value searches, showing smaller longitudinal trends and smaller differences between disciplines.
Figure 8. Ratio of significant to non-significant results (textual reporting) per publication year, for three scientific disciplines. Dashed lines represent the results of a linear regression analysis.

Table 1. Slope coefficients (95% confidence interval between brackets) calculated using a simple linear regression, for the ratios of significant (S) to non-significant (NS) results (S/NS) and the percentages of significant results 100%*(S/T), where T is the total number of papers. Coefficients are reported for all papers, and for papers in three scientific disciplines.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Social</th>
<th>Biological</th>
<th>Physical</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>S/NS</td>
<td>0.139 [0.129, 0.149]</td>
<td>0.140 [0.082, 0.198]</td>
<td>0.139 [0.129, 0.150]</td>
</tr>
<tr>
<td></td>
<td>100%*S/T</td>
<td>0.844 [0.756, 0.933]</td>
<td>1.075 [0.702, 1.448]</td>
<td>0.845 [0.753, 0.936]</td>
</tr>
<tr>
<td>Textual</td>
<td>S/NS</td>
<td>0.010 [0.008, 0.011]</td>
<td>0.035 [0.027, 0.042]</td>
<td>0.008 [0.007, 0.009]</td>
</tr>
<tr>
<td></td>
<td>100%*S/T</td>
<td>0.338 [0.292, 0.383]</td>
<td>0.681 [0.519, 0.843]</td>
<td>0.368 [0.261, 0.355]</td>
</tr>
</tbody>
</table>

3.4. Comparison of longitudinal trends between world regions

3.4.1. p-value reporting

For all three world regions, reporting of both significant and non-significant p-values has increased over time (see Fig. S3 in supplementary material). The growth of reporting significant results as compared to the reporting of non-significant results is higher in AS7 than in the U.S. and EU15 (Fig. 9; Table 2).

Figure 9. Ratio of significant to non-significant results (p-value between 0.040 and 0.049 / p-value between 0.051 and 0.060) per publication year, for three world regions. Dashed lines represent the results of a linear regression analysis.
3.4.2. Textual reporting of statistical (non-)significance

The above increases of \( p \)-value reporting over time are confirmed by the results on textual reporting of statistical significance versus non-significance (see Fig. S4 in supplementary material). The increase of significant results has been faster for EU15 as compared to the U.S. and AS7 (Table 2). Moreover, while AS7 exhibits the highest ratio of significant to non-significant results in terms of \( p \)-value reporting (Fig. 9), this region also shows the lowest ratio of significant to non-significant results in terms of textual reporting (Fig. 10).

![Figure 10](image)

**Figure 10.** Ratio of significant to non-significant results (textual reporting) per publication year, for three world regions. Dashed lines represent the results of a linear regression analysis.

**Table 2.** Slope coefficients (95% confidence interval between brackets) calculated using a simple linear regression, for the ratios of significant (S) to non-significant (NS) results (S/NS) and the percentages of significant results 100\%-\%*(S/T), where T is the total number of papers. Coefficients are reported for papers in three world regions.

<table>
<thead>
<tr>
<th></th>
<th>U.S.</th>
<th>EU15</th>
<th>AS7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )-value S/NS</td>
<td>0.092 [0.082, 0.103]</td>
<td>0.111 [0.093, 0.129]</td>
<td>0.230 [0.194, 0.266]</td>
</tr>
<tr>
<td>( 100% )*S/T</td>
<td>0.749 [0.644, 0.855]</td>
<td>0.658 [0.530, 0.786]</td>
<td>1.169 [0.798, 1.539]</td>
</tr>
<tr>
<td>Textual S/NS</td>
<td>0.011 [0.009, 0.013]</td>
<td>0.015 [0.014, 0.017]</td>
<td>0.015 [0.012, 0.017]</td>
</tr>
<tr>
<td>( 100% )*S/T</td>
<td>0.361 [0.262, 0.431]</td>
<td>0.466 [0.420, 0.511]</td>
<td>0.647 [0.542, 0.751]</td>
</tr>
</tbody>
</table>

4. Discussion

We investigated longitudinal trends of positive versus negative results reported in abstracts and compared these trends between disciplines and between world regions. Our analysis showed that the percentage of papers reporting \( p \)-values between 0.051 and 0.060 has risen with a factor of 4.3 between 1990 and 2014, which indicates that negative results are not disappearing. Equally striking is the 13.9-fold increase of \( p \)-values between 0.040 and 0.049 over the same time period. The large increase of marginally significant \( p \)-values (as compared to marginally non-significant \( p \)-values) is consistent with the crisis that certain disciplines are currently experiencing, and suggests that methodologists’ recommendations are not heard by the scientific community. Our results for textual reporting of significant differences displays a more modest increase than the results for \( p \)-value reporting and resembles Pautasso’s (2010) findings.

We found no support for the widely discussed idea of a ‘hierarchy of sciences’. In our analysis, the differences of the significant to non-significant ratios between the three scientific disciplines are inconsistent. For example, the social sciences show the fastest increase of this ratio, but the physical sciences have the highest ratio overall (Fig. 8). A more salient finding of our analysis is that there is enormous difference in reporting practices between disciplines, with the reporting of \( p \)-values being 60.6 times more frequent in the biological sciences than in the physical sciences. This effect is even larger when considering that many physics papers that report \( p \)-values have medical affinity (e.g., a new radiology method being tested in a medical setting, new ultrasound techniques). Indeed, 63% (847 out of
Researchers in the physical sciences (including engineers) are often able to predict precise numerical values and may not need $p$-values because they encounter low levels of sampling and measurement error (e.g., Hand, 2004; Meehl, 1967). However, physics research is sometimes characterised by excessive noise too. Examples are faint signals picked up in interstellar space (Gurnett et al., 2013), detection of exoplanets (Bean et al., 2010; Robertson et al., 2014), frame dragging experiments (Everitt et al., 2011), or searching for the Higgs Boson (The CMS Collaboration, 2014). Biological and social scientists are trained in experimental methodology and statistics from early college years. Physicists seem to be lagging behind in some aspects of experimental design and statistics, and have introduced methods such as experimenter blinding only recently (Klein & Roodman, 2005). The “look-elsewhere effect” in high-energy physics (Gross & Vitells, 2010) is the equivalent of the multiple comparison problem, a term often used in psychology. Although social scientists have expressed “a desire to imitate physics” (Roberts & Pashler, 2000), such physics envy may be misplaced because (discovery-oriented, innovative) physics encounters the same methodological challenges as those developed by and for the softer scientists.

It is worth noting that the ratio of significant to non-significant differences in our analyses was greater than 1 for $p$-value reporting (Figs. 4, 6 & 9), but mostly smaller than 1 for the textual reporting of significance (Figs. 8 & 10, in line with Pautasso, 2010). So, the absolute number of $p$-values above versus below the alpha (= 0.05) threshold is not a valid measure of bias, and some figures circulating in the social media (e.g., Hankins, 2014, suggesting there is an “immortal hand or eye” pushing $p$-values below 0.05) provide an oversimplified picture. We suspect that researchers often state that a result is “not significant” instead of reporting the specific non-significant $p$-value (e.g., “$p = 0.055$”).

We found that the percentage of papers reporting a positive result as well as the percentage of papers reporting a negative result have increased since the 1990s. In a supplementary analysis, we assessed the frequency of various statistically significant $p$-values (0.012, 0.022, 0.032, and 0.042) as a function of publication year (see Fig. S5 in supplementary material). We found that the smaller the significant $p$-value the more frequently it is reported; a rapid increase for all $p$-values can also be seen, suggesting that null hypothesis significance testing has become more widely used over the years (despite widespread criticism against the use of $p$-values, see e.g., Wagenmakers, 2007).

Researchers from the Asian region report $p$-values between 0.040 and 0.049 at a disproportionately high level (Fig. 9), but they are considerably more likely to use the phrase “no significant difference” than the other two world regions (Fig. 10). Some studies have found that Asian research is more biased than research elsewhere in the word (Pan et al., 2005; Vickers et al., 1998). Others have argued that it is the U.S. that overestimates effect sizes, especially in softer research (see Fanelli & Ioannidis, 2013, but see Nuijten et al., 2014). Our analysis suggests that it is impossible to ‘blame’ certain countries for displaying an excess of positive results, since the ratio of significant to non-significant results totally depends on which type of keywords one searches for (i.e., $p$-values vs. textual search). Regional differences may be further moderated by the type of research dominating a particular world region and the fraction of research being indexed in Scopus. For example, papers in the social sciences represent 12% of all papers from the EU15, and only 5% of all papers from the AS7 region (data retrieved from Scopus). Furthermore, regional differences in excess significance bias are probably obscured by important moderators such as the emergence of China as second publishing power after the U.S. during the last decade (Leydesdorff &Wagner, 2009). Summarizing, differences between world regions in the reporting of significance are too small and inconsistent to draw conclusions on cross-cultural differences in significance bias.

Our automated string-search approach has some important limitations. First, our method may be susceptible to faulty inclusions. For example, the string “$p = 0.048$” could sometimes appear in a paper that does not test a null hypothesis, but tests something else (e.g., normality). One strength of Fanelli’s (2012) work was that he manually examined the abstracts and/or full texts of the selected 4,656 papers testing a hypothesis. So, although Fanelli’s sample may not be more representative than ours (as his sample was also automatically generated by searching for the sentence “test* the hypothes*”), his manual checking of the content of each paper may have prevented faulty inclusions, albeit at the cost of objectivity.
Second, Scopus is known to be incomplete for publications prior to 1996 (Elsevier, 2014). This discontinuity can be observed in Fig. 2 showing the number of papers per publication year, but does not seem to have affected the percentages of papers reporting a positive or negative result (i.e., no discontinuity appears in Figs. 3 & 5). We focused the search only on papers with an abstract available in Scopus, to avoid artefacts due to an increased unavailability of abstracts for older records (indeed, we observed that the percentage of Scopus records without an abstract dropped from 45.4% [254,968 out of 561,194 papers] in 1990 to 12.1% [140,986 out of 1,161,405] in 2014).

Third, reporting practices may have changed over time regardless of actual \( p \)-values. For example, when performing various control checks we found that certain phrases (“the aim of” and “results showed that”) have drastically increased over time, whereas other phrases (e.g., “on the other hand”, “the properties of”, or “room temperature”) have remained about constant (see Fig. 11). Our speculation is that the increasing trends in the former category reflect an increase in empiricism and structured reporting in abstracts. Following the same line of reasoning, reporting \( p \)-values in the abstract may have become increasingly preferred (or even recommended in journal instructions for authors) over a narrative summary of research findings.

Fourth, we did not assess all papers which tested a hypothesis, but only a fraction of these. The papers we assessed represent less than 1% of all papers indexed in Scopus (Figs. 3 & 5). Among these, the results strongly depend on whether one searches for \( p \)-values or for a textual phrase. In a supplementary analysis, we found that the results also look very different when searching for “\( p < 0.05 \)” versus “\( p > 0.05 \)” (see Figs. S6 & S7 in supplementary material). According to this analysis, both the positive (\( p < 0.05 \)) and negative (\( p > 0.05 \)) results have increased, but the increase for negative results has been relatively steeper. This again confirms our main result that negative results are not disappearing. We also searched for “\( p < 0.05 \)” versus “\( p > 0.05 \)” for the three scientific disciplines (see Figs. S8 & S9 in supplementary material). According to this analysis, the ratio of significant-over-non-significant results is highest for the social sciences (opposite to our findings for “significance difference(s)” vs. “non-significant difference(s)” in the results section), but it decreases more rapidly for the social sciences than for the physical sciences (see Table S1 in supplementary material), opposite to Fanelli’s (2012) observations. The results of a “\( p < 0.05 \)” versus “\( p > 0.05 \)” comparison for the three world regions also differ from both the \( p \)-value reporting and the textual reporting (see Figs. S10 & S11 as well as Table S2 in supplementary material), with a decrease of positive (\( p < 0.05 \)) results for U.S. and EU15 over time and a decreasing ratio of significant to non-significant results for all three world regions.

Fourth, we did not assess all papers which tested a hypothesis, but only a fraction of these. The papers we assessed represent less than 1% of all papers indexed in Scopus (Figs. 3 & 5). Among these, the results strongly depend on whether one searches for \( p \)-values or for a textual phrase. In a supplementary analysis, we found that the results also look very different when searching for “\( p < 0.05 \)” versus “\( p > 0.05 \)” (see Figs. S6 & S7 in supplementary material). According to this analysis, both the positive (\( p < 0.05 \)) and negative (\( p > 0.05 \)) results have increased, but the increase for negative results has been relatively steeper. This again confirms our main result that negative results are not disappearing. We also searched for “\( p < 0.05 \)” versus “\( p > 0.05 \)” for the three scientific disciplines (see Figs. S8 & S9 in supplementary material). According to this analysis, the ratio of significant-over-non-significant results is highest for the social sciences (opposite to our findings for “significance difference(s)” vs. “non-significant difference(s)” in the results section), but it decreases more rapidly for the social sciences than for the physical sciences (see Table S1 in supplementary material), opposite to Fanelli’s (2012) observations. The results of a “\( p < 0.05 \)” versus “\( p > 0.05 \)” comparison for the three world regions also differ from both the \( p \)-value reporting and the textual reporting (see Figs. S10 & S11 as well as Table S2 in supplementary material), with a decrease of positive (\( p < 0.05 \)) results for U.S. and EU15 over time and a decreasing ratio of significant to non-significant results for all three world regions.
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*Figure 11.* Number of papers reporting certain idiosyncratic expressions typical for technical papers divided by the total number of papers per publication year (the “paradigm shift” expression was used to compare with Atkin, 2002, who reported an exponential increase of this expression in the titles of papers; indeed, the expression was used 36 times more often in 2014 than in 1990).
As mentioned in the introduction, positive results may be caused by questionable research practices such as selective publication, selective analysis, as well as data fabrication. Selective analysis and reporting is probably common in many research fields (Ioannidis, 2010). Some researchers might not be even aware that “data peeking”, removing some outliers, or trying out various statistical tests (e.g., parametric and non-parametric ones) and subsequently reporting only the most significant result contributes to the false positive problem (e.g., Bakker & Wicherts, 2014; Strube, 2006). Simulation studies by Simmons et al. (2011) illustrate how flexible analyses can easily result in statistically significant evidence for a false hypothesis. Data fabrication is probably relatively rare, but certainly very harmful. A meta-analytic review by Fanelli (2009) found that 2% of researchers admitted fabricating data, and 14% knew a colleague who fabricated. Fabrication is obviously condemnable and should be prevented by all possible means.

The growth of $p$-values between 0.040 and 0.049 does not imply that questionable practices have become more prevalent. More positive explanations for the observed trends must be considered as well. First, it can be expected that scientists have become more knowledgeable, and therefore better able to formulate accurate predictions and design powerful experiments that disprove a null hypothesis. Second, as mentioned above, scientists have become more likely to use significance testing. The observed longitudinal trends in the reporting of $p$-values might occur because of science becoming more empirical, organized, and quantitative, in an attempt to escape the structuralism and postmodernism of the 1970s and 1980s. Third, false positive results are not necessarily bad, as long as there is a rapid self-correcting mechanism in place (De Winter & Happee, 2013). The observed increase of negative results (Fig. 3) may be caused by a growing replication movement providing a counterforce to positive results, and the increasing use of $p$-values might be a manifestation of dynamic exchange of information within the scientific network. Fourth, as indicated by Popper (1959), theories are “in an asymmetrical way, falsifiable only: they are statements which are tested by being submitted to systematic attempts to falsify them”. In this line, a single falsification can be worth more than numerous confirmations of an established null hypothesis. So, perhaps some asymmetry between positives and negatives results in innovative research fields is expectable or even desirable.

Supplementary material

Figure S1. Number of papers containing textual reporting of significance (blue line) or non-significance (red line) divided by the total number of papers per publication year.
Figure S2. Ratio of significant to non-significant results (textual reporting) per publication year. The dashed line represents the result of a linear regression analysis.

Figure S3. Number of papers reporting a $p$-value between 0.040 and 0.049 (solid lines) or a $p$-value between 0.051 and 0.060 (dotted lines) divided by the total number of papers per publication year, for three world regions.
**Figure S4.** Number of papers containing textual reporting of significance (solid lines) or non-significance (dotted lines) divided by the total number of papers per publication year, for three world regions.

**Figure S5.** Number of papers reporting a \( p \)-value between 0.002 and 0.042 by an increment of 0.010 divided by the total number of papers per publication year.
Figure S6. Number of papers reporting "p < 0.05"/"p < .05" (blue) or "p > 0.05"/"p > .05" (red) divided by the total number of papers per publication year.

Figure S7. Ratio of significant to non-significant results (p < 0.05 / p > 0.05) per publication year. The dashed line represents the result of a linear regression analysis.
Figure S8. Number of papers reporting "p < 0.05"/"p < .05" (blue) or "p > 0.05"/"p > .05" (red) divided by the total number of papers per publication year, for three scientific disciplines.

Figure S9. Ratio of significant to non-significant results (p < 0.05 / p > 0.05) per publication year, for three scientific disciplines. Dashed lines represent the results of a linear regression analysis.
Figure S10. Number of papers reporting "p < 0.05"/"p < .05" (blue) or "p > 0.05"/"p > .05" (red) divided by the total number of papers per publication year, for three world regions.

Figure S11. Ratio of significant to non-significant results (p < 0.05 / p > 0.05) per publication year, for three world regions. Dashed lines represent the results of a linear regression analysis.

Table S1. Slope coefficients (95% confidence interval between brackets) calculated using a simple linear regression, for the ratios of significant (S) to non-significant (NS) results (S/NS) and the percentages of significant results 100%*(S/T), where T is the total number of papers. Coefficients are reported for all papers, and for papers in three scientific disciplines.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Social</th>
<th>Biological</th>
<th>Physical</th>
</tr>
</thead>
<tbody>
<tr>
<td>p &lt; 0.05 vs.</td>
<td>S/NS</td>
<td>–0.621 [–0.709, –0.534]</td>
<td>–0.721 [–0.974, –0.468]</td>
<td>–0.629 [–0.711, –0.547]</td>
</tr>
<tr>
<td>p &gt; 0.05</td>
<td>100%*S/T</td>
<td>–0.515 [–0.553, –0.476]</td>
<td>–0.309 [–0.396, –0.222]</td>
<td>–0.517 [–0.558, –0.476]</td>
</tr>
</tbody>
</table>

Table S2. Slope coefficients (95% confidence interval between brackets) calculated using a simple linear regression, for the ratios of significant to non-significant results (S/NS) and the percentages of significant results 100%*(S/T), where T is the total number of papers. Coefficients are reported for papers in three world regions.

<table>
<thead>
<tr>
<th></th>
<th>U.S.</th>
<th>EU15</th>
<th>AS7</th>
</tr>
</thead>
<tbody>
<tr>
<td>p &lt; 0.05 vs.</td>
<td>S/NS</td>
<td>–0.393 [–0.449, –0.338]</td>
<td>–1.085 [–1.237, –0.932]</td>
</tr>
<tr>
<td>p &gt; 0.05</td>
<td>100%*S/T</td>
<td>–0.237 [–0.257, –0.217]</td>
<td>–0.342 [–0.367, –0.317]</td>
</tr>
</tbody>
</table>
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