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Abstract 9 

Previous studies have found that feature selectivity such as orientation and spatial frequency 10 

predominantly involves cortical mechanisms, and decades of research have identified the presence 11 

of orientation and spatial frequency-specific channels in the cortical region. Prolonged exposure 12 

to stimuli will generate an adapting aftereffect, thus reducing the neural sensitivity of those 13 

channels. Based on that notion, this research aims to identify whether the visual system encodes 14 

orientation variance independent of spatial frequency. Two experiments were conducted to assess 15 

the outcome of the study. In experiment 1, subjects viewed the stimuli with both eyes, and in 16 

experiment 2, stimuli were presented to one eye and viewed from the same or the contralateral eye. 17 

Results from both experiments indicated no interaction effect between spatial frequency and 18 

orientation aftereffect. Thus, supporting the experiments that orientation and spatial frequency are 19 

separately coded in the visual system.   20 

 21 

1. Introduction 22 

Feature-selectivity in the primary visual cortex (V1) comprise of various domains such as 23 

orientation, and spatial frequencies (SFs). Studying the neural selectivity of these domains will 24 

help to understand the mechanisms of V1. Numerous studies (Blakemore & Sutton, 1969; Norman, 25 

Heywood, & Kentridge, 2015; DeValois, Albrecht, & Thonrell, 1982; Wolfson & Landy, 1998) 26 

have focused on identifying spatial frequency (SF) selectivity, and the orientation variance 27 

aftereffects from retina-to-V1. The objective of this current study is to identify whether there is an 28 

interaction between SF and the orientation variance aftereffects in the visual system using 29 

psychophysical methods which will add further knowledge to our understanding of the low-level 30 

neural mechanisms underlying SF-discrimination and orientation variance in the visual system.  31 
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1.1. Spatial Frequency-(SF) Discrimination  32 

SF-sensitivity in the cortex was first demonstrated by Blakemore & Sutton (1969) via 33 

sinusoidal grating bars with varying frequencies. The SF was measured based on the size of the 34 

vertical bars, where high-SF corresponded to the presence of a high number of bars (with rapid 35 

changes that occur at the border), and the low SF to fewer bars. This can be further explained using 36 

the visual-angle measurement (one-dark-bar and one-white-bar = 1cycle per degree (cpd)), which 37 

is the angle of an object relative to the observer’s eye. The size of the retinal image depends on the 38 

size of the object, and the distance to that object. Early studies have demonstrated how cortical-39 

neurons responded to gratings with different SFs using electrophysiological and psychophysical 40 

experiments by looking at the effects of selective-adaptation to SFs.   41 

Neural information that conveys from retina to the visual-cortex passes through lateral-42 

geniculate-nucleus-(LGN) (Blasdel & Fitzpatrick, 1984), which consist of cells that respond to 43 

different levels of SFs. It has a centre-surround organisation in the retinal receptive fields (Enroth-44 

Cugell & Robson, 1966). Electrophysiological evidence suggests that the parvocellular-laminae in 45 

LGN is more sensitive to high-SFs, and the magnocellular-laminae to low-SFs (Merigan & Eskin, 46 

1986). Different cells in LGN correspond to different SF cut-off points (low, high), which are 47 

similar to the retinal ganglion cells (Maffei & Fiorentini, 1973). However, cells in the visual-cortex 48 

are narrowly tuned for the SF spectrum than in LGN, which is essential for discriminating various 49 

SFs. Campbell, Cooper, & Enroth-Cugell (1969) did an electrophysiological study in a cat’s visual 50 

system and found cells corresponding to different SFs. At lower-level, retinal ganglion cells 51 

comprised of a linear-spatial processing pattern (Enroth-Cugell & Robson, 1966), which explains 52 

that the SF identification occurs as an integrative process in the visual system.  53 

Studies conducted by Albrecht, De Valois, & Thorell, (1980) and Maffei & Fiorentini 54 

(1973) attempted to find cells in the visual-system that filtered narrow bands of SFs. The SF for 55 

high cut-off varied from cell to cell in the retina and LGN. However, responses from cortical cells 56 

demonstrated a narrow SF-filter pattern in the simple-cells (Robson, Tolhurst, Freeman, & Ohzawa, 57 

1988), whereas the complex-cells displayed a less dispersed frequency response in the SF spectrum. 58 

Sinusoidal stimuli viewed from the eyes are processed in a Fourier mechanism, where  Campbell 59 

& Robson (1968) proposed that the neurons in the visual system are tuned to process SFs inherited 60 

from the retina. Further studies by DeValois, DeValois, & Yund (1979) found that the cell 61 

responses were made by the orientation and SF of the Fourier component.   62 
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 Campbell & Robson (1968) suggested the presence of SF-channels (receptive fields 63 

respond to different patches of the visual scene) in the visual system. Sachs, Nachmias, & Robson 64 

(1971) conducted experiments in the human visual system with simple grating (f = 1 4 cpd) to detect 65 

a single-channel, and complex grating (f’=2.8 to 28 cpd) to detect multiple-channels. Results 66 

showed the visual system consists of multiple-frequency channels tuned to different SFs with 67 

different threshold levels, that responded independently (Thomas, 1970).  A study by Everson et 68 

al. (1998) supports a continuous representation of SFs in V1.  Results found a two-dimensional 69 

cortical organisation for the orientation selectivity, which further supports a similar mechanism 70 

previously proposed by Campbell & Robson (1968), and Deangelis et al. (1993). 71 

The contrast sensitivity function (CSF), which is the sum of separate channels, plots the 72 

contrast sensitivity for gratings (pattern spectrum) with a range of SFs across contrast sensitivity 73 

and SF (Schade, 1956). The sensitivity of the visual system to gratings varies between the 74 

frequencies 4-to-6 cpd (Campbell & Robson, 1968), and this sensitivity can be suppressed at low-75 

or-high degrees via adaptation. Selective-adaptation (Mollon, 1974) can reduce the sensitivity of 76 

the relative frequency channels, which was evident when the CSF was measured for high contrast 77 

grating showed a low-frequency in the test grating. Generally, low-SF channels activated for low-78 

SF patterns, whereas high-SF channels activated for fine details. The channels located in between 79 

activated accordingly, showing a less spatially homogenous arrangement in the visual system. In 80 

the presence of a stimulus, the corresponding channel will adapt to the relative frequency of that 81 

stimulus and becomes less sensitive. As the adaptation depends on the level of stimulation, most-82 

stimulated channels become more sensitive (more-adaptive), and the less-stimulated channels 83 

become less sensitive (less-adaptive) (Blakemore & Campbell, 1969; Blakemore, Muncey, & 84 

Ridley, 1971). Further studies by Stromeyer, Klein, Dawson, & Spillmann (1982), identified that 85 

low-SF adaptation aftereffect was strongly affected for the same test-frequency level than for a 86 

different-frequency level (adaptation and the test phase at 0.12-cpd than with 0.5-cpd test phase). 87 

Previously, DeValois (1977) and Graham (1972) found similar results, when adaptation and test 88 

phases were maximum at 0.8-1 cpd.  89 

The number of SF-channels in the visual system varied according to the type of experiment 90 

conducted. Post-adaptation results found 4-channels (4-mechanism model) in the visual system 91 

(Williams, Wilson, & Cowan, 1982) at grating masks oriented at 14.5o. Wilson, Mcfarlane, & 92 

Phillips (1983) found 6-channels, whereas Watson & Robson (1981), found 10-channels. 93 
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Furthermore, an unresolvable grating can produce an aftereffect in the participant in which 94 

demonstrates the involvement of low-level visual areas, possibly V1. This cortical involvement in 95 

detecting a frequency level depends on not only the signal strength and the contrast; but, also the 96 

level of SF. He & MacLeod (2001) found an aftereffect from the gratings that exceeded the 97 

resolution limit; still could activate cortical neurons than responding to subthreshold gratings 98 

(below the low-frequency limit).   99 

As SF-variance-adaptation studies provide evidence when adapted to a grating contrast, 100 

will increase the threshold for detecting similar frequencies, adapting to different orientations 101 

variances provide similar aftereffects in the visual system.    102 

 103 

1.2. SF and Orientation Variance   104 

 105 

Early studies by Hubel & Wiesel (1959) identified differences between retinal ganglion 106 

cells and cortical cells receptive fields. The V1 consists of cells that activated for specific stimulus 107 

features such as orientation, and the direction of movement. Simple-cells and complex-cells in the 108 

cortex responded to the orientation of the bars, which showed the presence of orientation-specific 109 

neurons (Hubel & Wiesel, 1974). The role of cortical neurons in perception was identified by using 110 

selective-adaptation techniques (Mollon, 1974). When neurons responded to a particular stimulus 111 

property, the firing-rate decreased (adapted) in which those neurones fired less for the same 112 

stimulus (He & MacLeod, 2001; Mollon, 1974; Norman et al., 2015). As a result, adapting to high-113 

contrast grating shifted medium-frequency channels to low-frequency, whereas adapting to low-114 

contrast grating shifted the medium-frequency to high-frequency was known as the figural-115 

aftereffect (FAE) (Blakemore & Sutton, 1969). A previous study conducted using shape and tilt 116 

aftereffect has found that adapting to tilted-grating (right) made the subsequent gratings looked 117 

left-tilted, and changed in shape (Gibson & Radner, 1935) further supporting the FAE.  118 

Moreover, studies by Blakemore & Sutton, (1969), Campbell & Robson (1968), and 119 

Mackay (1957) found a multiple-channel mechanism in V1. Each channel responded to different 120 

orientations and SFs, which ranged from one cell to another (Graham, 1985) because they 121 

consisted of finely-tuned narrow bandwidths (Robson et al., 1988; DeValois et al., 1982).  122 

 Campbell, Cleland, Cooper, & Enroth-Cugell (1968) found orientation-specific cortical 123 

neurones with a linear relationship between angle and the response in the cat’s visual system. The 124 

ability to detect grating with orientation-adaptation effect in the human visual system was done by 125 
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Gilinsky (1968) by using four different orientation levels (vertical, horizontal, 45-degrees 126 

clockwise, and anti-clockwise). Results indicated an orientation-specific adaptation aftereffect in 127 

the test phase. The excitatory and inhibitory mechanisms in the cortical neurons allowed the form 128 

perception. The adaptation to various sizes (bar-widths) also produced an aftereffect, which made 129 

difficult to discriminate the patterns presented afterwards further supports size-specific neurons in 130 

the visual system (Blakemore & Campbell, 1969; Pantle & Sekuler, 1968). 131 

Mechanisms of SF and orientation variance discrimination in V1 have been studied using 132 

various methods. For instance, Zhu, Xing, Shelley, & Shapley (2010) identified the mechanism of 133 

cortical inhibition in orientation and SF selectivity. The neurons projecting from LGN t o V 1 134 

provide independent information of SF and orientation variance, but the selectivity between these 135 

two domains lacked in V1. Thus, the orientation and SF selection inherits a different mechanism, 136 

i.e. intra-cortical inhibition (Zhu, Shelley, & Shapley, 2009). The correlation between orientation -137 

S F selectivity domains was strongly correlated (r = . 78) as found by Xing, Shapley, Hawken, & 138 

Ringach (2005). In the study by Stromeyer et al. (1982), in the test for orientation selection, the 139 

low-SF was not affected by the vertical test grating. Flashing of the vertical test grating produced 140 

an aftereffect of a counter direction movement of the horizontal grating, which was due to the 141 

direction-selective mechanisms, but it had no opposite aftereffect. This showed the direction-142 

selection channel operated independently of SF-channels. 143 

The experiments led by Blakemore & Campbell (1969) found a contrast sensitivity 144 

reduction (reduced neural activity) after a prolonged adaptation period for a stimulus. At 3.5 to 145 

14.2 cpd, the adaptation aftereffect in the cortical neurones was constant; however, higher-SFs 146 

(20 - 2 8.3 cpd) produced narrow cortical responses. Adapting to different orientations involved 147 

different classes of neurones, and these can be modified via orthogonal grating stimuli (by 148 

stimulating two classes of neurones). Evidence in favour of this phenomenon comes from 149 

Carandini, Anthony Movshon, & Ferster (1998). No hyperpolarisation or reduction of the V1 firing 150 

patterns of the neurones was found for the orthogonal orientation. The adaptation to orthogonal 151 

grating showed cross-orientation suppression in specific cells, indicating an interaction of groups 152 

of cells exposed to different orientation variances.  153 

The ability to judge about one stimulus can be significantly affected by the presence of 154 

another component, and the discrimination between these two depends on the interaction between 155 

the two components (Olzak & Thomas, 1991). Interactions between different SF-channels in V1 156 

PeerJ Preprints | https://doi.org/10.7287/peerj.preprints.27973v1 | CC BY 4.0 Open Access | rec: 20 Sep 2019, publ: 20 Sep 2019



  

can either increase or decrease the responses to grating stimuli, indicates a parallel-model-157 

interconnection between simple and complex-cells (DeValois & Tootell, 1983).  158 

 Orientation variance was used in instantaneously discriminating different textures to 159 

identify surface irregularities in region or edge based stimuli (Landy & Bergen, 1991; Nothdurft, 160 

1985; Wolfson & Landy, 1998). Configural effects, high orientation variance, and oblique-effect 161 

(Furmanski & Engel, 2000) are significant for texture segregation (Wolfson & Landy, 1995), 162 

which can occur concurrently with parallel visual search (Wolfe, 1992). When the mean 163 

orientation differed amongst abutting textures, the discrimination performance was better than 164 

when they were separated  (Wolfson & Landy, 1998). Further studies by Norman et al. (2015) 165 

identified the orientation variance as a specific mechanism that is independent of local orientation. 166 

This was in line with Morgan, Chubb, & Solomon (2008) work, where they demonstrated a 167 

dedicated mechanism that processed orientation variance to reduced sensory noise (dipper-168 

function). At below threshold (just-noticeable-difference – J ND), the variance estimation 169 

mechanism suppresses the perception of individual orientation variances (stimuli looks less 170 

irregular). However, at the above threshold, the mechanism does not suppress making the image 171 

looks varied. This mechanism regulates texture perception to allow higher visual areas to make 172 

sense of the input.    173 

Adaptation to statistical properties such as texture (Durgin, 2001) and size are 174 

independently encoded by the visual system where Corbett, Wurnitsch, Schwartz, & Whitney 175 

(2012) found during the adaptation phase, when subjects were adapted to one size of dots, the 176 

mean-sizes in the test-phase looked either larger or smaller than the adapted side. This differential-177 

aftereffect was in line with the notion of Morgan et al. (2008), and further studies by Ariely (2001) 178 

supports this view in terms of mean-discrimination and object-identification. Furthermore, this 179 

differential aftereffect in identifying regularity was previously found to be unidirectional (Ouhnana, 180 

Bell, Solomon, & Kingdom, 2013); however, later found that the orientation variance aftereffect 181 

as bidirectional (Norman et al., 2015). 182 

 A study by Mazer, Vinje, McDermott, Schiller, & Gallant (2002) used a reverse correlation 183 

method to identify the neural mechanisms of SF selectivity and the orientation variance. Results 184 

found the existence of separate mechanisms for SF and variance-selectivity in V1 (with a marginal 185 

analysis of more than 70%). Furthermore, a low discriminability of orientation and SF-variance 186 

were prominent at high-frequency levels. Information received from M - a nd- P  channels 187 
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converged at V1, and further studies by Allison, Melzer, Ding, Bonds, & Casagrande (2000), and 188 

DeValois, Cottaris, Mahon, Elfar, & Wilson (2000) support this notion.  189 

1.3. Ocular-Condition 190 

 191 

If the adaptation aftereffect was due to multiple-channels, and these channels are finely 192 

tuned to adapt to specific SFs and orientations variances, it would be interesting to know whether 193 

the neurones and the receptive fields only respond to the inputs from a single eye or there is an 194 

interocular transfer-effect. If the adaptation stimulus is viewed from one eye and then the test 195 

stimulus is viewed from the contralateral eye, and if an adaptation-aftereffect is present, this will 196 

indicate the involvement of cortical areas beyond V1.  197 

Physiological studies (Blakemore & Campbell, 1969; Enroth-Cugell & Robson, 1966; 198 

Graham, 1972; Pantle & Sekuler, 1968) suggest that the locus of this adaptation as V1 and the 199 

magnitude of interocular transfer was either 60% (Blakemore & Campbell, 1969), or 100% 200 

(Nishida, Ashida, & Sato, 1994). Nevertheless, the percentage of transfer depends on the stimulus-201 

parameters and the condition measured. To identify the locus of adaptation, Blake & Fox (1972) 202 

did a pressure-blinding study by blocking the information transfer from the retina. Results 203 

suggested that locus of transfer can only occur at an early stage of the binocular binding, which is 204 

in V1 (Mansouri, Hess, Allen, & Dakin, 2005). Similarly, the study by Krauskopf & Riggs (1959) 205 

suggested the neural-adaptation happens beyond the retinal level, where the binocular convergence 206 

occurs. A contrast-specific-adaptation and the interocular-transfer studies have found similar 207 

results, where the adaptation specific neurones are located beyond the retina, at the cortical level 208 

(Norman-et-al.,-2015; Schor & Heckmann, 1989).   209 

Previous studies have found a differential transfer-effect based on the SF used (low, high). 210 

When the SF was low, there was a low dichoptic adaptation (Baker & Meese, 2012; Falconbridge, 211 

Ware, & MacLeod, 2010) with only orientation aftereffects were prominent (Cass, Johnson, Bex, 212 

& Alais, 2012). However, the interocular transfer increased at high-SF, which was measured using 213 

the 2AFC model (Baker & Meese, 2012).  214 

Thus, based on the literature summarised above, the current study determines to identify 215 

adaptation effects from which we might infer mechanisms in cortical-channels sensitive to 216 

orientation variance, and whether those mechanisms are SF specific. By using two-experiments, 217 

three different conditions were studied. Experiment-1 looked at the binocular condition when the 218 

adaptation and test conditions were presented to both eyes. Experiment-2 looked at monoptic 219 
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presentations, where the stimuli (both adaptation and the test) were presented to the left eye, and 220 

dichoptic ones, where the adaptation stimuli were presented to the left eye and test from the right 221 

eye.  Thus, in experiment-1, it was hypothesised that if the SF of the adaptors is different from the 222 

test-stimuli and adaptation nevertheless still occurs, it can be assumed that the orientation variance 223 

is independently encoded of SF. Whereas, if adaptation is only effective when the SF of the test-224 

stimuli is the same as that of the adaptors, it can be assumed that the orientation variance and SF 225 

are at least partially jointly encoded. In the experiment-2, it was hypothesised that a larger effect 226 

in monocular condition, compared to the interocular, will imply the involvement of visual areas 227 

beyond V1.  228 

EXPERIMENT-1 229 

2. METHOD 230 

2.1 Participants. 231 

A total of 12-participants (eight-females, four-males) between the age of 20-30 years 232 

(Mage = 2 3.67, SD = 1 .92) took part in this study. Participants were recruited from both Psychology 233 

and Business departments at Durham University. The participants comprised of British, Chinese, 234 

American, and Greek ethnicities. Eight participants were excluded from the final analysis; seven 235 

due to low p-values (Palamedes goodness of fit < . 05), and one being an outlier. The final four 236 

participants consist of three-females, and one-male (Mage =2 3, SD = 1 .82). The experiment was 237 

conducted at Durham University, Psychology department. Participants who were prone to 238 

epileptic-seizures not included in the study. All participants gave a written consent form. 239 

Participants received a debrief form at the end of each session. No incentives were given for taking 240 

part in this study. This study was approved by the Durham University ethics review board (Ref: 241 

RK2016). 242 

 243 

2.2 Study Design. 244 

There were three within-subjects factors: orientation variance (low, high), adaptation-SF 245 

(low, high), test-SF (low, high), in this study, with two categorical levels in each factor. The 246 

dependent variable (DV) was the number of responses for each condition, which was continuous. 247 
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Thus, this study meets the minimum requirements for a three-way repeated-measures analysis of 248 

variance (ANOVA).  249 

Each subject participated in two testing sessions: low-variance, and high-variance, which 250 

were conducted on two separate days. Each session comprised of four conditions (adaptation-SF 251 

(low)---test-SF (low); adaptation-SF (low)---test-SF (high); adaptation-SF (high)---test-SF (low); 252 

adaptation-SF (high)---test-SF (high)) with a total of eight-conditions (see_table-1). The tests took 253 

place in blocks of 12-minutes per condition. In between conditions, the participants received 254 

breaks if they needed. 255 

Table-1 256 

The-Experimental-Conditions 257 

Low variance (day 1) High variance (day 2) 

  Test SF   Test SF 

Low High Low High 

Adaptation 

SF 

Low Condition 

1 

Condition 

2 
Adaptation 

SF 

Low Condition 

5 

Condition 

6 

High Condition 

3 

Condition 

4 

High Condition 

7 

Condition 

8 

Note. SF=spatial frequency. Total number of conditions=8 258 

2.3 Equipment. 259 

Both adaptation and test stimuli were presented on a ViewSonic G90fB-Graphics Series 260 

17-inch (1024 x 7 68 pixels) CRT colour display monitor at 60Hz. Participants used a chin-rest to 261 

rest their heads, and the monitor was positioned at 47-cm (viewing distance) from the chin-rest. 262 

The stimuli were presented on a light-grey background at 50-cdm-2. It was controlled by the 263 

Cambridge Research Systems (Kent, United Kingdom) with 100Hz refresh rate VSG2/5 graphics 264 

system. Participant’s responses were collected by using RB540-Cedrus response pad.    265 

 266 

2.4 The Stimuli. 267 

The stimuli were designed using MATLAB-R2012a programming software. Both 268 

adaptation and the test stimuli included a pair of textures, which consisted of 8 x8  Gabor patches. 269 

Each Gabor patch was 0.73o diameter in size. The distance between individual patches measured 270 
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at 0.38o, which positioned at 0.1o within the circular window — the size of each texture span 271 

comprised of height and width of 8.5o. One texture appeared to the left of the fixation point, 272 

whereas the other appeared to the right. Each texture was separated by 3.05o. The Gabor patches 273 

for adaptation and the test-phases had an SF of either 1.40-cpd (low-SF), or 3.42-cpd (high-SF). 274 

The orientation variance (mean (µ) and standard deviation (σ)) for each texture were determined 275 

from a Gaussian distribution. It consists of low-variance (σ = 5 ), medium-variance (σ = 1 2) and 276 

high-variance (σ = 2 6) levels (see f igure1). 277 

                             a. 278 

 279 

 280 

 281 

 282 

 283 

                             b. 284 

 285 

 286 

 287 

Figure_1. Stimuli of different levels of variances and SFs presented here. (a) Both textures are of a low-SF. 288 
The left-texture (adapting) is of a low-variance, and the right-texture is of a medium-variance. (b) Both 289 
textures are of a high-SF. The left-texture is of a high-variance (adapting), and the right-texture is of a 290 
medium-variance.     291 
 292 

2.5 Procedure. 293 

Each session began with 30-adaptation patches followed by ten top-up flashes after each 294 

response. Participants were instructed to maintain their fixation at the fixation cross at the centre 295 

of the screen. Each adaptation flash lasted about 0.3 seconds with an interval time of 0.1 seconds 296 

in between. The three variance levels (low, medium, high) for each texture displayed 297 

interchangeably. In every flash, the adaptation side displayed either low or high variance patch, 298 
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and in the opposite remained a medium variance. A schematic representation of the stimulus 299 

sequence is shown in figure-2. 300 

 301 

 302 

 303 

                    304 adaptation phase (30 flashes) 

          305 

                                  306 top-up (10 flashes) 

 307 

                                                                                                  308 

             309 

 310 

 311 

 312 

 313 

 314 

Figure_2. Schematic representation of the trial sequence. Each session began with 30-adaptation flashes, 315 
and after each response, there were 10-flashes in each trial. During the adaptation phase, the adaptation 316 
side displayed either low-or-high variance, and the opposite side was of a medium-variance. During the 317 
test phase, the patch that was adapted to change to medium-variance, and the opposite patch was 318 
determined by the staircase based on the participant’s response. 319 
 320 

The variance adaptation side and the SF (either low-or-high) were predetermined by the 321 

experimenter at the beginning of each trial. In the test phase, the patch that was adapted to turned 322 

to be medium-variance, and the opposite patch was determined by the staircase. Each texture 323 

orientation started anew in each session. After the adaptation phase, a low pause tone was 324 

presented for 0.5-seconds followed by the test phase for 1.3-seconds. Once the test phase 325 

disappeared, participants were instructed to select which of the two textures (from the test 326 

stimulus) appeared as high-variance by selecting either left-or-right response buttons.  327 

(0.5s low pause tone) 

test phase 1.3s 

(blank till response) 

time 
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There were four randomly-interleaved staircases in each trial. Two started above (+5) the 328 

point of objective equality (POE=12) and two from below (−5) (high-variance at  σ = 17, and low-329 

variance staircases at  σ = 7 retrospectively) with 10-reversals each, with total of 40-reversals. 330 

Criteria of reversals were based on the response of the participants.  331 

Each trial was randomly presented with a one-up, one-down (magnitude of-1o) staircase 332 

method in which the texture variance was automatically adjusted. The goal was to identify the 333 

point of subjective equality (PSE), in which both textures appeared indistinguishable. As the study 334 

progressed, the staircases converged at PSE. 335 

3. RESULTS 336 

Calculation of the results was first done by including all subjects (to increase the statistical 337 

power), and then by removing the subjects who displayed poor fits to the psychometric function, 338 

and outliers. Same statistical analysis was conducted on just those subjects that fit the criteria. 339 

 340 

3.1 Including All Subjects 341 

3.1.1 Palamedes Psychometric Functions. 342 

First, the responses were recorded for all eight conditions from all 12 participants. 343 

Palamedes toolbox in MATLAB was used to measure the psychometric function via maximum 344 

likelihood estimation. It mapped the best psychometric curve to fit the data, which then it generated 345 

threshold-values, slopes, p-values, and the SD-values (table-2) via bootstrap procedure (via 1000 346 

random data sets based on the parameters of the slope).  347 

 348 

 349 

 350 

 351 

 352 

 353 
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Table-2 354 

Values Generated from Palamedes Goodness of Fit for a Single Participant 355 

Low variance adaptation        High variance adaptation 

  Test SF   Test SF 

Low High Low High 

Threshold 

Adaptation SF 

 

Low 

 

12.48 

 

12.98 
 

    Adaptation SF 

 

Low 

 

6.02 

 

11.60 

High 13.57 13.35 High 9.35 10.31 

 356 

p-values* 357 

Adaptation SF 
Low 0.38 0.38        Adaptation 

SF 

Low 0.36 0.08 

High 0.59 0.44 High 0.16 0.30 

 358 

SD values 359 

Adaptation SF Low 9.28 9.65        Adaptation 

SF 

Low 15.39 17.68 

High 8.69 10.94 High 15.23 11.80 

 360 

Slope values 361 

Adaptation SF Low 4.36 3.95        Adaptation 

SF 

Low 1.27 2.51 

High 3.60 2.69 High 2.09 2.95 

Note. SF=spatial frequency. SD=standard deviation. 362 
*p >.05.  363 

Eight threshold values were recorded per participant, which were arranged according to the 364 

three factors: orientation variance, test-SF, and the adaptation-SF (how far the graph has moved to 365 

the left or right). Slope-values represent how sensitive the participants were to the changes in the 366 

variance. Each psychometric curve is essentially defined by its slope (tilt). p-values and the SD-367 

values represent how well the psychometric curve fits the data. If p-value (from Palamedes 368 

goodness of fit analysis) is less than .05 (the data set is only accounted for maybe better than 5% 369 

of the randomly generated datasets), it is not a good fit, which is a criterion for rejection. SD-error 370 

represents how much variance comes from the data.  Figure-3 represents the psychometric curves 371 

for one participant. 372 
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 373 

Figure-3. Psychometric curves of a single participant. Eight curves represent the eight conditions. Low-1-374 
1=condition-1; low-1-2.5=condition-2; low-2.5-1=condition-3; low-2.5-2.5=condition-4. High-1-1=condition-375 
5; high-1-2.5=condition-6; high-2.5-1=condition-7; high-2.5-2.5=condition-8. On average, participants 376 
perceived the test-patch more-varied when they were adapted to a set of low-variance textures. 377 
 378 

3.1.2. Statistical Analysis. 379 

The statistical analysis focused on the participant’s responses for three variables in all eight 380 

conditions. Table-3 shows the means (M) and standard deviations (SD) for all 12 subjects.  381 

 382 

 383 

 384 

 385 

 386 

 387 
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Table-3 388 

Descriptive Statistics 389 

 M SD N 

Condition 1 14.01 3.09 12 

Condition 2 12.92 1.36 12 

Condition 3 14.63 5.90 12 

Condition 4 14.83 2.51 12 

Condition 5 9.36 2.83 12 

Condition 6 10.56 0.97 12 

Condition 7 9.74 2.08 12 

Condition 8 10.39 1.53 12 

Note. N=number of participants.  390 
 391 

A three-way repeated-measures ANOVA was conducted to measure whether there is an 392 

interaction between orientation variance and the SF conditions. Three outliers were indicated in 393 

the boxplot (figure-3). They were included in this analysis as the results will be recalculated 394 

without the outliers in the next section.  395 

 396 

 397 

Figure-3. The boxplot for the descriptive statistics. 398 

 399 

 400 

           1               2               3               4              5               6              7               8 
Conditions 
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Shapiro-Wilk test of normality for condition-1: W(12) = . 874, p = . 074; condition-2: 401 

W(12) = . 974, p = . 946; condition-3: W(12) = . 890, p = . 118; condition-4: W(12) = . 964, p = . 843; 402 

condition-5: W(12) = . 951, p = . 659; condition-6: W(12) = . 970, p = . 909; condition-7: W(12) = . 898, 403 

p = . 148; condition-8: W(12) = . 958, p =. 754. All non-significant. Thus, the responses of 404 

participants (DV) are normally distributed. Mauchly’s tests of Sphericity for all eight-conditions 405 

were non-significant (p > . 05); thus, equal variances assumed.  406 

The 2x2x2 (orientation variance [low, high] x adaptation-SF [low, high] x test-SF [low, 407 

high]) ANOVA revealed a significant main effect for orientation variance, F(1, 11) = 4 1.36, 408 

p < . 001, with a high mean for low-variance (M =1 4.09) than high-variance (M = 1 0.01). This 409 

shows an adaptation-variance-aftereffect. The interaction between the three variables were not 410 

statistically significant, F(1, 11) = . 789, p =. 394. Figure-4 provides a graphical representation for 411 

low and high-variance conditions. 412 

      a.             b. 413 

 414 

Figure-4. Results of three-way repeated-measures ANOVA. (a) Represents the results for low adaptation 415 
variance. There is a significant main effect for the adaptation-variance. (b) represents the results for high 416 
adaptation variance. 417 

Data represents clear evidence of an orientation variance aftereffect, but not any 418 

modulation of this by SF match. Eight multiple-paired-samples t-tests were conducted to identify 419 

whether there is a statistically significant mean difference between each condition from the point 420 
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of objective equality (POE=12) with Bonferroni adjustment: α=.0065. The paired samples t-tests 421 

for point of subjective equality (PSE) for condition 1 : 2.4o greater (M=14) than POE, t(11) = 2 .25, 422 

p = . 045. For condition-2: 1.1o greater (M = 1 2.92) than POE, t(11) = 2 .33, p = . 039. For condition-423 

3: 3.2o greater (M = 1 4.63) than POE, t(11) = 1 .544, p =. 15. For condition-4: 3.5o greater 424 

(M = 1 4.83) than POE, t(11) = 3 .911, p= . 002. Thus, this represents clear evidence of adaptation 425 

to low-variance.  426 

PSE for condition-5 was 3.2o lesser (M = 9 .35) than POE, t(11) = - 3.231, p = . 007. For 427 

condition-6: 1.7o lesser (M = 1 0.56) than POE, t(11) = - 5.1, p = . 0003. For condition-7: 2.8o lesser 428 

(M = 9 .74) than POE, t(11) = - 3.74, p =. 003. For condition-8: 2o lesser (M = 1 0.38) than POE, 429 

t(11) = - 3.64, p = . 003. Thus, this represents a clear evidence of adaptation to high-variance (see 430 

figure 5 ). 431 

 432 

 433 

 434 

 435 

 436 

 437 

 438 

 439 

Figure 5 . Experiment-1 results for low-adaptation-variance (conditions:1-4) and high-adaptation-variance 440 
(conditions:5-8) with all subjects. PSE (difference in the variance of the textures where participants to be 441 
equally likely to respond) for each adapting level are displayed, and zero corresponds to the objective 442 
equality. Values above zero indicate the adaptation to low-variance, and values below zero indicate the 443 
adaptations to high-variance.  444 
 445 

3.1.3. Sensitivity  446 

The slope-values indicate the sensitivity of the participants to the changes in the variance. 447 

Table-4 displays descriptive statistics for all eight conditions.  448 

 449 
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Table 4  450 

Descriptive Statistics 451 

 M SD N 

Condition 1 2.41 1.83 12 

Condition 2 3.19 1.19 12 

Condition 3 2.22 1.35 12 

Condition 4 3.37 1.33 12 

Condition 5 2.47 2.69 12 

Condition 6 3.54 1.49 12 

Condition 7 1.37 0.79 12 

Condition 8 2.84 0.94 12 

Note. N=number of participants. 452 

The mean-scores indicate that the participants were better at discriminating high-SF 453 

variance (M = 3 .24) than low-SF variance (M = 2 .12). The test for within-subjects effects showed 454 

a significant main effect for test-SF, F(1, 11) = 1 0.56, p = . 008 indicating that the participants were 455 

better at discriminating SF-variance. Figure-6 provides the graphical representation for variance 456 

conditions. 457 

a.       b. 458 

 459 

Figure-6. Results of three-way repeated measures ANOVA (slope-values). (a) represents the results for 460 
low-adaptation-variance. (b) represents the results for high-adaptation-variance. 461 
 462 
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3.2. Results Excluding the Outliers and Non-Fitting Data 463 

Next, the results were analysed by excluding the subjects whose data showed a poor fit of 464 

the psychometric curve (p < . 05). Seven subjects were excluded from the analysis. One subject 465 

from the remaining five was an outlier with extreme values, which was subjected to removal. The 466 

final sample consists of four subjects that fit the criteria. Table-5 shows the means (M) and standard 467 

deviations (SD) of the four subjects, and the boxplot (figure-7) depicts no outliers.  468 

 469 

Table-5 470 

Descriptive Statistics 471 

 M SD N 

Condition 1 13.14 1.19 4 

Condition 2 12.66 0.70 4 

Condition 3 16.41 8.46 4 

Condition 4 13.87 2.78 4 

Condition 5 8.86 4.14 4 

Condition 6 10.31 0.98 4 

Condition 7 10.05 1.11 4 

Condition 8 10.26 1.26 4 

Note. N=number of participants 472 

 473 
 474 

 475 

 476 

 477 

 478 

 479 

Figure-7. Boxplot for descriptive statistics 480 

1               2              3               4               5              6               7               8 

Conditions 
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The test for normality, Shapiro-Wilk indicated non-significant results (p > . 05) for seven 481 

conditions; however, the condition-3 was significant, W(4) = . 729, p = . 024 violating the normality. 482 

Nevertheless, due to the small sample size and relatively skewed distribution, proceeded with the 483 

analysis. Mauchly’s tests of Sphericity for all eight conditions were non-significant (p > . 05) 484 

assuming equal variances between groups.  485 

The 2 x 2x 2  (orientation variance [low, high] x adaptation-SF [low, high] x test-SF [low, 486 

high]) repeated measures ANOVA revealed a significant main effect for orientation variance, F(1, 487 

3) = 15.24, p = .030 with a high mean score for low-variance (M = 14.02) than high-variance (M 488 

= 9.87). This shows an orientation variance aftereffect similar to all participants. The interaction 489 

between the three variables was not significant, F(1, 3) = .052, p = .834 similar to the previous 490 

analysis. Results showed no changes to the aftereffect regardless of the number of participants. 491 

Figure-8 provides the graphical representation for the variance conditions.         492 

a.       b. 493 

 494 

Figure-8. Results of three-way repeated measures ANOVA (Threshold-values). (a) represents the results 495 
for low adaptation-variance. (b) represents the results for high-adaptation-variance. 496 
 497 

The multiple paired samples t-tests with a Bonferroni adjustment: α=.00625 revealed, for 498 

condition-1, PSE was 1.4o higher (M = 1 3.14) than POE, t(3) = 2 .25, p = . 150. For condition-2, PSE 499 

was 3.2o higher (M = 1 2.66) than POE, t(3) = 1 .897, p = . 153. For condition 3 , PSE was 5.4o higher 500 
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(M = 1 6.41) than POE, t(3) = 1 .041, p =. 374. For condition-4, PSE was 2.3o higher (M = 1 3.86) 501 

than POE, t(3) = 1 .342, p= . 272. This represents a good adaptation to low-variance.  502 

For condition-5, PSE was 3.8o lesser (M = 8 .85) than POE, t(3) = - 1.514, p = . 227. For 503 

condition-6, PSE was 2.1o lesser (M = 1 0.31) than POE, t(3) = - 3.429, p = . 041. For condition-7, 504 

PSE was 2.4o lesser (M = 1 0.05) than POE, t(3) = - 3.508, p = . 039. For condition-8, PSE was 2.1o 505 

lesser (M = 1 0.26) than POE, t(3) = - 2.750, p =.070. This represents a good adaptation to high-506 

variance (see figure-9). 507 

 508 

 509 

 510 

 511 

 512 

 513 

 514 

 515 

 516 

Figure-9. Experiment-1 results for low-adaptation-variance (conditions-1-4) and high-adaptation-variance 517 
(conditions-5-8) with four subjects. PSE for each adapting level are displayed, and zero corresponds to the 518 
objective equality. Values above zero indicate the adaptation to low variance, and values below zero 519 
indicate the adaptations to high variance.  520 
 521 

3.2.1. Sensitivity 522 

Unlike with all participants, the test for within-subjects effects showed no significant 523 

results. Mean-scores indicated that participants showered no preference in discriminating SF 524 

conditions (low or high). Table-6 displays descriptive statistics.  525 

 526 

 527 

 528 
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Table-6 529 

Descriptive statistics 530 

 M SD N 

Condition 1 2.62 1.71 4 

Condition 2 2.92 0.88 4 

Condition 3 2.64 1.37 4 

Condition 4 2.50 0.17 4 

Condition 5 1.43 0.89 4 

Condition 6 2.98 1.57 4 

Condition 7 1.06 0.80 4 

Condition 8 2.23 0.87 4 

Note. N=number of participants  531 

4. Interim Discussion 532 

Experiment-1 showed that selective-adaptation to orientation variance (with randomised 533 

mean orientations) would induce an aftereffect; however, it is not affected by the SF. Experiment-534 

2 will include monocular and interocular conditions. A high effect in monocular than interocular 535 

will suggest that the perceptual mechanisms that this effect measure is restricted to lower-visual 536 

areas.    537 

EXPERIMENT-2 538 

5. METHOD 539 

5.1. Participants. 540 

A total of 2-participants (two-males) between the ages of 20-30 years (Mage = 2 8.50, 541 

SD = 2 .121) recruited from Durham university department of Psychology, took part in the study.  542 

5.2. Study Design. 543 

There were three within-subjects factors; ocular-condition (monocular, interocular), 544 

adaptation-SF (low, high), and test-SF (low, high), with two categorical levels in each variable. 545 

The DV was similar to the experiment-1. Thus, this study meets the minimum requirement for 546 

three-way repeated-measures ANOVA.  547 
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Each subject participated in two testing sessions, one for monocular-condition, and the 548 

other for interocular-condition on two separate days. The variance adaptation in both sessions 549 

maintained at low-level (σ = 5 ). Each session consisted of the same four conditions as in the 550 

experiment-1 (Table-7).  551 

Table 7 552 

The Experimental Conditions 553 

Monocular condition (day 1)  Interocular condition (day 2) 

  Test SF   Test SF 

Low High Low High 

Adaptation 

SF 

Low Condition 

1 

Condition 

2 
Adaptation 

SF 

Low Condition 

5 

Condition 

6 

High Condition 

3 

Condition 

4 

High Condition 

7 

Condition 

8 

Note. SF=spatial frequency. A total number of conditions=8. 554 

5.3. Equipment, Stimuli, and Procedure. 555 

To measure the SF condition (adaptation and test phases), same equipment and the stimuli 556 

were used as in experiment-1. To measure the ocular-condition, shutter goggles Translucent 557 

Technologies Inc. Plato model-P1 was used. All the other stimulus parameters were the same as 558 

in the experiment-1. Instead of using the Cedrus pad, participant’s responses were collected by 559 

using a standard keyboard (F-key was for left response and the J-key for right response). 560 

The interocular-condition was tested by adapting to the left eye (stimuli were presented to 561 

the left eye while the right eye vision was blocked), and test from the right eye (while the left eye 562 

vision was blocked). The monocular-condition, on the contrary was tested by presenting both 563 

adapting and test phases to the left eye (while the right eye vision was blocked). However, before 564 

the test phase (in monocular-condition), the shutter came in for a brief period. Because the 565 

interocular-condition involved a definite change in terms of perception, and to make it equivalent 566 

to the other condition, such a mechanism was used in the monocular-condition as well.  567 

The number of stimuli flashes and the time-span for adaptation and test phases were similar 568 

as in the experiment-1. The experimenter predetermined the ocular-condition, adaptation-SF, and 569 

the test-SF at the beginning of each trial.  570 
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6. RESULTS 571 

Palamedes toolbox in MATLAB was used to measure the psychometric function via 572 

maximum likelihood estimation for both participants. Table-8 represents ocular-conditions, and 573 

figure-10 represents the psychometric curves of one participant. 574 

Table-8 575 

Values Generated from Palamedes Goodness of fit for One Participant 576 

Monocular condition (day 1)        Interocular condition (day 2) 

  Test SF   Test SF 

Low High Low High 

Threshold 

Adaptation SF 

 

Low 

 

13.79 

 

12.72 
 

    Adaptation SF 

 

Low 

 

12.28 

 

13.38 

High 16.19 13.65 High 12.38 15.86 

 577 

p-values* 578 

Adaptation SF 
Low 0.92 0.66        Adaptation 

SF 

Low 0.16 0.65 

High 0.86 0.92 High 0.63 0.67 

 579 

SD values 580 

Adaptation SF Low 5.86 9.08        Adaptation 

SF 

Low 13.77 12.50 

High 6.63 7.43 High 7.38 6.06 

 581 

Slope values 582 

Adaptation SF Low 3.00 2.52        Adaptation 

SF 

Low 3.75 1.79 

High 3.27 1.87 High 3.60 5.31 

Note. SF=spatial frequency. *p>.05.  583 
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 584 

Figure 1 0. Psychometric curves of a single participant. Eight curves represent the eight conditions. Low-1-585 
1=condition-1; low-1-2.5=condition-2; low-2.5-1=condition-3; low-2.5-2.5=condition-4. High-1-1=condition-586 
5; high-1-2.5=condition-6; high-2.5-1=condition-7; high-2.5-2.5=condition-8. On-average, participants-587 
showed a good adaptation aftereffect for both ocular conditions. 588 
 589 

For both participants, the analysis focused on the three variables for all eight conditions. 590 

Table-9 shows the means (M) and standard deviations (SD) for both subjects. 591 

 592 

 593 

 594 

 595 
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Table-9 596 

Descriptive Statistics 597 

 M SD N 

MO AdapSF_L TestSF_L 13.21 0.82 2 

MO AdapSF_L TestSF_H 12.55 0.24 2 

MO AdapSF_H TestSF_L 14.02 3.07 2 

MO AdapSF_H TestSF_H 13.49 0.22 2 

IN AdapSF_L TestSF_L 12.20 0.10 2 

IN AdapSF_L TestSF_H 12.86 0.73 2 

IN AdapSF_H TestSF_L 12.82 0.63 2 

IN AdapSF_H TestSF_H 13.81 2.90 2 

Note. N=number of participants. MO=monocular condition. IN=interocular 598 
condition. L=low, H=high. 599 

 600 

Test for normality boxplot depicted no outliers. Mauchly’s test of Sphericity for all eight 601 

conditions was non-significant (p > . 05) assuming equal variance between groups. The 2x 2x 2  602 

(ocular-condition [monocular, interocular] x adaptation-SF [low, high] x test-SF [low, high]) 603 

three-way repeated-measures ANOVA revealed no-significant interaction between variables, F(1, 604 

1) = . 003, p =. 968. The mean scores for the monocular condition were higher (M = 1 3.32) than the 605 

interocular-condition (M = 1 2.92), which indicates the adaptation variance effect diminished when 606 

it was transferred from one eye to the other, and the involvement of lower-visual areas. 607 

Multiple paired samples t-tests revealed the PSE for condition-1 was 1.5o higher 608 

(M = 1 3.21) than POE, t(2) = 2 .086, p = . 172; for condition-2 was .7o higher (M = 1 2.55) than POE, 609 

t(2) = 3 .235, p= . 083; for condition-3 was 2.68o higher (M = 1 4.02) than POE, t(2) = . 930, p = . 450; 610 

for condition-4 was 1.8o higher (M = 1 3.495) than POE, t(2) =9 .645, p=. 010; for condition-5 611 

was .2o higher (M = 1 2.205) than POE, t(2) = 2 .733, p = . 111; for condition-6 was 1o higher 612 

(M = 1 2.865) than POE, t(2) = 1 .679, p =. 235; for condition-7 was 1o higher (M = 1 2.825) than 613 

POE, t(2) = 1 .853, p = . 204; for condition-8 was 2.2o higher (M = 1 3.805) than POE, t(2) = . 878, 614 

p = . 472.  This represents a good adaptation to low variance (see figure-11). 615 

 616 
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 617 

 618 

 619 

 620 

 621 

 622 

 623 

 624 

Figure-11. Experiment-2 results for monocular condition (conditions:1-4) and interocular condition 625 
(conditions:5-8) with two subjects. PSE for each adapting level are displayed, and zero corresponds to the 626 
objective equality. Values above zero indicate the adaptation to low-variance. 627 

 628 

6.1. Sensitivity 629 

The mean-scores indicate that the participants were better at discriminating high 630 

adaptation-SF condition (M = 3 .599) than the low adaptation-SF condition (M = 2 .850). The test 631 

for within-subjects effects showed a significant main effect for the adaptation-SF, F(1, 632 

1) = 1 07902.58, p =. 002. Figure-12 represents the sensitivity of both participants.  633 

 634 

 635 

 636 

 637 

 638 

 639 

 640 

 641 

 642 
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a.              b. 643 

 644 

Figure 1 2 . Results of three-way repeated measures ANOVA (slopes). (a) represents the results for 645 
monocular-condition. (b) represents the results for interocular-condition.  646 
 647 

7. GENERAL DISCUSSION 648 

This study aimed to identify the mechanisms in cortical channels sensitive to orientation 649 

variance, and whether those mechanisms are SF specific. In an attempt to identify this notion, two 650 

experiments were conducted. Experiment-1 hypothesised that the orientation variance is 651 

independently encoded from SF, or they are partially jointly encoded. Experiment-2 hypothesised 652 

that a higher mean effect in the monocular condition would imply the involvement of the cortical 653 

areas beyond V1. Four randomly interleaved staircase methods were used to minimize 654 

overestimating threshold, and reduce expectancy in both experiments.  655 

For the analysis of results in experiment-1, first included all 12 subjects (to increase the 656 

statistical power). Then, they excluded the subjects based on the exclusion criteria. The same 657 

analysis was conducted on just those four remaining subjects that fit the criteria. The mean 658 

threshold values indicated the position of the Palamedes-x-axis, which was the measure of the 659 

variance aftereffect. Results from experiment-1 showed no significant interaction between the 660 

three variables regardless of the number of participants. This indicates that the perception of 661 

orientation variance and the SF are independently coded in the visual system, and there is no single 662 

conjoint channel that encodes that information. Thus, it supports the hypothesis which states, SF 663 

and orientation variance are independently coded. This is in line with previous electrophysiological 664 
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(Allison et al., 2000; Mazer et al., 2002) and psychophysical studies (Stromeyer et al., 1982) 665 

conducted to identify separate neural mechanisms for SF and orientation variance. Furthermore, 666 

participants in experiment-1 observed low orientation variance in the adapting phase as having a 667 

higher variance in the test phase and vice-versa. This significant finding is in line with previous 668 

adaptation studies that demonstrated to summary statistics on orientation variance (Gibson & 669 

Radner, 1935; Norman et al., 2015; Ouhnana et al., 2013), and texture (Durgin, 2001) with a 670 

specialized mechanism used to process information in the visual system efficiently (Ariely, 2001; 671 

Morgan et al., 2008).   672 

Results from multiple individual t-tests indicated the PSE for each condition. Non-673 

significant ANOVA showed the PSE was not different from 12-(objective-equality); thus 674 

indicating a good adaptation aftereffect. PSE was above 12 for low-variance adaptation, and below 675 

12 for high-variance adaptation. This supports similar results found in Norman et al. (2015) study. 676 

Furthermore, mean slopes indicated (with all subjects) participants were better at discriminating 677 

high-SF than low condition. However, with four-subjects, the results were not significant showing 678 

no discriminability bias. Nevertheless,  previous studies have found a SF aftereffect (C. Blakemore 679 

& Campbell, 1969; Carandini et al., 1998), and the importance of high-SF at face recognition 680 

(Fiorentini, Maffei, & Sandini, 1983) underlying bias toward high-SF than low-SF. 681 

In experiment-2, the objective was to identify any low-level mechanisms of orientation 682 

variance aftereffect by comparing monocular and interocular conditions. The randomization of the 683 

phase (position of the black and white stripes) of the Gabor patches was similar to the experiment-684 

1, which showed that the patches were positioned at slightly different positions in each trial.  685 

For the interocular-condition, subjects had their left eye opened for the adaptation phase, 686 

and then the right eye opened for the test phase. Because this involved an apparent change in terms 687 

of perception, and to make it equivalent to the monocular-condition, the shutter occurred for a brief 688 

period, before the test phase. This transition eliminated any confounds between adaptation and 689 

test-phases in all conditions. The parameters for none adaptive variances was set between 0-30. 690 

Results indicated no significant interaction between the variables. Similar to the experiment-1, this 691 

suggests that the orientation variance aftereffect is independent of SF. The strength of the effect of 692 

the adaptation-variance does not change, based on the changes from one SF to another. The simple 693 

two-way interaction between adaptation-SF and the test-SF aftereffect are not different across 694 
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orientation variance (low, high) conditions. The repeated measure ANOVA indicated no-695 

significant interactions between the monocular and interocular conditions. 696 

In terms of sensitivity, the results showed only the adaptation-SF as significant. This 697 

indicates, when the participant adapts to low-variance compared to high-variance, the perception 698 

of the variance of the test-patch was different. By adapting to low-variance on the left, the 699 

perception of the variance in the test patch on that position was high relative to when it was to 700 

high-variance of adaptation. The results from multiple t-tests were all above objective equality. 701 

This was because the participants were only tested on a low-variance adapter. The effect of SF on 702 

ocular-condition has previously been studied, where observers showed a low dichoptic effect for 703 

low-SF condition (Falconbridge et al., 2010), and high dichoptic effect for high-SF condition 704 

(Baker & Meese, 2012).  705 

As the brain consists of low-level visual areas (Felleman & Van Essen, 1991; Mather, 706 

Radford, & West, 1992), there are neurones and some receptive fields only respond to one 707 

particular eye by receiving input only from one eye. If the adaptation-stimulus is viewed from only 708 

one eye, and test-stimulus is seen from the same eye, then there is no part of the visual system 709 

where the information pass to the opposite eye (monocular). However, if there is an interocular-710 

transfer-effect (adaptation-aftereffect), then the stimulus condition has transferred from one eye to 711 

another. This phenomenon indicates that the level of the effect was more at a higher-level in the 712 

visual-system than those of monocular neurones (Norman et al., 2015).  713 

Mean-values (experiment-2) of both participants showed a slight reduction in the 714 

interocular-condition compared to the monocular-condition. This indicates that the adaptation-715 

variance-effect diminished during the transfer from one eye to the other, and the perceptual-716 

mechanisms that this effect measure is restricted to lower-visual areas. Thus, the results support 717 

the hypothesis. With PSE above 12, it is possible for effect (reduction) of the ocular-condition 718 

when transferred between the eyes (interocular). This indicates that the variance-adaptation 719 

aftereffect is not entirely determined by the low-level visual cortex (striate-cortex for instance) and 720 

should be beyond V1. This can be further supported by the study conducted by Mansouri, Hess, 721 

Allen, & Dakin (2005), where the binocular integration found to occur after processing texture 722 

boundaries (Solomon & Morgan, 1999) between V1-layer-4C, and V2-layer-4. Furthermore, 723 

results from experiment-2 are consistent with the studies conducted with Patient-MS, who suffers 724 

from cerebral-Achromatopsia. With damage to mid-ventral visual areas, but with intact-low-visual 725 
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areas (Heywood, Cowey, & Newcombe, 1994) patient displayed an orientation variance aftereffect, 726 

further supporting the involvement of the lower-level visual system (Norman et al., 2015). 727 

Moreover, further studies have identified that the variance-adaptation-aftereffect is retinotopically-728 

specific, with visuotopic-mapping relying on a retinotopic-reference-frame (Gardner, Merriam, 729 

Movshon, & Heeger, 2008), whereas the areas beyond V1 involve in binocular-integration (Forte, 730 

Peirce, & Lennie, 2002; Mansouri et al., 2005). 731 

 732 

8. CONCLUSION 733 

In conclusion, results from both experiments indicated that SF is independent of the 734 

orientation aftereffect. The perception of variance is independent of the perception of SF. The two 735 

experiments were conducted to approach the same question with different methods. High effect in 736 

monocular-condition implies perceptual-mechanisms in lower-visual areas, and low-effect in 737 

interocular-transfer shows the cortical involvement beyond V1. As for a limitation, both 738 

experiments used arbitrary levels of low-and-high-SF, to get different effects from one another in 739 

order to get two separate SF-channels. Future studies should be conducted by using two-levels of 740 

SF-channels, which are equally discriminable in terms of variance (still across different channels, 741 

but equally discriminable). Because results from this study found subjects could do the task more 742 

quickly when they were confronted with high-SF than the low-SF. Perhaps it is due to some noise 743 

in the data. In order to overcome the noise, it is crucial to use different-SF-values. This is to 744 

minimise any unwanted-condition-effects.  745 
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