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ABSTRACT

Data driven decision making is becoming increasingly an important aspect for successful business
execution. More and more organizations are moving towards taking informed decisions based on the
data that they are generating. Most of this data are in temporal format - time series data. Effective
analysis across time series data sets, in an efficient and quick manner is a challenge. The most
interesting and valuable part of such analysis is to generate insights on correlation and causation
across multiple time series data sets. This paper looks at methods that can be used to analyze such
data sets and gain useful insights from it, primarily in the form of correlation and causation analysis.
This paper focuses on two methods for doing so, Two Sample Test with Dynamic Time Warping
and Hierarchical Clustering and looks at how the results returned from both can be used to gain
a better understanding of the data. Moreover, the methods used are meant to work with any data
set, regardless of the subject domain and idiosyncrasies of the data set, primarily, a data agnostic
approach.

Keywords Correlation · Causation · Clustering Techniques · Nearest Neighbor · Time Series · Event Correlation ·

Hierarchical Clustering · Two Sample Test · Dynamic Time Warping · Data Analysis

1 Introduction

A time series data set is a set of data points indexed by a time stamp. This type of data is becoming increasingly
available from a variety of sources. Moreover, mining data streams from real world systems has recently emerged as an
effective way to extract relevant information in real-time scenarios. Data has a lot to offer on its own, and with the
help of a few statistical tools, it can offer a great deal of insights too. In the computing industry, for example, timely
analysis of server metric data like CPU usage, number of requests, throughput, etc., can help in preventing downtime,
identifying malicious actors and other such events. The causes of these events could also be found, which could help
prevent the event from happening again or reduce the impact in future.

The inclusion of time stamps in the data set gives us a natural ordering of the data points. This ordering can be exploited
to figure out whether or not the order of the data points in one series effects another series. This is what constitutes a
causal analysis. Once we have determined which series cause a change in which other series, it is also useful to figure
out how strongly a series affects another, which gives rise to a correlation analysis. Correlation and causal analysis
on data proves useful in a lot of domains, from using the correlation results for what they are, to using the outputs for
better selection of input features for machine learning models.
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1.1 Problem Formulation

The significance of a time series data-set varies according to the type of data collected from the system, the nature of
the system and the format of the dataset. Several problems arise when building a solution to handle multiple time series
datasets across domains:

• Uniformity of input data formats: When analyzing multiple time series datasets, each dataset may be rep-
resented in different data formats from database queries to csv and json file formats. The solution needs to
ensure uniformity of input through appropriate pre-processing and data validation.

• Uniform Sampling interval: A time series dataset is defined as a set of values sampled at equally spaced points
in time for a fixed time period. In the case of multiple time series datasets, the sampling intervals may differ
across datasets. The solution needs to handle different time intervals either during pre-processing or in the
algorithmic approach.

• Domain specific significance: The characteristics of the time series datasets depend on the domain of the
system, and can be better understood with the aid of domain experts. One such example is applying a threshold
across the values of the time series dataset to identify points of interest or anomalies. Hence, the solution
needs to provide either an automated approach or a configurable interface to handle domain-specific analysis.

Identifying these elements is the first step to building a solution that can extract insights across multiple time series
datasets and adapt across systems. Furthermore, the nature of insights and relationships gained from this kind of data
need to cover the following aspects:

• Chain of events: When analyzing cause-effect patterns across time series datasets, an ordered sequence of
events can be extracted across multiple time series datasets in the domain. An application of this is found in
root cause analysis, which helps identify a finite set of causes responsible for an event.

• Monotonicity of relationships: When identifying a causal pattern among large datasets, it’s helpful to under-
stand the monotonicity of the relationship between them. The monotonicity indicates if an increase in values
of one time series causes a strict increase or decrease in the values of another time series.

2 Related Work

The problem of analyzing time series data is one studied frequently. Deep learning methods such as Recurrent Neural
Networks (RNN) and Long Short Term Memory (LSTM) provide a very good method for modelling time series data.
Shuai Xiao, Junchi Yan et al., [18] look into deep learning methods, chiefly, modelling the time series by using twin
recurrent neural networks. This method works well when labelled data is available, but proves challenging for unlabelled
data.

Unsupervised methods such as clustering between time series have been studied in [15]. The authors use time series
clustering as an alternative to association rule mining for market basket analysis and have found it offers a much more
efficient and accurate result. These clustering techniques use correlation based similarity measures to form clusters.
Clustering techniques can be grouped into two major types : Partitional [16] and Hierarchical [17]. Density and grid
based clustering are also fairly popular. Hierarchical algorithms, however, have an advantage over other types of
clustering as they do not need a predefined number of clusters.

Other forms of unsupervised methods include using statistical inference between time series [19] and [20], which uses
the underlying distributions of the series to identify correlations between them. Multivariate two sample tests [20], [21]
have previously been used to identify if two sampled sequences come from the same distribution, which can aid in
correlation analysis between time series.

Another approach involves modelling temporal event data streams as point processes [6], [7], [8], following the Hawkes
model making the assumption that the process follows a self or mutual-exciting rule and is focused on univariate event
streams. These focus on individual time series and do not take into account interactions or causal effects between
multiple data streams.
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3 Proposed Approach

The paper looks into combining Two Sample Tests and Hierarchical Clustering to give meaningful insight into time
series data. The two sample test [19] is a good method to find causal relationships among two data streams, along with
correlation and monotonicity. However, it can only deal with two streams at a time. Hierarchical clustering helps deal
with a greater number of data streams by clustering them into hierarchies. Clustering into hierarchies provides a picture
of the relationship within and among the hierarchies.

3.1 Two Sample Test

The two sample test handles pairwise correlations where, given two data sources, one is considered the Event series and
the other a time series. It works on the principle that the effect or cause of an Event can be seen in the time series if it is
highly correlated with the Event series. The two sample approach identifies whether correlation is present between an
event and time series pair and if so, with how much confidence.

The two sample test is a statistical approach that models the multivariate two-sample hypothesis-testing problem, where
the samples are tested on the hypothesis that they belong to the same distribution. Since the samples consist of numerous
sub-series, the two sample problem is extended to a multivariate two-sample test.

This method for correlation analysis between two series makes the following assumptions:

• The effect of a time series may or may not be seen in the event series. The algorithm identifies correlation with
a statistical confidence if the effect and cause are both seen in the series.

• The event series is sparser than the time series in order to capture unique patterns of the time series before and
after the event.

• Two series are analyzed at a time, one consisting of the event series and the other of the time series.

• The number of data points in the time series is large enough to consist of both effects before and after the event
as well as normal scenarios (non-events).

3.1.1 Generating samples and Hypothesis testing

The two sample test consists of sampling a sub-series of the time series data before and after an Event has occurred as
identified by the Event series, to create a set of Front ( Π Front) and Rear (Π Rear) samples respectively, along with
sampling a random subseries to create a set of Random samples (Θ Random). This test for correlation analysis works
on the principle that the effect/cause of an Event can be seen in the subseries sample from the time series data leading
up to or following an Event and that these subseries will be significantly different from a subseries sampled at random
from the time series (where an event may or may not have occurred).

Figure 1: The hypothesis tests whether two variables belong to significantly different distributions [23]

Assuming the two samples to be F and G,

H0 : F = G;

H1 : F 6= G;
(1)

3

PeerJ Preprints | https://doi.org/10.7287/peerj.preprints.27959v1 | CC BY 4.0 Open Access | rec: 12 Sep 2019, publ: 12 Sep 2019



TIME SERIES EVENT CORRELATION - A PREPRINT

Where the null hypothesis states that the two samples belong to the same distribution and the alternative hypothesis
states that the two samples belong to different distributions.

3.1.2 Deriving Correlations

In order to identify the correlation and direction of correlation between the two series, the two sample test computes a
test statistic between the samples to test the hypothesis defined above. The sample F is taken to be the Front or Rear
sample and the sample G is the Random sample. The test statistic indicates how similar the Front and Random samples
(or Rear and Random samples) are to each other using a nearest neighbours approach with an indicator function. For
each subseries in the samples F and G, r nearest neighbours are calculated using Fast Dynamic Time Warping (DTW)
(see section 3.1.3) distances. The choice of the distance function is explored further below. The indicator function
counts the number of pairs of subseries and their nearest neighbours which belong to the same sample. The test statistic
is computed as the proportion of pairs of subseries and their nearest neighbours which belong to the same sample, as
computed by the indicator function, among all pairs formed by the subseries and their nearest neighbours. Intuitively,
if the number of pairs belonging to the same sample is high, i.e, Front subseries are similar to other Front subseries
and not to the Random subseries, the Front and Random samples come from different distributions and the time series
exhibits a correlation with the Event series. The test statistic will be large (greater than a confidence alpha) for a time
series and Event series which are highly correlated with each other and small if the two series do not show a correlation
and is computed as,

Tr,p =
1

pr

p
X

i=1

r
X

j=1

Ij(x,A1, A2) (2)

where p is the sample size, r is the number of nearest neighbours, I is the indicator function described above and x is a
subseries from the sample. The two samples being compared are identified by A1 and A2.

To check if the test statistic distribution supports or contradicts the null hypothesis, the traditional Gaussian distribution
test is carried out:

(pr)1/2(Tr,p � µr)/�
2
r > ↵ (3)

where,
µr = (�1)

2 + (�2)
2

�2
r = �1�2 + 4�2

1�
2
2

↵ = 0.674

(4)

While the test statistic verifies the existence of correlation with a confidence value, the degree of correlation can be
mined using a distance-based correlation measure. The statistical test indicates a high confidence of correlation when the
samples are generated from distinct distributions as outlined above. The distance-based correlation measure augments
this by calculating the average DTW distance between pairs of subseries belonging to the same samples, as found by
the nearest neighbours algorithm and indicator function. For example, in the case of a Front subseries having 1 or more
r nearest neighbours in the Front sample, the computed custom correlation is a non-zero value. Additionally, in the
case of a Front subseries having all its r nearest neighbours in the Random sample, the computed custom correlation is
0, indicating that the distributions are mixed well. The combination of statistical analysis and similarity evaluation
provides a solution to mining both the existence of correlation and the degree to which two series may be correlated.
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(a) DTW distances between multiple time series [25]
(b) Fast DTW [24] using matrix-search to find optimal warping
path. From Rakthanmanon, Thanawin and Campana, Bilson et
al., Data mining a trillion time series subsequences under dynamic
time warping (2012)

Figure 2: Dynamic time warping

3.1.3 Dynamic Time Warping

The choice of the distance metric as the Dynamic Time Warping (DTW) algorithm is two-fold. First, DTW is a
structure-based distance measure developed for signal processing and hence works well for measuring similarity
between temporal sequences (Figure 2). The DTW algorithm iteratively tries aligning two sequences by warping the
time axis until an optimal match between the two series is found, as seen in Figure 2. Secondly, the DTW algorithm’s
implementation can be optimized to run faster [24] and works well for shorter sequences. In the two sample approach,
the k window parameter (described in Section 4.1.4) defines the length of the sequences to be compared and is usually
not a large number. The distance metric used for the Nearest Neighbours algorithm can be configured as L1, L2
(Euclidean) distances as well etc, however due to the large amounts of data and combinations of data sets, DTW proves
to be the fastest and most feasible distance metric. Furthermore, DTW is invariant of phase and measures similarities in
the patterns of the two series, which makes it integral to the distance-based correlation measure (described in Section
3.1.2). Using point-to-point distance measures such as Euclidean distances can inflate the correlation value, leading to
misleading results if the two series are similar but out of phase.

3.1.4 Configuration of parameters k (window size) and r (number of nearest neighbours)

The window size chosen to sample a sub series from the time series, k parameter, should capture the change/effect seen
in the time series during an event, as well as the series during non-events. It directly influences the algorithm as it
affects the results of the hypothesis test, primarily, the confidence of the result. A short window may contain limited
information and lead to a lower confidence and too long a window may capture the diminishing effect of an event which
could lead to the random and front/rear samples appearing similar. As found by Chen Luo, Jian-Guang Lou et al., the k
window is auto-selected using the autocorrelation function of a timeseries. The first peak of autocorrelation is chosen as
the k value, in order to include the significant signal of the time series. The autocorrelation of a time series S with lag of
l is shown below:

R(l) = E(si ⇤ si−l) (5)

Furthermore, the window size can be found experimentally and set to a fixed value for specific scenarios. However,
in order to generalize the algorithm across multiple use-cases and data streams, in our approach the value of k is
auto-selected using the autocorrelation function dependent on the nature of input data. In literature, it has been seen that
number of nearest neighbours, r parameter, can be calculated as

r = ln(p) (6)

where p is the sample size.

3.1.5 Event selection

Given an Event time series, user-defined thresholds are applied to identify events and create a sparser Event series. To
ensure sane results from the algorithm, the event series should consist of approximately 30% or fewer data points as
compared to the time series. A dense event series may lead to numerous overlapping sub series samples for the Front
and Random sample sets (as described in Section 4.1.1), which could corrupt the correlation analysis based on the
hypothesis test. In the case of numerous overlapping samples, the two sample test may capture no correlation because
the samples contain the same sub series and appear to mix well. Since the solution accepts user-defined thresholds,

5

PeerJ Preprints | https://doi.org/10.7287/peerj.preprints.27959v1 | CC BY 4.0 Open Access | rec: 12 Sep 2019, publ: 12 Sep 2019



TIME SERIES EVENT CORRELATION - A PREPRINT

the Event series may or may be sparse. In order to generate a sparse Event series automatically in a data-agnostic
manner, the solution uses statistical inference to choose events from a time series. First, around 30% of the data points
in the series are randomly chosen as event points. As described in Section 4.1.1, Front, Rear and Random samples are
generated and their nearest neighbours are calculated along with the test statistic. The results are then ranked by event
points which show significant correlation with the series and the top 20% of the event points are chosen.

6
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3.1.6 Identifying Direction of Correlation

Intuitively, if the effect of an event in a time series is seen prior to its occurrence, we can deduce that the change in the
time series may have caused the event. Vice versa, if the effect of an event in a time series is seen after its occurrence,
the event may have caused the change in the time series. In order to identify the direction of causality, the measure of
correlations of the Front samples and Rear samples with the Random samples respectively can be used. If the time
series caused the event, as denoted by S ! E, the Front (sub series sampled prior to the event) and Random samples
will be significantly different which is indicated by the confidence of their correlations. Similarly, if the Rear (sub series
sampled after the event) and Random samples are significantly different, the cause-effect sequence can be denoted by
E ! S or event caused a change in the time series.

3.1.7 Identifying Monotonicity of Correlation

Next, to identify the monotonicity of correlation, the statistical t-test is used to identify a significant increase or decrease
between the time series before and after the event. A t-score is calculated between the Front and Rear samples (capturing
the relationship between the series prior to the event with the series after the event)

tscore =
µΠfront−µΠrear

r

σ
2
Πfront

+σ
2
Πrear

n

A tscore > ↵ , indicates a negative monotonic effect, (e.g, E� ! S or S� ! E) and a tscore < �↵, indicates a
positive monotonic effect.

3.2 Hierarchical Clustering

Clustering is a process of extracting natural groupings of input data. This involves looking at all data points and
grouping similar data points into a cluster. The application of clustering to time series data comes by using similarity
measures based on correlation. This clustering of data can be done in a hierarchical fashion where each cluster belongs
to a parent cluster. This sort of clustering, while not too different from other forms, offers a sense of relationship among
clusters in the form of clusters which have the same parent. One of the main advantages of hierarchical clustering is
that the number of clusters does not need to be specified. Hierarchical clustering can be performed in two main ways :

Agglomerative Hierarchical Clustering : This method involves assigning each data point to belong to its own cluster.
Each cluster is then greedily merged with the closest cluster to form bigger clusters. This can be understood as a bottom
up approach.

Divisive Hierarchical Clustering : This method involves assigning all the data points to one parent cluster. This parent
cluster is then split into sub clusters recursively until leaves are formed which contain one data point per cluster. This
can be understood as a top down approach.

Figure 3: Left: Agglomerative clustering, right: Agglomerative clustering represented as a dendrogram [22]
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3.2.1 Similarity Measures

The clustering algorithm works by finding two data streams which are most dissimilar to each other, and assigning
them to a new cluster each. The remaining data streams are then assigned to the two new clusters formed based on how
similar they are to each of the new streams. These similarities are calculated by finding the correlation between the data
streams. Methods for finding correlation depend on the type of distribution that the input data comes from.

Pearson’s Correlation is the most widely used method for finding correlation between two streams of data, which uses
covariance of the two variables divided by the product of their standard deviations. However, Pearson’s correlation
expects that the input distribution is normal. This assumption might not always hold. Spearman’s Correlation on the
other hand holds no assumption about the underlying distribution of the input data. Spearman’s correlation is very
similar to Pearson’s correlation, with the main difference being that Spearman’s correlation is Pearson’s correlation
between ranked variables. The algorithm can handle normal input distributions as well as non-normal distributions as
checks the input data for normality and chooses the appropriate correlation method, i,e, Pearson correlation on normal
input distributions and Spearman’s otherwise.

Pearson’s Correlation :

⇢X,Y =
cov(X,Y )

�X�Y
(7)

Spearman’s Correlation :

rs = ⇢rgX ,rgY
=

cov(rgX , rgY )

�rgX
�rgY

(8)

The splits between data streams are then made by calculating Root Normalised One Minus Correlation as a dissimilarity
measure.

rnomc(a, b) =

r

1� correlation(a, b)

2
(9)

3.2.2 Split Confidence

The splits are made, as discussed above, by finding the two most dissimilar streams and assigning them to a new cluster
each, but when the data is insufficient, the similarity measure might return an incorrect value, leading to a bad split.
Following from [11], the Hoeffding bound is used to get a confidence value for the split. The Hoeffding bound has
the advantage of being independent of the probability distribution generating the observations [13], stating that after n
independent observations of a real-valued random variable r with range R, with confidence 1� � the true mean of r is at
least r̄, where r is the observed mean of the samples and

✏ =

s

R2 ln( 1
δ
)

2n
(10)

Once ✏ is calculated, the following condition is checked : (d1� d2) > ✏. If the condition holds true, the split is carried
out, where d1 is the maximum dissimilarity found among all the data streams and d2 is the next maximum dissimilarity.
Else, the confidence level is reduced until the confidence level is satisfied. The final maximum confidence achieved is
then displayed to the user.

In systems where real time data is streamed, the Hoeffding bound can be used to hold off on making a split until enough
data is received, or even aggregate previously split clusters into a parent cluster if it’s confidence falls below a threshold.
This could lead to no clusters being formed if the confidence is too low and may generate hard to interpret results. The
split-confidence method used in the algorithm however makes sense since it looks at a chunk of data at one shot without
any prospect of new data being added to satisfy the confidence bound. The algorithm ensures that all input data streams
in the chosen time period are separated into clusters by their dissimilarity and additionally helps users interpret the
results with the computed confidence level.

3.2.3 Causation

Finding causal relationships are built into the two sample algorithm, but the same does not hold for hierarchical
clustering. A rudimentary approach is adopted to find causal relationships where information about events in the
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input data stream are obtained in the form of thresholds from the domain experts, allowing the incorporation of their
knowledge into the causal analysis. The temporal sequence of the events is then used to form causal relationships. It
should be noted that, this method works only when thresholds are provided. Additionally, causal inferences from the
two sample test algorithm can augment causation analysis in the clustering algorithm by providing a better temporal
understanding of the data.

4 Evaluation & Results

The algorithms implicitly model seasonality, as seen when providing varying time periods of data sources. Correlations
between seasonal streams are more accurate when large amounts of data are provided.

Figure 4: Correlations from Two Sample Test

Figure 5: Correlations from Hierarchical Clustering
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5 Conclusion

The methods described in this paper was tested internal to Akamai Technologies. A sample use case from this data was
in the form of understanding how download requests, hits to a server and other network metrics affect CPU utilization,
server load, etc.

To achieve this, an internal web application was created, which can accept input from a variety of data sources, which
includes SQL like queries, CSV files, API calls (to Akamai’s data sources) and Excel files. The time series data within
these data sources are referred as metrics. The objective of building the web application was to provide an intuitive
interface where users can select a datasource, provide the queries, see the data, and then select the metrics to identify
insights on causation and correlation within. Having multiple data sources available and accessible through the tool
without performing any data customization for the algorithm, makes the system data agnostic.

The application allows users to save their data sources and thresholds in form of use cases for repeat execution, and also
gives users the ability to compare outputs across multiple runs of the same use-case and tag certain outputs to work on.
One can imagine a use-case as a business case within which the user wants to identify hidden insights with causation
and correlation. The application also shows a list of warnings (if any) from the algorithm per se, thereby making it
robust for use, from a business perspective.

The application allows to incorporate human feedback by tagging results (read, clusters/relationships between metrics
with correlation and/or causation) with comments. This adds the human feedback element and improves the transparency
of the tool. The users can use these tags as reference across multiple runs of the use case and compare the results within
a relationship. As an added step, we have also added an Application Programming Interface (API), which allows users
to get details about their use cases in a JSON format.

To improve the data agnostic aspect, the two sample algorithms automatically detects the properties of the data source
and computes parameters such as window size and nearest neighbours (see Section 3.1.4). Of some of the additions
to the underlying algorithm, three additions stand out the most. The first comes from the hierarchical clustering
algorithm where we select the type of correlation (Pearson or Spearman) to be used by figuring out the distribution of
the underlying data. This automated choice impacts the performance and output of the hierarchical clustering algorithm.
The second comes from the two sample test where we use Dynamic Time Warping over Euclidean Distances. Doing so
helped improve running time from roughly 6-10 seconds per pair of time series to about 350-500 ms per pair. In the
presence of large amounts of data, this method helps keep running time within acceptable limits. The last addition,
again, comes from the two sample test where we randomly sample data from the event stream and refine the selection to
identify significant events using a preliminary correlation test (see Section 3.1.5).

6 Future work

This approach to time series event correlation focuses on clustering techniques and statistical methods to derive
correlations from multivariate time series data. Further work on merging the two algorithms could prove beneficial to
counteract each others shortcomings and add to their advantages. Integrating human feedback into the model provides
scope for integration of reinforcement learning and/or other deep learning models in future approaches.
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