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ABSTRACT 1 

Motivated by the increasing amount of voices who ask for careful consideration of what 2 

context-rich data analysis methods can tell us about the activities of human collectives, we 3 

contribute an argumentation that employs a dialectic of literature on the philosophy of truth 4 

and science as well as analytical methods for the study of information diffusion, Web graphs 5 

and social networks in order to make a case for changing the current view to the actions of 6 

human collectives in the digital. We strengthen our meta argument by a case study about one 7 

particular method that breaks with the causality assumption that is inherent in many of 8 

today’s methods and allows to capture novel dimensions of complexity of information 9 

sharing from a macroscopic cross-system perspective. We discuss whether this kind of 10 

analysis may generically suit to underpin the field of socio-technical systems with a novel 11 

information-centric theory. 12 

INTRODUCTION 13 

What is the structure of the World Wide Web? A question that had a relatively simple answer 14 

to it about 15 years ago (Broder et al., 2000), has no answer to it anymore today. Or at most 15 

the unsatisfying answer: We don’t know! In this article we will unpack arguments why this 16 

limited view has an impact beyond the focused space of information retrieval and Web 17 

Science research, and has wide implications for the broader field of information systems 18 

research as well as computational social science. 19 

 20 

Here we contribute an argumentation that employs a dialectic of literature on the philosophy 21 

of truth and science as well as analytical methods for the study of information diffusion, Web 22 

graphs and social networks in order to make a case for changing the current view to the 23 

actions of human collectives in the digital. To strengthen the point, we present a case study 24 

PeerJ Preprints | https://doi.org/10.7287/peerj.preprints.2789v1 | CC BY 4.0 Open Access | rec: 8 Feb 2017, publ: 8 Feb 2017



about one particular method that breaks with the causality assumption that is inherent in 25 

many of today’s methods and allows to capture novel dimensions of complexity of 26 

information sharing from a macroscopic cross-system perspective. This case links back to the 27 

meta-argument in the article – the call for a more holistic approach to information in socio-28 

technical systems – as it transcends the common boundary between the “token view” and the 29 

“information in the syntax view” in the information systems field (McKinney & Yoos, 2010; 30 

Lee, 2010).  31 

WHEN SOCIALLY DETERMINED NETWORK MODELS FALL SHORT 32 

In the 25 years since its inception, the World Wide Web has evolved from a hypermedia 33 

system with rather low information sharing dynamics to a space where a) content is shared at 34 

very high (and still growing) rate and b) links between Web content are increasingly 35 

implicitly emerging from common metadata (e.g. categories) or patterns in the actual content 36 

such as hashtags or the mentions of usernames. We see a particular tendency in many of 37 

today’s analytical methods that are applied to socio-technical systems of the kind found on 38 

the World Wide Web or in modern organizational information systems in order to capture 39 

these increased dynamics: they assume that there must be some retrievable snapshot structure 40 

underlying the actions of the human collective that can then be used to infer causality (call 41 

this the causality assumption). 42 

 43 

The analytical toolbox typically relies on structures of explicit relationships between entities 44 

along which information can “diffuse” (e.g. blog sites interlinked by blogroll features or users 45 

forming a following or friendship graph) (Gruhl et al., 2004; Adar and Adamic, 2005; 46 

Leskovec et al., 2007). An actual diffusion process is then represented as a directed overlay 47 

network with each edge in the overlay network being directed from the “infector” node to the 48 

“infectee” node. Evidence for an infection is inferred from contextual features of the 49 
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underlying network (Leskovec, 2007 & 2009; Goel, Watts and Goldstein, 2012; Qu et al. 50 

2014). With such models, the path of information through a system-specific context network 51 

can be traced quite accurately. However, while the causality assumption underlying these 52 

analytical methods may hold for selected systems, it is unlikely to hold for the entire 53 

macroscopic space of all systems that together form the World Wide Web. 54 

The problem by example 55 

To demonstrate this, we consider the example of digital disaster response. The earthquakes in 56 

Haiti and Nepal, the political crises in Congo and Somali, or the recent Ebola outbreak in 57 

West Africa are representative cases where dedicated Web applications combined with 58 

general social media platforms were used opportunistically to gather crisis-related 59 

information in order to respond more effectively. The information relevant for a particular 60 

crisis goes well beyond that shared by individuals to support crisis management directly. 61 

Depending on the platform on which the information is shared, it can be intended (e.g. 62 

contributions via an instance of the Ushahidi tool suite) or accidental that information is 63 

relevant to relief coordination (e.g. a micropost on Twitter about one or more cancelled 64 

flights from or to a particular airport could be relevant information for aid workers who have 65 

to reach a crisis region from outside of that area). This emphasizes that a) crisis related 66 

information does not necessarily reside on a single platform and b) even when selecting a 67 

particular platform to capture crisis related information, the relevance depends on the content 68 

rather than the social networks that that platform is supporting. As depicted in Figure 1, the 69 

collective action is more visible from the point of view of the dynamics through time of the 70 

content rather than by explicit social structure (Lee & Paine, 2015). We must expect the 71 

relevant information about an event that affects many individuals – particularly 72 

heterogeneous individuals who have only weak links with the majority of others affected – to 73 

overflow from any individual communication channel. 74 
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75 
Figure 1: Information naturally resides in an ecosystem and is emitted at varying 76 

frequencies. The accumulated information that is relevant for an event or topic forms the 77 

implicit collective action related to it. 78 

 79 

The intuition behind our argument is a simple one. For a human conversation, or collection of 80 

conversations connected by a particular topic, the media of those conversations are of 81 

secondary importance to the participants (though of course, recalling McLuhan’s famous 82 

insight, this is not to say that the medium is irrelevant to understanding the message). Human 83 

interlocutors are swayed by many factors in their choice of medium for a particular 84 

communicative act, from opportunism, to habit, to the need for security and/or anonymity, to 85 

the devices in their (and their interlocutors’) possession, to requirements for synchronous 86 

discussion, to the need to reflect and to gather information before communicating, to whether 87 

the interlocutors are communicating in official or private capacities, etc. Someone who needs 88 

to communicate with someone else will use whatever is to hand, rather than intentionally 89 

restrict the conversation to a single channel such as Twitter or email. A conversation made up 90 

of many communicative acts may therefore take place across many different media, and this 91 
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will be compounded when we aggregate conversations to try to set out an inclusive 92 

information picture. Many communicative acts will take place in face-to-face speech or in 93 

other unrecorded and unrecordable ways, and so these are not going to be captured. However, 94 

a method that can encompass a set of media, wider than an individual channel such as a 95 

social networking site or a microblogging site, will be better-placed to be inclusive in this 96 

way. 97 

 98 

Furthermore, a group of conversations will be connectable via exogenous events. Again the 99 

intuition is simple – the occurrence of a major event, such as a crisis (an earthquake, say) will 100 

trigger a number of independent conversations which will use similar vocabulary and 101 

identifiers on similar timescales. The aggregate of these conversations may be of great 102 

importance to crisis managers or rescue workers, and once more to focus on individual 103 

sources of data with particular models of discussion embedded into particular information 104 

infrastructures misses a trick. The wider collective discussion is of interest – a series of 105 

conversations connected only by the basic relationships of being about the same thing and 106 

taking place during a key time period. 107 

 108 

To be sure, it is easier, if we simply take the data from a single channel, to make contextual 109 

assumptions, for example about the connection between two communicative acts (it may be 110 

built into the infrastructure when C’ is a reply to C, for example). And it is easier to manage 111 

data if we take it from a single channel. If we move across channels, then it may be that two 112 

communicative acts that share a vocabulary and are closely connected in time are merely 113 

coincidental. However, if we can construct maximally inclusive structures, even if these 114 

consist of both genuine conversations and coincidentally-related communications, then 115 

further analysis can bring contextual factors back into play to pare the structure down to 116 
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something more intentional. Traditional methods in this space tend to assume that the 117 

available data – for example from a social networking site – captures the complete 118 

conversation and its context. This is a handy assumption for researchers, but is unlikely to 119 

reflect the understanding of the participants. 120 

 121 

Truth is not viral 122 

This problematic situation has recently been described as a general “malformation” 123 

(Marcinkowski, 2015) of socio-technical systems. Critical voices emphasize that quantitative 124 

analytical methods relying on system-specific digital structures are in a general 125 

epistemological trap of misleading local maxima and a limited view of phenomena that 126 

retrospectively stand out as assumingly successful social action in the digital (Lerman, Yan 127 

and Wu, 2016; Cebrian, Rahwan & Pentland, 2016). And this trend of viral truth is 128 

theoretically challenged because any informational pattern that is passed on through a socio-129 

technical system can at most be regarded as suppositio materialis (Tarski, 1944). The 130 

relationships manifested in a diffusion network do not necessarily have any defining or 131 

designating reference to the knowledge object itself and the relevant dynamics bypass 132 

traditional notions of verification and falsification (Popper, 1972). The resulting information 133 

flow has been called the ‘post-truth’ world. 134 

Acknowledging complexity beyond pure reason: An Entangled Web? 135 

Our aim, therefore, is to consider what it would look like to understand evolving information 136 

in abstraction both from the social networks through which they flow, and from the system-137 

specific digital traces of the social context. As outlined before, such consideration of socio-138 

technical systems implies that system-specific data is incomplete to describe the macroscopic 139 

state of the space of all relevant information. Unconventional or hidden relationships between 140 

information – that would usually appear as noise relative to the explicit social relationships 141 
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between the originators of the information – may be very influential despite, or independent 142 

of, the social structures created and curated by networking systems. Hence, we suggest 143 

exploring the possibility of separating the social context from the technological substrate to 144 

understand the Web's contribution qua abstract information space to the evolution of 145 

information. Whereas research on collective intelligence and human computation typically 146 

focuses on groups working explicitly or implicitly together towards a particular outcome and 147 

the coordination to optimize this (Malone, Laubacher & Dellarocas, 2009; Woolley et al., 148 

2010; Quinn & Bederson, 2011), in this research the goal is to expose the resources available 149 

from accumulated activities of human users on the Web while minimizing the 150 

presuppositions about the communities or systems in which they take part. 151 

 152 

A generic model called Transcendental Information Cascades has been proposed (Luczak-153 

Roesch et al., 2015a; Luczak-Roesch et al., 2015c), conceived as networks of information co-154 

occurrence dependent solely on time and inherent properties of pairs of content resources. 155 

This can be referred to as a transcendental method in Kant's sense of attempting to 156 

understand the conditions of knowledge itself (Kant, 1934). This means that not all such 157 

networks represent underlying purposeful activity – co-occurrence may simply be 158 

coincidence; but they do present a distinct set of properties of the macroscopic informational 159 

state of the Web or any Web-based information infrastructure. The relationships within and 160 

between such networks will reveal linking structures hidden from the system-specific point of 161 

view as well as temporal dependencies, describing a kind of entanglement between Web 162 

resources. 163 
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STUDYING ENTANGLEMENT PHENOMENA IN WEB-BASED INFORMATION 164 

SYSTEMS 165 

We will now turn to the technicalities of Transcendental Information Cascades in order to 166 

demonstrate that there is already analytical capacity to capture the organic informational state 167 

of socially constructed information in systems of systems. This shall demonstrate what tools 168 

or techniques may help understanding of this Entangled Web independently of curated 169 

networks, and provide a reflection on two cases in which Transcendental Information 170 

Cascades are key to uncover otherwise hidden relationships between Web resources. 171 

 172 

Formally a Transcendental Information Cascade is defined as a directed network, which is 173 

constructed by applying an arbitrarily-chosen but, once chosen, fixed set of information 174 

extraction algorithms to a chronological sequence of discrete content elements (see Figure 2 175 

for an overview of the cascade construction and analysis process). Those content elements, 176 

for which the information extraction algorithms match one or more informational pattern, 177 

become the nodes of a particular cascade network. The matched patterns are termed cascade 178 

identifiers and form the variables for constructing a cascade network out of a dedicated set of 179 

content elements (an alternative configuration of the information extraction algorithms may 180 

lead to different patterns to be matched). Under the assumption that the time difference 181 

between all nodes is always positive, an edge exists between any two nodes that share a 182 

unique subset of cascade identifiers such that none of the identifiers is matched for any node 183 

published at a time between the two nodes to be linked. These networks of information co-184 

occurrence are context-free in the sense that no global feature set or pre-existing structure is 185 

exploited for their generation, including any assumptions made as part of a social networking 186 

architecture. Edges only result from the comparison of pairs of resources. That does not mean 187 

(a) that no context exists, (b) that it is unimportant, or (c) that it should not be taken into 188 
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account in the investigation of the cascade, only that we need to construct the cascade as an 189 

antecedent step, because the structures we investigate will be biased if we smuggle 190 

assumptions about their context into their construction. Rich context can be added after the 191 

cascade construction to weight edges or label nodes for example. 192 

 193 

194 
 195 

Figure 2: The construction of Transcendental Information Cascades is configured by the 196 

input data sources providing time stamped content sequences, a data selection method to to 197 

filter out a unified content feature from the data (e.g. free text content), and one or more 198 

information extraction algorithms that are applied as identifier matching functions to this 199 

content. Analysis can be done in real-time on the resources currently observed or on the 200 

stored cascade graphs. Replaying historic data allows for experimenting with new selection 201 

methods and matching functions or to study effects that would have been observable when a 202 

particular simulated situation would have occurred (e.g. by injecting synthetic data into the 203 

input stream). 204 

 205 
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This cascade model yields different structures depending on both the data at hand and the 206 

information extraction algorithms applied, which serve to generate the particular cascade 207 

identifiers. Algorithms can be selected opportunistically, depending on (a) what is possibly 208 

significant, and (b) what structures are unlikely to be uncovered by more conventional 209 

methods; one could imagine searching for cascade identifiers within hashtags, URIs, quotes, 210 

topics, keywords, images, or even semantics and sentiments. Where the traces of co-211 

occurring information appear to collide serendipitously, we can focus our further 212 

investigation. Even though edges are only created between directly consecutive content 213 

elements that share an identifying pattern, implicitly any resource is in interaction -- or 214 

entangled -- with any other resource in the cascade it belongs to. 215 

Distinct properties of Transcendental Information Cascades 216 

Central to our current understanding of the meaningful application of Transcendental 217 

Information Cascades are the following three scenarios: the use of a single cascade to study a 218 

process; the use of multiple cascades to understand the significance of different types of 219 

information; and a framework to tie multiple cascades together into a coherent overall 220 

picture. 221 

Sampling relevant time windows by assessing intra-cascade properties 222 

The nature of Transcendental Information Cascades as directed networks preserving a 223 

concise set of informational patterns for each node allows well-established quantitative 224 

methods to be used to capture structural as well as informational properties of socially 225 

constructed information traces. The benefit of the approach is that fundamental low-level 226 

analytical methods can be used, so that the system-specific context inherent to the analysis 227 

(e.g. case specific feature sets) is reduced, allowing for unbiased discovery of significant 228 

patterns across (a cross-section of) the Web, rather than within (and therefore illicitly 229 

assuming the centrality of) particular restricted well-behaved and well-understood milieu. 230 
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Our analyses seek to determine where significant bursts of structural and/or informational 231 

patterns kick-off or fade away, indicating the emergence or shift of an underlying exogenous 232 

phenomenon and providing a trigger for sampling a particular subset from the overall content 233 

element sequence for more detailed inspection involving more context. 234 

Mining implicit coordination by assessing inter-cascade properties 235 

Based on these intra-cascade properties can we expand the view to inter-cascade properties? 236 

In particular, given that different configurations of information extraction algorithms applied 237 

to the same sequence of content elements will result in alternative cascade networks, the big 238 

question to be addressed is: Which of the resulting networks is the most appropriate 239 

representation of some underlying exogenous event or activity? Or phrased differently: What 240 

is the appropriate information extraction algorithm orchestration to capture an implicit 241 

collective action? 242 

 243 

An answer to this question would provide the basis for devising an adaptive approach to 244 

cascade construction. Entropy measures reflecting the distribution of cascade identifiers can 245 

be used to determine which matched informational patterns are associated with a certain 246 

degree of randomness. This then allows refinement of the information extraction algorithms 247 

by excluding certain patterns from consideration (e.g. specific words or hashtags used for 248 

spam on social media which tend to tie together information randomly and not to reflect 249 

populations’ priorities). Furthermore, bursty periods of different cascade networks can 250 

overlap (or be completely disjoint) indicating a relationship between (or independence of) the 251 

extracted cascade identifiers. Where there is a relationship, we can then concatenate selected 252 

information extraction algorithms to derive another alternative cascade network.  253 
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Detecting bursts along multiple axes by locating information in a multi-dimensional 254 

space 255 

Detecting bursts of activity is a suitable means to infer exogenous events underlying socio-256 

technical systems but it is typically focused on individual information streams (Kleinberg, 257 

2003; Barabasi, 2005). If we model cascades of information co-occurrence to describe the 258 

global interconnected informational state in a socio-technical system, we can represent 259 

information in a multi-dimensional space so that we can see bursts occurring along different 260 

axes. Preserving the context-free nature of the approach, three dimensions are the natural 261 

base for this representation: (1) time; (2) an index of all unique cascade identifier sets 262 

extracted from data (reflecting the chronological order in which identifier sets are found); (3) 263 

an index for each unique identifier set which is incremented with each occurrence of the 264 

respective set over time. Adding context allows us to scale the number of dimensions 265 

variably (e.g. adding further dimensions for the system in which particular information 266 

occurred or the human individual who shared it). It may be, for example, that we would want 267 

to include a geographical dimension, because we are interested in the specific viewpoints of 268 

the heterogeneous set of actors able to influence a situation (Cebrian et al 2016); recall the 269 

events of the so-called “Twitter revolution” in Iran in 2009, when – thanks to over-reliance 270 

on the use of data from a single channel, Twitter – the prospects of the revolution’s success 271 

were dramatically over-estimated as most relevant Twitter traffic turned out to be supportive 272 

tweets from the US and the UK, and, as (Honari 2015) put it, “various areas of interest to 273 

Iranian users have been neglected or ignored” in the literature. 274 

 275 

This projection into a three-dimensional space allows the identification of (a) periods when 276 

new unique identifier sets are created at high frequency and (b) periods when particular 277 

identifier sets burst. While this space seems to naturally diverge over time from a 278 

macroscopic viewpoint, adding the cascade links to the visualization reveals ties across 279 
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individual information streams allowing the tracing of time-persistent dependencies that 280 

would be otherwise hidden. 281 

Applications of Transcendental Information Cascades 282 

The motivating use case described earlier was the study of digital disaster response as a 283 

collective phenomenon, but there are many cases where a macroscopic view of the 284 

accumulated information sharing has more value than the architecturally amplified activities 285 

of individuals on the Web. Following guidelines for case based research (Benbasat, Goldstein 286 

& Mead, 1987; Eisenhardt, 1989), we investigated the application of Transcendental 287 

Information Cascades to understanding real-world cases dependent on cross-channel 288 

communication: online citizen science and editing activities in Wikipedia. These cases 289 

suggest that Transcendental Information Cascades may provide a unique way of 290 

underpinning the field of socio-technical systems with a distinct information-centric theory. 291 

Citizen science: Coordination by content 292 

Online citizen science is a blueprint of the trending hybrid computing approach, coupling 293 

state-of-the-art artificial intelligence with human computation, to enable interested people to 294 

tackle problems in scientific research that are impossible to solve in a purely computational 295 

fashion. The Zooniverse, for example, is the world's largest multi-project citizen science 296 

platform, with over 1.3 million volunteers contributing to projects from various domains such 297 

as astrophysics, biology or digital humanities amongst others. The platform gained popularity 298 

as the source of numerous citizen-led discoveries made after participants had branched out 299 

beyond the immediate system-generated constraints, discussing outliers and making other 300 

remarkable serendipitous observations while performing the crowdsourcing task. Information 301 

sharing on those platforms often evolves to become domain-specific and goal-oriented. 302 

Hence, supporting this domain-specific information sharing around the objects examined as 303 

part of the crowdsourcing task has become part of the core of many citizen science systems. 304 
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However, from the point of view of research methods in information dynamics, these systems 305 

are very peculiar with respect to the online communities they form. They typically do not 306 

feature explicit social networks and the community structures that emerge implicitly are 307 

highly fluid and dependent on many aspects of context (Luczak-Roesch et al., 2014). 308 

 309 

Transcendental Information Cascades were applied to a dataset representing content sharing 310 

on the Planet Hunters project hosted on the Zooniverse (Luczak-Roesch et al., 2015a; 311 

Luczak-Roesch et al., 2015c). Four different information extraction algorithms based on 312 

string matching using regular expressions were tested on this dataset in order to derive 313 

alternative cascade networks: (1) hashtags; (2) matching of content that refers to specific 314 

object identifiers related to the images shown in Planet Hunters; (3) matching of identifiers 315 

used by the Planet Hunters community to refer to objects in external astrophysics databases; 316 

(4) URIs. The studies of the resulting cascade networks revealed that only the information 317 

extraction algorithms 2 and 3 were suited to be combined without further adaptation. The 318 

cascades derived by applying these methods naturally showed patterns of disjoint local 319 

phenomena, which were correlated in time. Meanwhile, cascades based on hashtags tended to 320 

be either single identifier cascades or consist of multiple roots that merged and diverged to 321 

form a single massive connected component from which little useful information could be 322 

extracted. URI-based cascade networks tended to feature a significant fraction of independent 323 

cascades in which one particular identifier set recurred repeatedly. Hence hashtag and URI 324 

cascades would need to be refined first, until the intra-cascade properties indicated the same 325 

distinctiveness as the other two approaches. Note that, in this case at least, the identifiers that 326 

were already built into the system were less insightful compared to expressions that evolved 327 

within the community (e.g. KID identifiers) and consistent with our argument to move 328 

beyond system-specific features to uncover interesting relationships. 329 
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Wikipedia edits: A source of temporal relationships 330 

Wikipedia represents a network of human-curated, moderated, and maintained articles, which 331 

over time have become the largest encyclopedia in existence. The variety of social processes 332 

in Wikipedia – from managing vandalism, to ensuring quality and consistency in the 333 

knowledge base, and even to detecting gender imbalances – allows us to consider it as more 334 

than just a network of explicitly linked articles. Implicit structures emerge from coordinated 335 

or sometimes just accumulated activities of volunteers, but can become explicit if the 336 

community approves them to be useful as exemplified by WikiProjects, an effort to form sub-337 

communities in order to increase the quality of domain-specific article sets. For Wikipedia, a 338 

core challenge is to discover and in certain situations support such emergent phenomena 339 

effectively within the vast amount of user and machine-generated data. Every second, 340 

hundreds of articles are created or revised, edits are overwritten or reverted, abuses are 341 

reported, and discussions take place. This stream of activities represents the digital traces of 342 

collective human action, and to that end, studying these streams reveals temporal 343 

relationships between articles that would remain hidden otherwise and promises to provide 344 

insight into the underlying social activities of such a system from a novel angle. 345 

 346 

As an example of the potential for progression from context-free cascade construction to 347 

context enrichment for interpretation and sense making, let us consider the evolution of 348 

Wikipedia edit logs, applying a string matching function to the text associated with each 349 

Wikipedia revision entry. The matching function uses a regular expression to identify trigram 350 

noun phrases to match entities like "The White House", "Barack Hussein Obama II" or "The 351 

Empire State Building" for example. In this situation Transcendental Information Cascades 352 

form a network of articles, linked together by the shared identifier found within the edit 353 

revision text. By enriching the article edits with contextual knowledge about article 354 

categories from DBpedia (http://dbpedia.org) it was possible to find that this cascade network 355 
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represents meaningful article relationships not available within the explicit network of linked 356 

Wikipedia articles. 357 

 358 

An analysis of the informational and structural properties as well as the general burstiness 359 

characteristics of the constructed cascades showed that they reflect both external events and 360 

phenomena inherent to the system (Tinati, Luczak-Roesch & Hall, 2016a; Tinati, Luczak-361 

Roesch and Hall, 2016b). In particular, a burst of activity was observed featuring a series of 362 

edits made within a short duration of time beginning with identifiers found in edits on the 363 

article about Edward Snowden. The cascade then branched out to span across many other 364 

articles incorporating various identifiers related to Edward Snowden's life. A detailed 365 

inspection of the time frame when the cascade emerged showed that it coincided with a 366 

presentation given by him at the SXSW conference. In other words, a relationship between an 367 

external phenomenon and a short, bursty cascade of edits within Wikipedia, which would not 368 

have been available to a more contextualized investigation, was uncovered using the method. 369 

In similar vein, we were also able to observe more local phenomena, such as a pathway found 370 

around the identifier: "U.S. District Court". This cascade extended over a longer period of 371 

time, linking articles and identifiers related to same-sex marriage in the United States, which 372 

led to an editing debate within the Wikipedia community around articles featuring lists of 373 

U.S. state laws on same-sex unions. Here, in contrast to the cascade from Snowden's talk, we 374 

were able to observe the frequent re-occurrence of articles within a single pathway indicating 375 

back-and-forth editing activity – an edit war – between Wikipedia editors. 376 

Synthesizing the case of Transcendental Information Cascades 377 

Both applications show how the construction of Transcendental Information Cascades reveals 378 

implicitly collective action within a stream of activity based on information co-occurrence 379 

independently from assumptions about prior structure or connectivity. This suggests that the 380 
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method has application for the detection of influence of exogenous phenomena as well as 381 

temporal contagion within socio-technical systems, underlining that these contain social 382 

groupings, susceptible to influence from the full range of social contexts and social networks 383 

in which individuals take part, not simply the specific medium, platform or architecture from 384 

which data can be harvested. 385 

 386 

To reiterate, none of this is meant to imply that data about, or gathered from, social networks 387 

is unimportant – far from it. But some extra input is required to understand what sort of 388 

intelligence is detectable within a socio-technical system as a whole independently of 389 

assumptions about social mechanisms for its delivery (and of course this independence is 390 

earned at the cost of restricting our use of these assumptions about mechanism, at least as we 391 

construct the global information space). This view responds well to the argument that often 392 

social networks and social network analysis are not used in a scientifically rigorous sense in 393 

the information systems field (Lee, 2010). 394 

 395 

Transcendental Information Cascades may be a complement to analyses that exploit rich 396 

contextual features as well as more complex a priori modelling or clustering of information 397 

(Shahaf et al., 2013; Shahaf et al., 2015). As the examples have shown, sometimes the 398 

necessary contextual data is not available (or, under a different privacy regime, may not be 399 

accessible), in which case alternative techniques such as the ones proposed here would 400 

anyway be required and welcome. The only general relationship presupposed is temporal 401 

precedence and the key subjects of interest are bursts (Kleinberg, 2003; Barabasi, 2005; 402 

Kumar et al., 2005), the low-level model prevalent in almost any temporal data mining 403 

approach (Mei and Zhai, 2005; Subašič & Berendt, 2013). The transcendental understanding 404 

of cascades, following our Kantian theme, is skeptical about apparent causal roots, rejecting 405 
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the ready-made etiology contained in social network data and focusing instead on the 406 

narrower supporting base of whatever is detectable from time order and syntactic/semantic 407 

coincidence. This attempt to devise an information-centric theory for socio-technical systems 408 

enables a macroscopic view to the emergent output of complex social action by studying the 409 

change of almost physical properties, which links it to social entropy theory (Bailey, 1990; 410 

Bailey, 2006). This differentiates Transcendental Information Cascades from the system-411 

centric perspectives commonly referred to in Social Computing and Computer-supported 412 

Cooperative Work (Grundin, 1994; Parameswaran & Whinston, 2007). 413 

 414 

A Transcendental Information Cascade can be regarded a model that spans two of the four 415 

views of information presented by McKinney and Yoos (2010). The low-level matching of 416 

patterns for cascade construction basically means looking for small but meaningful units in 417 

data sequences and reflects the “token view” (McKinney & Yoos, 2010; Lee, 2010). The 418 

mechanism to add relationships between “temporally coincident” (Jung, 1952) occurrences of 419 

those tokens lets the model transcend to the higher-order “information in the syntax view” 420 

(McKinney & Yoos, 2010; Lee, 2010). It is this step that allows one to say that a 421 

Transcendental Information Cascade channels and preserves information across time, which 422 

has the potential to be the unique feature of the approach. It means that a Transcendental 423 

Information Cascade has storage and transfer capacity, and as a result is an important concept 424 

particularly for distributed communities which may have few communally-created 425 

information storage facilities capable of allowing access to information in a timely manner at 426 

the point at which it is needed. Some, but not all, input signals become output signals, so a 427 

body of information can evolve over time; information loss may correspond to information 428 

ceasing to be current, or alternatively a cascade might branch to create divergent cascades 429 

whose combined capacity may make up for apparent local losses. All this requires 430 
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measurement and understanding, but many of the tools are readily to hand. When cascade 431 

paths collide at a particular point in time, the tools of information theory (Shannon, 1949; 432 

Kullback, 1968) can be used to understand the properties of the collision and the nature of the 433 

resulting entanglement as entropy will increase or decrease for example. Motifs of the 434 

network structure or the entropy over time can be aggregated into states, which have their 435 

own theoretical-analytical apparatus such as Markov models and finite state machines (Anick 436 

et al., 1982; Rabiner, 1989). 437 

CONCLUSION 438 

The aim of this work was to provide insight into a number of factors. First of all, there is the 439 

way in which the Web facilitates information evolution, abstracted away from the federation 440 

of co-created socio-technical systems (and walled gardens) whose aggregation we are 441 

accustomed to call, loosely, “the Web”. We argue that it is important to minimize the number 442 

of assumptions we make about the social context of information evolution – not because we 443 

do not believe that social context plays a highly significant role, but rather to derive 444 

important social relationships from the information evolution of the Entangled Web, without 445 

reproducing the assumption that existing data from networking and sharing sites exhausts the 446 

relevant context (Facebook gives you the complete picture). This view provides an 447 

alternative, less powerful, less context-dependent, and potentially less deluded perspective on 448 

Web-based information systems in general and may be up for debate in the field as a kind of 449 

“box-breaking research” (Alevsson & Sandberg, 2014), raising a whole set of new questions 450 

about how we model and study emergent socio-technical systems. 451 

 452 

Secondly, we hope to be able to understand the Web as a wider phenomenon than siloed 453 

representations in specific networks tend to imply, a coherent phenomenon, a chord rather 454 

than its arpeggiated components, expressing its state at a time by quantifying the information 455 
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represented (and its dynamics). This is valuable for research on Social Machines (Berners-456 

Lee, 2000; Hendler & Berners-Lee, 2010), as characterized by Smart et al. (2014) as “Web-457 

based socio-technical systems in which the human and technological elements play the role 458 

of participant machinery with respect to the mechanistic realization of system-level 459 

processes.” Our work contributes insight into the organic “system-level processes”, so that 460 

the computation of Social Machines becomes the output of this kind of analysis (Luczak-461 

Roesch et al., 2015b), rather than one of the inputs, and no assumptions are made about 462 

Social Machines as marooning themselves on particular channels (on which we happen to 463 

have the data). This suggests that there exists an interesting new generic phenomenon in 464 

socio-technical systems that we call not necessarily coordinated collectives. A not 465 

necessarily coordinated collective is a group of people treated as equal contributors to an 466 

accumulated activity stream, regardless of any pre-defined real or virtual relationships 467 

between those people or their contributed content. 468 

 469 

The models and experiments we have discussed here are of course very small steps on what 470 

will be of necessity a long journey of research, experimentation and much more complex 471 

macroscopic and microscopic investigation. For instance, how do we determine the 472 

informational properties of any possible pairs of resources on the Web; find the best 473 

partitioning of a cascade network into the minimum number of non-nested sub-structures to 474 

derive an aggregated state machine representation; mine the collective intent of the people 475 

involved in the contents of particular Transcendental Information Cascades? We need the 476 

capacity to index and search for, not only documents and data (Brin & Page, 1998; Broder, 477 

2002), but also Transcendental Information Cascades themselves, enabling us to understand 478 

how information dynamics facilitate and are facilitated by procedural knowledge. In the end, 479 
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such understanding will have engineering repercussions, as we seek to create the conditions 480 

for the effective creation of knowledge using Web technologies. 481 
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