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ABSTRACT7

It is proposed that transposons and related long non–coding RNA define the fine structure of body

parts. Although morphogens have long been known to direct the formation of many gross structures

in early embryonic development, they do not have the necessary precision to define a structure down

to the individual cellular level. Using the distinction between procedural and declarative knowledge in

information processing as an analogy, it is hypothesized that DNA encodes fine structure in a manner

that is different from the genetic code for proteins. The hypothesis states that repeated or near–repeated

sequences that are in transposons and non–coding RNA define body part structures. As the cells in

a body part go through the epigenetic process of differentiation, the action of methylation serves to

inactivate all but the relevant structure definitions and some associated cell type genes. The transposons

left active will then physically modify the DNA sequence in the heterochromatin to establish the local

context in the three–dimensional body part structure. This brings the encoded definition of the cell type to

the histone. The histone code for that cell type starts the regulatory cascade that turns on the genes

associated with that particular type of cell, transforming it from a multipotent cell to a fully differentiated

cell. This mechanism creates structures in the musculoskeletal system, the organs of the body, the major

parts of the brain, and other systems.
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INTRODUCTION23

As currently understood, the primary purpose of DeoxyriboNucleic Acid (DNA) in the cell is for long–term24

information storage of the specification for proteins, where the synthesis of proteins is controlled by25

RiboNucleic Acid (RNA). It is usually considered that: “DNA makes RNA and RNA makes protein”26

(Wikipedia contributors, 2018a). This is the process of gene expression. A gene is “a sequence of DNA or27

RNA that codes for a molecule that has a function.” (Wikipedia contributors, 2018b). This is the heart of28

the Central Dogma of Molecular Biology, the formulation of the general rules for information transfer in29

genetics (Crick, 1970).30

But a large fraction of the DNA does not code for genes. Some non–coding sequences, such as31

introns, are important for gene regulation. But there are large sequences in the intergenic regions that had32

previously been assumed not to have a purpose. Many of these regions contain a high degree of repetitive33

elements. It is likely that there are other independent processes of information transfer at work that are34

different from the coding of proteins. One possibility is an encoding for structure.35

Certain genes determine the structure of a multicellular organism such as the homeodomain proteins.36

Concentration of various morphogens lay out the somatic structure (Lawrence and Struhl, 1996). But they37

seem to only define the gross structure of the parts that make up the organism. Determination of the fine38

structure requires something more.39

Kerszberg and Wolpert (Kerszberg and Wolpert, 2007) point out some of the problems. They note that40

morphogens may lack the necessary precision and robustness to determine positional information down to41

the cellular level. But it appears that this precision is needed to specify the fine structure of a body part.42

There is a lot of noise in the molecular concentrations of morphogens, for example, making it difficult for43

morphogens alone to determine the fine structure.44

If morphogens are to act as graded positional cues, then there must exist mechanisms for45

cells to perceive and interpret concentration–dependent information, and this raises problems.46

For example, if position is specified on a cell–by–cell basis then many more morphogen47
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concentration thresholds (at which changes in gene activity occur) need to be established48

than the five or so identified in some tissues. ... We suggest that, just like the mechanisms49

involved in polarization and somite formation, those for setting up positional values may50

involve cell–cell interactions. There might even exist an overlap among the molecular players51

in these seemingly independent sets of phenomena. Morphogenetic molecules do exist, but52

it seems improbable that their concentration alone determines the fate of cells regarding53

their final position in the developing embryo. Wardle and Smith (Wardle and Smith, 2004)54

reported that early in development gene expression at the single–cell level is rather variable55

and only later does it become more precisely linked to cell position. Thus, morphogens56

may represent a rather crude positional information system, which is then more finely tuned57

by cell–cell interactions. Clearly, the morphogen gradient does not act alone and is itself58

specified by a variety of complex cellular mechanisms.59

The human genome contains tens of thousands of genes, far less than what is needed to define the60

detailed structure of all the body’s parts. Some studies have shown that most of the genome does not code61

for proteins. Of the genes that actually do code for proteins, current studies show that there are only about62

20,000 of them, and many are among the oldest and most conserved sequences (Ezkurdia et al., 2014).63

We hypothesize that there is additional structure information in the DNA that is kept in the intergenic64

regions, in its own unique encoding. This encoding is most likely unrelated to the codons that determine65

protein structure. This hypothesis is based on an analogy to computer memory storage using information–66

theoretic arguments. It is suggested that this structure information would appear as non–coding sequences.67

Here are some examples of the fine structure that would be defined by a structure encoding (Gray,68

1977):69

• The human femur is composed of a number of parts, including head, trochanter, and condyles.70

These parts all have a specific structure.71

• The heart is separated into a number of gross structures, such as the aorta and the atria and ventricles,72

that follow a specific developmental sequence. But there are a number of subparts that have a73

detailed structure. For example, the valves (mitral, tricuspid, pulmonary and aortic) are all shaped74

differently. They appear later in development.75

• The brain is composed of discrete parts, such as the amygdala or the hippocampus. For these parts76

to perform their function, there must be specific structure information, possibly even down to the77

individual neuron level.78

In this paper, we will use the term body part to refer to a collection of cells that form a structure. A79

body part can be a collection of cells composing a part of the musculature (myocytes and adipocytes),80

skeleton (osteoblast or chondrocytes), brain (neurons and glial cells) or the cells of the other organs of the81

body. Since the discussion involves fine structure, some of these parts could be small substructures of a82

larger system or somite, such as the glomerulus in the kidney or the alveolus in the lungs. Since the focus83

is on the fine structure of body parts large and small, the usage of the term body part is made without84

distinction to the size of the part or the larger organ it resides in. We will reserve the term structure85

(structure information) to refer to the detailed encoding of a body part.86

ANALOGY: THE COMPUTER HARD DRIVE87

Computers are composed of a processor, input/output devices and memory. The memory is either volatile88

or static. Static memory fills a similar purpose for a computer that DNA does for a cell. The static memory89

of a computer (the hard drive or flash memory) contains a variety of encoded data in permanent storage.90

There are the programs that control the operating system. There are applications that are run on the91

computer. There is also data that is used by the applications, such as documents and pictures.92

The data in static memory can be said to be composed of two types: procedural and declarative93

knowledge (Winograd, 1975).94

Procedural knowledge includes the commands of the operating system (copy file, rename directory,95

print text, draw window on the screen). The commands are analogous to the proteins in a cell. They do96

something. This is also true for the application programs. But data such as documents and pictures do97
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not control the operation of the computer, yet they usually comprise the largest part of the information98

encoded on a computer hard drive. This other data is the declarative knowledge.99

The declarative data is read by the application programs, which then use the commands of the100

operating system to do things, based on that data. For instance, a picture can be copied, edited, deleted,101

transmitted or printed.102

It is important to note that if a user desires to store a document or picture, the data that represents that103

item is not stored as part of the application program or part of the operating system. It is stored by itself104

in its own encoding.105

A simple assembly language example will show the different types of computing data (Noordergraaf106

and Boldyshev, 2013):107

section .text108

global _start ;must be declared for linker (ld)109

_start: ;tell linker entry point110

mov edx,len ;message length111

mov ecx,msg ;message to write112

mov ebx,1 ;file descriptor (stdout)113

mov eax,4 ;system call number (sys_write)114

int 0x80 ;call kernel115

mov eax,1 ;system call number (sys_exit)116

int 0x80 ;call kernel117

section .data118

msg db ’Hello, world!’,0xa ;data string to output119

len equ $ - msg ;length of data string120

In this example, there is a distinction between program (many assemblers refer to the program code as121

“text”) and data — the procedural and declarative knowledge. Although in this case there are two separate122

sections, there is nothing to prohibit interspersing code and data if desired. This is certainly true about the123

way programs and data are stored in static memory. Like DNA, the individual elements are not usually124

required to be all in a particular order — except for reasons of efficiency.125

The encoding of the computer program is in machine language. This is analogous to the genetic code126

that defines the sequence of amino acids that make up a protein. In this example, there are only two types127

of instructions, one to move data from one place to another and the other to call system subroutines. Other128

machine language instructions can do things like perform arithmetic operations or make comparisons of129

two pieces of data.130

The encoding of the declarative data is completely different from the encoding of the program. In this131

example, the dataset representing the output string is encoded in ASCII (American Standard Code for132

Information Interchange), where the letter “H” is encoded as 72, “e” is 101, “l” is 108, “o” is 111, and so133

on. The code “0xa” is a Carriage Return — the end of the output line.134

Pictures are often encoded as an array of pixels, each of which is a point that has a particular color. A135

dataset for a picture almost always begins with some header information, such as the width and height136

of the image in pixels. Then it is possible to determine which row and which column a particular pixel137

represents. Note that this is not the only way to store two or even three dimensional data.138

Analogous to the dichotomy of procedural and declarative knowledge in a computer’s static memory,139

we shall argue that there are at least two encodings in cellular DNA: the instructions to make the proteins140

that are the machines of the cell, and also an encoding of structure information that lays out in detail the141

positions of the types of cells in the body.142

This is the basis of the hypothesis. There are some other important observations from computer143

science that will further suggest how the structure information is stored and used.144

First, many applications make a distinction between the overall gross structure of an item and the145

details. For example, a document processor may have templates for letters, books, and essays stored as146

part of the application program, but the details of each individual document are kept separately. Similarly,147

the cell may have proteins and chemical signals that define the gross structure of a somite, but the fine148

structure could be kept as a separate encoding. It may also be true that different encodings could be used149

for different templates. In any case, the process goes as follows: a top–level template is chosen, then150

perhaps a more detailed template is applied to that, and so on. At that point, the declarative information is151
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used to arrive at the fine structure. This fine structure identifies which character (for a document) or pixel152

(for an image), leading to a final fixed determination for that datum.153

Second, although many computer systems use data compression to efficiently store information in154

static memory, most of these techniques do not tolerate data processing errors very well. Compression155

algorithms are often based on patterns that are found in a dataset taken as a whole. Therefore errors156

introduced at one point in the compressed data can cause problems all through the dataset, even resulting157

in the dataset being unreadable. In contrast, uncompressed datasets like images have a lot of repetitive158

elements — that is, sequences that repeat the same element over and over, but with some larger variations.159

In an image, different color fields would have the same or similar elements, which could then change into160

different elements in another section of the image. Leaving the data uncompressed is error–tolerant. A161

few elements could be compromised, but that does not destroy the whole structure.162

Third, determining which character comes after the previous character in a text document is straight-163

forward, since the characters are a one–dimensional data sequence. But for two and three–dimensional164

structures, it is much harder to determine the neighbors of a given pixel. The simplest thing for a computer165

to do is to determine this arithmetically: for a three dimensional representation that has length L, width166

W and height H pixels, the pixel at location < l,w,h > is found at position l +(L∗w)+(L∗W ∗h). But167

cells don’t work arithmetically. They have to use a different process.168

This is as far as the analogy goes. Biological cells are not computers, and proteins function differently169

from operating system commands. It may be possible to specify a body part down to the cellular level, but170

the way this information is transmitted from cell to cell, and the implementation of positional information171

in the cell, is almost certainly different from how it is done in a computer. Cells are biochemical machines,172

and as such, structure determination is probably implemented by physical manipulation, instead of looking173

up indexed values in a data array.174

HYPOTHESIS: DNA ENCODES BODY PART STRUCTURES175

Using the concept of procedural and declarative information in a computer’s static memory as an analogy,176

we shall construct a hypothesis of how detailed structure information is encoded in the DNA and how it is177

involved in the embryonic development of multicellular organisms.178

There are a number of parts to structure encoding:179

• Storage of the structure information.180

• Determination of gross structure.181

• Determination of fine structure.182

• Intercellular inheritance and communication of part and location.183

• Implementation of structure determination.184

This leads to the following questions:185

• Where is the structure information stored?186

• How to determine which structure the cell is in?187

• How is the structure information laid out?188

• Does the cell acquire structure information from mitosis?189

• How is structure information passed from one cell to another?190

• How is the cell type determined from the structure information?191

• Once determined, how does the cell differentiate according to its type?192

• Are there diseases that are caused by errors in structure?193

• How does structure fit into the larger picture of evolution?194

We will address each of these questions in turn.195
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Location of Structure Information196

The first part of this hypothesis is that DNA contains encoded structure information. This information does197

not use the genetic code, which is procedural information. Therefore, it is most likely that the structure198

sequences are found in the intergenic regions. Also, the length of the encoding does not necessarily have199

to be triples of nucleotides that are found in the genetic code.200

We should expect that structure data will consist of repeated patterns of the same short codes201

representing a particular type of cell if this organ is mostly a mass of the same types of cells. There202

may be what appears to be random changes or slowly varying changes. These will depend on the fine203

structure of the body part. It has been noted that non–coding DNA contains repetitive correlations that204

protein–coding genes do not (Buldyrev et al., 1995).205

One common feature found in DNA is the existence of transposable elements (Bourque et al., 2018).206

They have the ability to modify the genome by splicing in information. They come in two major classes,207

retrotransposons and DNA transposons. For the purposes of this paper, we will not make a distinction208

between them: We will use the term transposon to refer to either transposable element. Many transposons209

contain repeated elements.210

The transposons are associated with long non–coding RNA (lnc–RNA) (Kapusta et al., 2013) (Kapusta211

and Feschotte, 2014). The hypothesis states that the lnc–RNA contains structure information which is212

manipulated by the transposon to derive the exact position information for a given cell (Mattick, 2003)213

(Kapranov and St Laurent, 2012). It has long been speculated that transposons are not “junk” but are an214

exaptation (Brosius, 1991) (Brosius and Gould, 1992). This view has been changing – recent studies have215

shown that lnc–RNA can act as an enhancer that affects transcription (Ørom and Shiekhattar, 2011) (Chen216

et al., 2017). Instead of being considered parasitic (Palazzo and Lee, 2015), we hypothesize that these217

elements of the DNA are part of the structural toolkit (Thompson et al., 2016).218

It is most likely that each terminally differentiated cell is a part of only one structure. Therefore,219

there must be a mechanism to turn off the effect of the other structures. This is accomplished through220

deactivation by methylation. There are tens of thousands of CpG sites in the intergenic regions, and most221

of them are methylated and thus deactivated (Ikeda and Nishimura, 2015). In many cases, this turns off an222

associated transposon. It has been noted that, in some organisms, non–CpG methylation is substantially223

absent from genes, whereas methylation in all contexts is abundant in transposons (Zemach et al., 2010)224

Here are some features of transposons that suggest they encode structure information (Bourque et al.,225

2018):226

• Transposons are major components of thousands of lnc–RNAs. These transposons appear more227

often in the intergenic regions (Kapusta et al., 2013).228

• Transposons include repetitive elements and are themselves repeated (Negre and Simpson, 2013).229

• Transposons are active in somatic cells in many organisms (Kazazian, 2011).230

• Non–coding RNA appears to play important roles in the maintenance of stem cell pluripotency and231

other developmental processes (Durruthy-Durruthy et al., 2016).232

• Transposons are associated with the regulatory networks that control gene expression (Jacques233

et al., 2013).234

• Transposons are involved in epigenetic control via changes to the chromatin (Rebollo et al., 2011).235

• Transposon insertions have been associated with human diseases, such as cancer and autoimmune236

diseases (Hancks and Kazazian, 2016) (Mattick, 2009).237

Hox Genes Control Gross Structure238

In the computer memory analogy, Hox genes are like templates. They determine the body part that the239

structure is located in. Assuming transposons control the structure encoding, the hypothesis states that the240

Hox genes control the gross structure, but also control which fine structure sequence to use by selecting241

the transposons and lnc–RNAs.242

Homeobox proteins are known to be involved in altering the shape of DNA (Bürglin and Affolter,243

2016) by chromatin remodeling (Iimura and Pourquié, 2007). This could be part of the process of structure244

determination.245
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Some transposons and lnc–RNAs occur in the Hox clusters (Rinn et al., 2007) (Lempradl and Ringrose,246

2008) (Tsumagari et al., 2013) (Feiner, 2016). It is possible that the transposons in Hox gene clusters247

function as a top–level structure encoding of the body part that the Hox gene controls, with other248

transposons encoding a hierarchy of finer structures. Studies of P–element transposons in the Drosophila249

bithorax complex Hox cluster show that they control the pattern of gene expression (Maeda and Karch,250

2009).251

At the same time that structure determination is going on, there is a process of gene expression related252

to cell differentiation (Lim and Maher, 2010). That is, as the body part is being selected, families of genes253

are turned on that are common to the correct functioning of these families of cell types.254

Layout of the Structure Information255

There are more cells in the body that there are cell identifiers in the intergenic regions. This would mean256

that the gross structure of an organ can be specified at one level, but substructures are made up of repeating257

patterns that are specified just once, as in a computer subroutine. This obviously applies to substructures258

such as the glomerulus or the alveolus.259

The structure information, as well as cell differentiation, is most likely organized in a hierarchy.260

As noted above, the transposons and lnc–RNA located near the Hox genes define the gross structure.261

This structure information references more detailed subpart information in the intergenic regions. A262

large fraction of the human genome consists of short interspersed nuclear elements (SINEs) and long263

interspersed nuclear elements (LINEs) (Kapusta et al., 2013). For example, the most common transposable264

element in humans is the LINE–1 sequence consisting as much as 17% of the human genome (Cordaux265

and Batzer, 2009). These could be considered as a motif or a superfine structure.266

At the top levels of the hierarchy, cell typing information is organized in what are termed Topo-267

logically Associating Domains (TADs). TADs are local chromatin interaction domains that are highly268

self–interacting regions. The internal folding and interaction patterns of TADs are highly cell type–specific269

(Dekker and Heard, 2015). They are found in the Hox gene locus (Dixon et al., 2012) and are controlled270

by enhancers in the flanking non–coding regions (De Laat and Duboule, 2013). It has also been found271

that the effects of the enhancers are altered by the three–dimensional chromatin structure of the TAD272

(Kragesteen et al., 2018). It has also been found that SINEs near the TAD boundaries are involved in273

controlling TADs (Pope et al., 2014).274

Epigenetic Definition of Gross Structure275

In embryonic development, the process of epigenetics is used to pass on structure information about276

the body part that a new cell is to be part of (Felsenfeld, 2014) (Almouzni and Cedar, 2016). It may277

also provide some gross information about cell location in the structure. Transposons are known to be278

epigenetically controlled (Sundaram et al., 2014).279

Cell differentiation starts by determining which body part a cell is located in. Methylation appears280

to play an important role in this determination (Jin et al., 2011). In the early stages of embryonic281

development, there is extensive reprogramming of methylation status (Messerschmidt et al., 2014). The282

hypothesis states that methylation is the way that a cell is assigned to a body part. Once that is determined,283

the cell type is further specified by its unique location in the body part, and thus which genes are expressed284

by that type of cell. This is why methylation does not necessarily need to regulate the genes directly285

(Walter, 2015).286

Epigenesis also involves the modification of chromatin structure. Epigenetic modifications include287

alterations of the histone tails and chromatin remodeling such as the establishment and preservation288

of heterochromatin regions (Felsenfeld and Groudine, 2003) (Lim and Maher, 2010) (Jin et al., 2011)289

(Sundaram et al., 2014). Preservation of the current status of the cell after mitosis is called bookmarking290

(Sarge and Park-Sarge, 2005). It is likely that bookmarking also preserves structure information.291

The process of gene regulation proceeds in parallel with structure determination. Recent studies have292

revealed the folding of the cell–type–specific chromatin structure into TADs. Also, TAD boundaries form293

within regions of the same epigenetic state (Mateo et al., 2019). Later fine structure information modifies294

the expression of genes in a TAD for the specific cell type.295

Intercellular Communications296

This is the difficult part of implementing a structure encoding.297
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During the process of mitosis, the methylation information that determines the gross structure that298

the cell is a part of is transferred to the daughter cells. Therefore, the daughter cells are part of the same299

gross structure. It is possible that, within a body part, some determination of location can be made by300

epigenetics. But there has to be a separate mechanism to specify which cell type a daughter cell is, in301

terms of the local context.302

Cells need to transmit to their neighbors the relative location of the cell in the structure. It is not likely303

that this information is a morphogenic concentration. Concentration gradients used to define the gross304

structure are not sufficient to determine the fine structure (Kerszberg and Wolpert, 2007). It is more likely305

that positional information is passed using a data sequence, such as RNA transfer.306

The problem is that positional information is three dimensional. To precisely form a body part, it307

is necessary to determine the three–dimensional coordinates. But the structure encoding is stored one–308

dimensionally, as part of the DNA sequence. The transposons function not only to encode the structure309

information but also to process the relative location of cells.310

This hypothesis will not make any final determination about how this information is transferred. The311

actual method can be determined by a detailed analysis of how the fine structure information is organized312

and applied during the process of cell typing.313

One possibility is extracellular vesicles (exosomes) as a mechanism of cell–to–cell communication.314

Since exosomes contain defined patterns of messenger RNA, microRNA, lnc–RNA, and occasionally315

genomic DNA (Tetta et al., 2013), they may transfer genetic information which results in cell type316

determination in recipient cells. It has been observed that different cells transfer different lnc–RNAs317

through exosomes (Dragomir et al., 2018).318

Some evidence for the role of non–coding RNA in cell development is the relationship between319

micro–RNA derived from intergenic regions (Mattick, 2003) (Piriyapongsa et al., 2007) and generated by320

transposons (McCue and Slotkin, 2012). This could be the way that local context is passed between cells.321

Selecting the Entry in the Structure322

Selection of the specific cell type at that specific location is done through a process of histone modification323

and transposon splicing. Splicing physically transforms the DNA structure information to determine324

the local fine structure. Since the cell cannot do arithmetic computations in < x,y,z > coordinates,325

transposons were exapted to make the determination of position by physically manipulating the DNA.326

Morphogenic processes work in tandem with transposons for chromatin remodeling. Hox genes and327

their associated transposons establish the top–level structure through methylation (Lim and Maher, 2010).328

Transposons alter the DNA sequence which changes the location of the histone (Rinn et al., 2007). This329

sets up the structure encoding in the local context. Transferring information about the current cell relative330

to the neighboring cells results in further manipulation of the chromatin. The transposon adjusts the DNA331

sequence to bring the correct cell location information to the histone (Kapusta et al., 2013). This, in turn,332

will determine the cell type. As far as the cell is concerned, if it is a fully differentiated cell, it does not333

matter to the cell what its three–dimensional coordinates are. All that matters is what cell type it is (or334

apoptosis for structure boundaries).335

The process of cell location is performed by modifications to the DNA through the insertion of336

transposons. It has been observed that non–coding RNA is associated with alterations in chromatin337

structure (Rodriguez-Campos and Azorı́n, 2007) (Khalil et al., 2009) (Yang et al., 2015) (Kobayashi338

et al., 2017). It has also been noted that this differs with cell type (Cournac et al., 2015). This is why the339

nucleosome positions in the genome are so specific (Teif et al., 2012). It may be that the Hox gene turns340

on the particular “beads on a string” that is the structure of interest. The associated non–coding RNA and341

the data passed through intercellular communications determine which part of the sequence is read by342

the histone (Tropberger and Schneider, 2013). The histone reads, in the DNA sequence, the individual343

cell type information for that location. Information in the histone tail adds an extra layer of contextual344

interpretation.345

Note that a non–coding RNA does not have to be fully transcribed to be effective. Instead, position346

determination in a structure may result from a partial transcription up to the position of the cell in the347

structure. Once the position of the cell has been determined, then the cell type is identified, and the348

transcription does not need to continue past that point. This behavior has been noted in LINE–1 insertions349

(Sun et al., 2018) (Faulkner and Billon, 2018).350

Heterochromatin is of interest. It is densely packed and contains highly repetitive sequences (Bannister351
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and Kouzarides, 2011) (Walter, 2015). Although hetereochromatin has been shown to turn off gene352

transcription, that may not be its purpose. Instead, it is hypothesized that the purpose of heterochromatin353

is to control the determination of structure. In support of this, heterochromatin is known to be controlled354

by transposons (Feschotte C, 2007) (Rebollo et al., 2011). There is a subset of LINE–1 instances that355

reside in the heterochromatin (Babenko et al., 2017). Also, it has been shown that, although most356

of heterochromatin transcription is silenced, this silencing is incomplete and associated with histone357

modifications (Katan-Khaykovich and Struhl, 2005). This could indicate that all but the correct cell type358

identifier is silenced.359

The area where structural determination is made could be in the facultative heterochromatin (Bannister360

and Kouzarides, 2011). The formation of facultative heterochromatin is known to differ for different cell361

types.362

Three–dimensional studies of the chromosome using chromosome conformation capture methods363

(e.g., Hi–C) have shown that chromosomes are divided into large compartments that contain either active364

and open (A–compartments) or inactive and closed chromatin (B—compartments) (Lieberman-Aiden365

et al., 2009) (Dekker and Heard, 2015). A–compartments cluster with other A–compartments, as do366

B–compartments with B–compartments, correlated with the cell type–specific gene expression (Fortin and367

Hansen, 2015). Compartments can encompass several directly adjacent TADs that share chromatin state.368

It is likely that A– compartments are used to regulate genes, and B–compartments are used to determine369

structure, where these compartments are either euchromation or heterochromatin.370

Lamina–associating domains (LADs) are gene–poor regions that contain LINEs. They are associated371

with gene repression when in contact with the nuclear lamina itself (Shevelyov and Nurminsky, 2012)372

(Van Steensel and Belmont, 2017). Some TADs correspond to LADs (Dekker and Heard, 2015). The373

contact between LADs and nuclear lamina has been observed to differ between different cell types374

(Peric-Hupkes et al., 2010). B–compartments are often LADs (Babenko et al., 2017). If heterochromatin375

is involved in the process of structure determination, LADs may be part of this by being involved in376

defining the structure information.377

Nucleolar–associating domains (NADs) may help determine structure. They are primarily genomic378

regions with heterochromatic signatures and include transposons, sub–telomeric regions and mostly379

inactive protein–coding genes (Pontvianne et al., 2016). There are two classes of NADs: NAD–1 is380

associated with nuclear lamina and is involved in gene repression (Vertii et al., 2018). This type of NAD381

may be related to structure determination.382

The CCCTC–binding factor (CTCF) is used in chromatin remodeling and the positioning of nucleo-383

somes. This binding of this transcription factor has been shown to be affected by methylation of CpG384

islands (Teif et al., 2014). This could be involved in the process of structure determination since CTCF385

binding is shown to be specific to cell type. CTCF binding sites are often found in SINEs (Schmidt et al.,386

2012) (Chuong et al., 2017) indicating that CTCF is used in structure determination.387

CTCF is involved in controlling the boundaries of active and inactive chromatin in the Hox clusters,388

affecting the expression of genes (Narendra et al., 2015). It has been shown that TADs are bound by CTCF389

barrier elements. It has been noted that SINE element retrotransposition may alter these CTCF binding390

sites (Dixon et al., 2012). Cell type specificity may arise from rearrangements in local chromatin structure391

that allow for different patterns and insulation capacity of long–range CTCF interactions (Narendra et al.,392

2016).393

The mechanism for controlling cell typing and structural determination involves the Polycomb394

Repressive Complex (PRC) genes and the Trithorax Group (TrxG) (Khalil et al., 2009). They affect the395

chromatin and histone to select the correct cell type. PRC2 seems to turn off unneeded structures. This is396

especially true for the gross structure determination of the HOX gene related transposons (Rinn et al.,397

2007) (Walter, 2015). TrxG proteins work to activate gene expression related to non–coding RNA (Sha398

and Boyer, 2009) (Maeda and Karch, 2009).399

Here are some examples of the effects of transposons and chromatin remodeling. One study has400

shown that a SINE B2 transposon is implicated in the expression of growth hormone in the developing401

pituitary gland (Lunyak et al., 2007) by imposing a local perturbation in chromatin structure resulting in402

repositioning of the gene from a heterochromatic region to a more permissive euchromatic region. Another403

study shows that a SINE regulates a growth factor in the brain (Okada et al., 2010). In a third study,404

errors in the development of alveoli where shown to be caused by alterations in a lnc–RNA LINC01081405

which controlled the expression of the FOXF1 transcription enhancer (Szafranski et al., 2014). Finally,406
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the analysis of lnc–RNA taurine upregulated gene 1 (Tug1) revealed approximately 400 genes that were407

positively regulated and approximately 560 genes that were negatively regulated by Tug1. Errors in this408

regulation can result in diabetic nephropathy (Long et al., 2016).409

Processes such as regeneration are shown to be controlled by histone modification. Studies of leg410

regeneration in Gryllus bimaculatus shows that changing the H3K27 methylation state starts regeneration.411

This regeneration is position–specific. If the leg amputation position is changed, the regeneration is412

different (Hamada et al., 2015).413

It is important to note that if this hypothesis is correct, the process of structure determination is414

completely different from the process of gene activation, which also involves the manipulation of415

chromatin and histone modification. Since the two processes involve two different encodings and are416

for the most part located in two different parts of the genome (genetic versus intergenetic regions) they417

probably do not interfere with each other if gene expression occurs in the euchromatin and structure418

determination occurs in the heterochromatin. In support of this, it has been observed that a much larger419

proportion of histone–mark–defined enhancers overlap transposons than gene expression enhancers420

(Simonti et al., 2017).421

Note that three–dimensonal changes in a TAD turn on or off families of genes. This is different422

from the three–dimensional changes for structure determination. Instead of trying to find the cell type,423

this manipulation of the TAD is to turn on the correct genes for that TAD once the cell type has been424

determined.425

Since heterochromatin is not typically involved in the transcription of genes, it does not need to be426

lightly packed like the euchromatin. All that is required is that it facilitates the determination of a single427

cell type encoding datum which is implemented through the histone. The tight packing of heterochromatin428

could actually serve its purpose by making it better able to model the three–dimensional structure.429

This is a complex process, with different types of transposons and lnc–RNA doing their part. For430

example, LINE–1 may be a subroutine that is part of the larger structure (Brouha et al., 2003). LINE–1 is431

known to be active in neuronal differentiation (Faulkner and Billon, 2018). Also, the regulatory pathways432

could be activated directly by transposons that contain binding sites for some transcription factors besides433

being activated indirectly by histone modification (Bourque et al., 2008). The activation of transcription434

factors is specific to the individual transposons, indicating that these factors are essential for certain cell435

types (Sundaram et al., 2014).436

As the structure is being developed, it is also possible for the modifications made by the transposons437

to be undone. It is thought that the insertion and removal of transposons are imprecise, which affects438

surrounding DNA sequences (Bourque et al., 2008). These insertions could actually be very precise. They439

could be part of the process by which the specific cell identification is made as the context shifts. Erasures440

could probably be associated with a switch of local context as the cell determines its precise location in441

the structure. This could result in histone de–methylation (Sha and Boyer, 2009).442

The Histone Code hypothesis (Strahl and Allis, 2000) (Jenuwein and Allis, 2001) is that specific443

patterns of modifications to the histone tail are read like a molecular bar code to recruit the cellular444

machinery that brings about a distinct chromatin state (Cosgrove and Wolberger, 2005) (Prakash and445

Fournier, 2017). Once the final location of a cell in a structure is determined and thus the type of cell it is,446

these alterations may be used to initiate the regulation of the proteins associated with that particular cell447

type. This is especially true for the H3 Histone. Transposon–derived active enhancers are enriched for a448

suite of individual histone modifications – H3K4me1, H3K4me2, H3K4me3, H3K9ac, H3K27ac (Huda449

et al., 2011) (Cao et al., 2019).450

The process may work as follows. It has been observed that unique chromatin signatures correlate451

with cell type and function (Sha and Boyer, 2009). Studies have shown that there are histone modifications452

even in intergenic regions (Rosenfeld et al., 2009). Methylation of DNA represses structure determination,453

which affects whether the histone is modified (Bannister and Kouzarides, 2011). Modification of the DNA454

sequence by transposons identifies the cell type in the structure, making this information available to the455

histone. Histone modification is involved in implementing the cell type identification (Sha and Boyer,456

2009) by regulating the transcription of the genes related to that cell type.457

Part of the process of structure development is apoptosis. This helps to complete the boundaries of458

a structure and its inner voids. It has been noted that LINE–1 elements are associated with apoptosis459

(Kapusta et al., 2013). This indicates that apoptosis is an integral part of structure determination.460

Reprogramming (dedifferentiation) could be considered a process of turning off structure information.461
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This is accomplished by DNA demethylation (Reik et al., 2001) (Miyoshi et al., 2016).462

IMPLICATIONS OF STRUCTURE ENCODING463

Determination of cell fate in a structure is a significant factor in embryogenesis. As the embryo develops,464

cells proceed from stem cells to pluripotent, then multipotent cells and finally to unipotent cells. The465

previous sections lay out a hypothesis on how the steps in structure definition contribute to this progression.466

Now we will consider some implications of this hypothesis.467

Structure encoding is associated with the musculoskeletal system, the construction of organs and the468

neural structures in the brain. Obviously, structure information is highly tissue–specific. This hypothesis469

states that the expression of transposons and lnc–RNAs is, therefore, tissue–specific (Cabili et al., 2011)470

(Yan et al., 2013) (Liu et al., 2016). For example, lnc–RNAs have been studied in the regulation of471

mammary gland development and endocrine signalling (Sun and Kraus, 2013).472

The brain and nervous system have a structure that is far too complex to be defined just by the use473

of proteins — even in complex combinations. There are many special purpose regions, each with a fine474

structure that differs from other areas.475

Instincts are also coded for. They tend to be very specific, detailed behaviors that can vary even476

within a species, if the species is separated into isolated groups. Instincts are obviously passed on as traits477

common to all members of the local population and could easily be specified in the brain structure, neuron478

by neuron. This is an essential feature of Sociobiology (Wilson, 2000).479

Within a species, there are usually significant differences in structure between the sexes. Therefore,480

methylation, both at CpG sites and with the histones, are involved in genomic imprinting (Pask et al.,481

2009) (Ferguson-Smith, 2011) (Ikeda and Nishimura, 2015). Transposons and non–coding RNAs are482

activated differently for the sexes, which results in differential cell typing and the expression of the483

associated genes (McDonald et al., 2005) (Autuoro et al., 2014). The imprinting control regions are484

non–coding, consistent with the structure hypothesis. If they are deleted the imprinted genes are not485

expressed (Mancini-DiNardo et al., 2006) (Bartolomei, 2009).486

Since structure information is not needed in the germline, transposons are normally turned off (Walter,487

2015) (Haig, 2016). As the embryo starts to develop, they are turned on (Gerdes et al., 2016).488

There are believed to be over 200 different types of somatic cells in the human body (Patel and Yang,489

2010). The encoding of body parts does not have to specify all of these unique cell type values, though. A490

particular organ, such as a lung, kidney, muscle, or skeletal structure may have its own encoding which491

would specify one of a family of cell types that have a particular set of active genes in common, Fine492

structure determination of cell type would then result in a fully differentiated cell.493

Systems such as the circulatory or nervous system may have structure information, but only for the494

larger parts of the system such as the heart or the brain. The determination of the finer structure should495

include the insights of Facilitated Variation (Gerhart and Kirschner, 2007). The theory of facilitated496

variation claims that the evolution of anatomical and physiological traits are the result of regulatory497

changes in the usage of various members of a large set of conserved core components that function in498

development and physiology. This theory points out that the structure information does not have to specify499

every detail. For example, the circulatory system is constructed at the detailed level in an ad hoc manner,500

as the body part develops. For example, it is known that there is significant variation between people in501

the anatomy of the arteries that supply the heart (Ogobuiro and Tuma, 2018). Facilitated variation also502

points out the advantage of modular design. With properly designed modularity, variation within each503

module can be generated without harming other modules (Parter et al., 2008).504

The hypothesis of structure encoding extends Facilitated Variation theory. The structure of the major505

systems encode for the cell types that are specific to the given system, but ancillary support systems are506

added as needed. The structures are organized hierarchically, which leads to modular design.507

There are a variety of diseases associated with the activity of transposons and non–coding RNA508

(Cordaux and Batzer, 2009). These diseases often happen because the transposon has caused an insertion509

in a working gene, which is not its purpose according to this hypothesis. The purpose of a transposon is510

to determine structure — any direct changes to genes by transposons could probably be an error.511

Some, maybe even most, cancers could be due to errors in structure definition. This could include errors512

in the process of methylization (Lim and Maher, 2010), transposon splicing, or chromatin modification513

(Sun et al., 2018). Also, it has been noted that LINE–1 transposons may be involved in the initiation of514

cancer (Scott et al., 2016) and the progression of cancer that has already started (Hancks and Kazazian,515
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2016). Errors in communicating structure information may also cause cancer. Abnormal exosomal long516

intergenic non–protein–coding RNAs have been implicated in cancer, indicating communication problems517

(Dragomir et al., 2018).518

EVOLUTION AND SPECIATION519

Transposons and lnc–RNA represent a major source of lineage–specific DNA and thus is a significant520

factor in speciation (Kapusta et al., 2013). This is due to the evolution of body structure leading to521

diversification.522

A study of Drosophila melanogaster showed that adaptive changes to transposons for populations in523

Africa versus North America showed predominately changes in introns or intergenic regions. There was524

no clear overriding pattern in the types of genes that are located near the adaptive transposons (González525

et al., 2008). If the transposons are encoding for structure, then it would not be likely that there is a526

difference in the expression of proteins — rather, there would be a difference in morphology.527

It has been observed that non–coding RNA is changing at a faster rate than protein–coding regions528

(Kutter et al., 2012) (Kapusta and Feschotte, 2014) (Chen et al., 2016). Lnc–RNA is shown to have tissue529

specificity, being different for colon, spleen, lung, testes, brain, kidney, liver, heart, and skeletal muscle,530

regardless of the species in which they were profiled. A significant number of lnc–RNAs are conserved531

across mammals, but there are as many as 20% that are unique to humans and possibly chimpanzee532

(Washietl et al., 2014). It has also been noted that the evolutionary trajectory of transposons in mammals533

is similar across species despite clade–specific differences (Buckley et al., 2017).534

Studies of Human Accelerated Regions (HARs) show that most HARs lie in the intergenic and intronic535

non–coding regions (Doan et al., 2016). 97% of HARs are noncoding — 92% are found in intergenic536

regions and introns (Levchenko et al., 2017). Some are lnc–RNAs. Nearly half of all HARs function as537

enhancers of neural progenitor cells (Ryu et al., 2018). Of 510 regions conserved between chimpanzee538

and macaque, but deleted in humans, almost all reside in noncoding regions.539

Studies have shown that the density of transposons located in the Hox clusters leads to higher540

speciation rates (Feiner, 2016). Also, the number of transposons associated with Hox clusters varies541

between different phyla of vertebrates (Di-Poı̈ et al., 2009).542

Since transposons play an important part in embryonic development by implementing structural543

determination, they are evolutionarily conserved, compared to other intergenic regions (Kapusta et al.,544

2013).545

It has been noted that the genomic ratio between SINEs and LINE–2 are highly correlated across546

different mammalian genomes (Cao et al., 2019).547

Some non–coding RNA is highly conserved (Bejerano et al., 2004) (Katzman et al., 2007). This548

implies that these mutations are deleterious and thus do not spread much in populations. This indicates549

that they play an essential part in the function of the organism — possibly because these sequences are550

structures that are essential to any organism. Analysis shows that conserved non–coding elements appear551

more often in the intergenic regions. They are also known to include transposons (Makunin et al., 2013).552

This is not true of all structures, though: mutations in the structure information is probably a major driving553

force in the evolution of animals (Bourque et al., 2008).554

VERIFICATION AND EXPERIMENTAL TESTS555

Structural determination is not part of the continuous processing in the cell. These determinations need556

only be made in the initial ontogenesis. Consequently, it is possible that transposons would not be557

active very much relative to the regular processes in the cell, but more so in its formation (Kapranov and558

St Laurent, 2012) (Palazzo and Lee, 2015).559

For organisms that have pairs of genes, it is likely that only one of the copies of the structure in560

each chromosome pair is used. This would be because, instead of the problem of integrating two561

differing sequences into a unified structure, only one sequence from one chromosome is chosen and562

the other discarded. Therefore, detailed structure information may not have the dominant and recessive563

characteristics of genes. Note that not all sequences from one chromosome need to be chosen — this564

decision could be made on a case–by–case basis.565

Many inherited diseases may not be due to mutations in genes but in structures. It is quite likely that566

diseases that are believed to be due to multiple genetic errors may, in fact, be due to a single structural567
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error.568

This may be why schizophrenia is passed in twins only about 50% of the time, because this disorder569

may come from structural problems, instead of being a problem with the proteins (Gejman et al., 2010).570

In that case, the disorder is manifested if the malformed structure is chosen.571

Another lnc–RNA associated with a disease state is myocardial infarction associated transcript (MIAT).572

Increased expression of MIAT is related to severe inflammatory dilated chronic cardiomyopathy from573

Chagas disease (Frade et al., 2016). Although this may be due to vascular dysfunction, it may have a574

structural cause.575

The Caenorhabditis elegans genome contains both transposons and non–coding RNA. As much576

as 12% of the C. elegans genome are transposons (Bessereau, 2006). There are approximately 1,300577

non–coding RNAs also (Stricklin et al., 2005) of which about 170 are lnc–RNAs (Nam and Bartel,578

2012). Studies have shown that some of these RNA sequences have physiological functioning including579

chromatin modification (Akay et al., 2019). They also show different expression patterns for different cell580

types (Liu et al., 2017). The presence or absence of a transposon in C. elegans is found to be associated581

with phenotypic differences (Laricchia et al., 2017). These results are consistent with the claims of this582

hypothesis.583

It is possible to develop a mapping between transposons and their associated non–coding RNA and584

the body part they define by looking at organisms that are missing that part or where it is malformed.585

CONCLUSIONS586

This hypothesis suggests that the cellular DNA of plants and animals contains both procedural and587

declarative information, each with their own individual encoding. In evolutionary terms, primordial588

cell DNA contained mostly procedural information. As multicellular organisms formed and developed,589

declarative information was added to specify structure.590

This hypothesis forces a reinterpretation of how transposons and non–coding RNA function. Instead591

of directly controlling expression, they affect the chromatin, which alters the histone. The Histone Code592

defines a cell type which then results in the gene expression for that type of cell.593

The hypothesis explains why transposons are prevalent in the genome. Instead of being considered594

unwanted causes of genetic disease, they actually play an essential part in the embryogenesis of plants595

and animals. Also, this hypothesis revises the distinction between euchromatin versus heterochromatin.596

Whereas euchromatin is where the expression of individual genes occur, heterochromatin is designed to597

make it possible to determine the specific location of an individual cell in a body part.598

It is difficult to interpret many genetic studies in relation to this hypothesis because the underlying599

assumptions of the studies do not match the hypothesis. That is to say, the Central Dogma that the600

DNA directly controls the expression of RNA which determines the proteins that get expressed means601

that if elements like transposons and non–coding RNA are assumed to be involved in controlling the602

expression of genes, then by the dogma they are regulatory elements that directly control expression.603

Instead, this hypothesis states that they are indicators of cell types, which then result in the regulation604

of genes according to that type via the action of the histone. If correct, that means that some of the605

processes that result in cell typing are misinterpreted. For example, sometimes what is considered DNA606

breakage repair may actually be part of the process of three–dimensional structure determination by607

transposon splicing (Felsenfeld, 2014). Also, studies of gene enhancers need to be interpreted in light of608

this hypothesis. Certain genes are enhanced because the particular cell type at that particular location609

requires it.610

Bacterial transposons may possibly be a precursor to the transposons in multicellular organisms.611

Evolution exapted this mechanism as a way of constructing complex multicellular organisms on top of the612

gross structure of morphogens.613

The Cambrian explosion (Gould, 1990) could be explained by the evolution of a structure mechanism.614

The gross structures appeared before this time, but the creation of the ability to define a fine structure615

could have led to an ability to fine–tune the organism to a particular environmental niche.616
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