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Abstract

Open-ended evolution researchers seek to create systems that
continually produce new evolutionary outcomes, attempting
to reflect the power and diversity of evolution in nature. The
specific metrics used (novelty, complexity, diversity, etc) vary
by researcher, but the holy grail would be a system where any
of these can accumulate indefinitely. Of course, one chal-
lenge that we face in reaching this goal is even recognizing if
we have succeeded. To determine the evolutionary potential
of a system, we must conduct finite experiments; based on
their results we can predict how we would expect evolution
to progress were it to continue. Here we examine how such
predictions might be made and how accurate they might be.
We focus on predicting fitness; this metric is often easy to cal-
culate, and correlated with increases in traits like novelty and
complexity. For each run in a simple digital evolution exper-
iment, we find the best fit to measured values of fitness, and
demonstrate that projecting this fit out usually predicts that
fitness will be constrained by an asymptote. Upon extending
the experiment, however, we see that fitness often far exceeds
this asymptote, belying the boundedness that it implies. Ex-
tending past a premature end point allows us to see beyond
this “boundedness illusion”.

Introduction

Evolution has produced an astounding degree of diversity
in biological life. Current evidence suggests that organisms
have been evolving for approximately 3.8 billion years on
Earth (Mojzsis et al., 1996; Rosing, 1999), and yet evolu-
tionary innovation is far from over. New strains of respi-
ratory diseases circulate yearly (Grenfell et al., 2004; Nel-
son et al., 2007). Populations of predators continuously race
against prey in co-evolutionary cycles, where changes in one
population alter selection pressures on the other, and those
changes in the second population reflect back as new selec-
tion pressures on the first (Abrams, 2000). Even a long-term
laboratory study of E. coli in a simple glucose-limited envi-
ronment provides no evidence of evolution reaching an end-
point (Wiser et al., 2013). Natural systems are thus charac-
terized as undergoing open-ended evolution, showing con-
tinual generation of change, novelty, complexity, and diver-
sity (Taylor et al., 2016).

However, computational evolutionary systems often
seem to show rapid change early followed by stagnation
(Lampinen and Zelinka, 2000; Piotrowski, 2014). After a
sufficient period of little or no change, researchers conclude
that the system has reached an endpoint. Unfortunately,
there are some potential pitfalls to this conclusion. For one,
not all curves that decelerate are bounded. Power law rela-
tionships, which are common in both biology (Clauset et al.,
2009; May, 2006) and physics (Adams et al., 1993; New-
man, 2005), show rapid changes early on, followed by decel-
erating changes. But power law relationships with positive
exponents are not asymptotic; there is no upper limit to the
function the way there is with, say, a rectangular hyperbola.
Secondly, and perhaps more importantly, experiments are,
by nature, finite; they run for a specified period, and stop.
As a field, we often use these experiments to make predic-
tions about what will happen over much longer, sometimes
indefinite, time scales (Sajjad et al., 2016), but these predic-
tions are, by their very nature, extrapolations. Portions of a
curve that look like stagnation when viewed at one scale can
be part of a steep increase when viewed over a larger inter-
val. Further, certain features of an evolutionary trajectory —
for example, a rare event of large magnitude in the midst of
more common events of relatively small magnitude, — may
cause a trajectory to appear bounded, even when the general
pattern is unbounded. We term this discrepancy the “bound-
edness illusion”.

Background
Open-ended Evolution

Is there a fundamental difference between evolutionary dy-
namics in populations of DNA-based organisms and evolu-
tionary dynamics in today’s artificial life systems? If so, any
disparity would be important to understand when drawing
inferences from computational systems. Moreover, figur-
ing out the cause of such a difference would provide insight
into the conditions that are necessary or sufficient to produce
evolution akin to what we observe in nature. These topics
are the focus of research on open-ended evolution (Taylor
etal., 2016).

Peer] Preprints | https://doi.org/10.7287/peerj.preprints.27246v2 | CC BY 4.0 Open Access | rec: 16 Oct 2018, publ: 16 Oct 2018




In order to address these questions, we must first iden-
tify the dynamics that we expect an open-ended evolution-
ary system to exhibit. Previous work has identified several
major categories of relevant dynamics (Taylor et al., 2016;
Dolson et al., 2018) “Unbounded growth in fitness” is not
one of these categories. It is, however, interwoven with all of
them. Over the time frames and population sizes commonly
used in artificial life experiments, unbounded growth in fit-
ness is sufficient to continuously produce change and nov-
elty, as it requires at least an occasional introduction of new,
fitter genotypes. Moreover, most ways of filtering for mean-
ingful evolutionary dynamics rely in some way on fitness.
Previously, we suggested an approach in which genomes
are simplified down to sites that affect fitness (i.e. informa-
tive sites), and populations are filtered to include only those
genotypes that survive for sufficiently long to be meaningful
(Taylor et al., 2016). Unbounded growth in fitness should fa-
cilitate the evolution of new genotypes that pass these filters
and are thus able to contribute to metrics of open-endedness.

Other approaches to quantifying open-ended evolution are
also closely tied to fitness and boundedness. For example,
Bedau et al.’s Evolutionary Activity Statistics classify sys-
tems into groups based on the long-term behavior of three
measurements: diversity, novel evolutionary activity, and
average evolutionary activity per taxonomic group (Bedau
etal., 1998). In order for a system to be classified among the
most open-ended, novel evolutionary activity must be pos-
itive and the other two metrics must be unbounded. While
these metrics do not explicitly measure fitness, unbounded
growth in fitness guarantees that novelty will be positive. In
most cases, it will also result in mean evolutionary activity
being unbounded. Thus, unbounded fitness growth dynam-
ics have clear implications for a system’s open-endedness
under this framework as well. Because of this relationship,
we should be aware that the boundedness illusion may also
apply to the metrics used in evolutionary activity statistics.

Boundedness

Many researchers see fitness in existing computational sys-
tems as inherently bounded (Taylor et al., 2016). In one
sense, there must be a global fitness optimum within a com-
putational system since there are a finite number of possi-
ble organisms. As such, every individual that could exist
has an explicit fitness value for a given computational envi-
ronment, with the highest such value being a fundamental
bound. We could, in principle, rank all of the possible in-
dividuals. By necessity, one of these individuals will be the
most fit, whether individually or tied with one or more oth-
ers. As such, we would expect that as the population reached
this global optimum, fitness gains would eventually stop.
However, the eventual theoretical bound on a population’s
fitness may not translate into a practical bound. The poten-
tial search space in non-trivial computational evolutionary
systems is vast. If the time it would take a system to reach

its upper boundary of fitness, on average, is orders of magni-
tude longer than the experiment, that boundary is likely to be
irrelevant over experimental time scales. Shorter time scales
— even those which are very long by experimental standards
— may show unbounded increases in fitness, regardless of
any theoretical upper bound in the system. Similarly, while
the whole genomic search space of individuals may be tech-
nically ergodic — any state is theoretically reachable from
any other state — how long it would take to transition from
one particular state to another may make the space practi-
cally non-ergodic, even if it theoretically is so.

It is also important to note that certain features may im-
pose theoretical boundaries in ways that do not have a prac-
tical effect. For example, a finite genome length inherently
places an upper boundary on the complexity of an organism.
However, if we repeat the experiment but allow the size of
the genome to change and see no effect on the complexity
of organisms evolved, this theoretical boundary is not exert-
ing pressure on the evolutionary dynamics we observe. That
doesn’t mean that this boundary could never have a practical
effect, but the fact that a theoretical boundary could matter
does not mean that it always does.

Fitness

Selection can act upon many different features to improve
the performance of individuals in a population. Ultimately,
these selected features influence Darwinian fitness, which is
a measure of an individual’s genetic contribution to future
generations. Indeed, biologists measure fitness in terms of
contribution to future gene pools. This fitness can be mea-
sured directly through competitions over generations (Wiser
and Lenski, 2015) or through traits that are components of
fitness but easier to measure than integrated fitness in some
systems. Examples of such fitness components include max-
imum growth rate in a population (Gerstein and Otto, 2011),
number of young fledged (Velmala et al., 2015), or seeds set
(Remold, 2002). In any population subject to selection pres-
sures stronger than drift, the expectation is that, on average,
fitness will increase from one generation to the next (Orr,
2009). How fitness changes over time is tightly linked with
whether the evolution in a system is open ended, or is itself
bounded by an upper value. By focusing our analysis on
fitness, we expect to address a fundamental driver of other
aspects of open-ended evolution as well.

Adaptive Landscapes

To make sense of the vast genetic search space available
in multi-objective optimization, researchers often turn to
the concept of adaptive landscapes. Introduced by Sewall
Wright (Wright, 1932), adaptive landscapes are a heuristic
tool for conceptualizing the relationship between traits and
fitness Fig. 1. Every point along the landscape represents a
combination of trait values. When researchers assign a fit-
ness value to each one of those points, a multidimensional
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Figure 1: Example of a fitness landscape. This landscape
consists of a narrow, high peak, and a broader, shorter peak.
Which peak a population will settle on is partly a function
of the mutation rate (Wilke et al., 2001)

landscape emerges, with peaks or plateaus of high fitness,
and valleys or basins of low fitness. Of course, true fit-
ness landscapes are unlikely to be only 3-dimensional; it
is exceedingly rare for only two traits to influence fitness
(though see (Ganco and Hoetker, 2009) about the use of NK-
landscapes in research). Nevertheless, discussions of the
adaptive landscape are pervasive in the literature in both evo-
lutionary computation (Vassilev and Miller, 2000; Yu and
Miller, 2001; Islam et al., 2012) and evolutionary biology
(Page and Nowak, 2002; Mahler et al., 2013; Martin and
Wainwright, 2013; de Visser and Krug, 2014), with a great
deal of attention paid to how populations can move from a
local optimum to a better optimum despite a region of poor
fitness in between (Covert et al., 2013; Chou et al., 2014;
Kvitek and Sherlock, 2011).

Wright elaborated different landscapes based on either
phenotype or genotype, with the ones based on genotype
more relevant to computational work. Because there are
many sites in a genome, and each site has one or more possi-
ble mutational changes, genotypic landscapes are inherently
highly multidimensional. The landscapes associated with
non-trivial problems will themselves be complex, and thus
have far more than three dimensions. For reasons directly
analogous to how improvements in fitness may be theoreti-
cally bounded but practically unbounded, so too may a fit-
ness landscape be treated as infinite even when it is theoret-
ically finite.

Unlike in biological systems, it is often plausible in a
digital system to quickly gather information about the local
adaptive landscape by systematically measuring the impact
of all possible one- or two-step mutations from a particular
organism (Covert et al., 2013; Lenski et al., 2003). Yet even
this local knowledge of the landscape does not necessarily
provide information about the landscape as a whole; differ-
ent regions of the landscape may have different properties.
From an artificial life perspective, then, it is less the case that
we can use the adaptive landscape to make predictions about

how evolution will proceed than that we can use information
about how evolution has proceeded — and, in particular, from
different evolutionary runs starting at the same point — to in-
fer the shape of the adaptive landscape.

Natural systems rarely, if ever, exist in perfectly static en-
vironments. Changes in the environment may be abiotic,
such as temperature, or biotic, such as changes in predator,
prey, or competiting populations. Changes may even be in-
trinsic to a population, such as when the selective value of a
trait depends on that trait’s frequency. All of these changes
lead to dynamic landscapes, which are beyond the scope of
this paper.

Methods
Study System

Avida is a digital evolution software platform (Ofria and
Wilke, 2004; Ofria et al., 2009). In this software, organisms
are individual programs, written in an assembly-like Turing-
complete language. These organisms reproduce themselves
by execution of their instructions. This reproduction, how-
ever, is not perfect; the user defines rates of mutations,
such as instructions being replaced by other instructions,
new instructions being added, or existing instructions be-
ing deleted. These mutations produce variation within the
population of organisms. The user also creates an environ-
ment for these organisms, defining whether certain behav-
iors are rewarded with additional CPU cycles, and what the
value of this reward is. Organisms have associated fitness
values, which correspond to their expected rate of reproduc-
tion. With mutations as a source of variation, heredity due to
the self-replication of organisms, and selection imposed by
the environment, Avida represents an instance of evolution,
rather than a mere simulation of it (Pennock, 2007).

Experimental Design

We evolved ten populations of digital organisms in an envi-
ronment called logic-77, in which organisms were rewarded
for performing any of 77 distinct 1-, 2-, or 3-input logic tasks
(excluding the simplest 1-input task, Echo, where organisms
output the same number they received as input). Organisms
could perform any combination of these tasks, and be re-
warded for repeating any individual task up to 10 times.
We chose the logic-77 environment for two main reasons.
First, the logic-77 environment is relatively complex, and we
therefore expect there to many different adaptive pathways
available. Secondly, in earlier work we have found evolu-
tion in the logic-77 environment to show substantial varia-
tion across replicate runs (Wiser, 2015), which is an impor-
tant element for our questions. In the first phase, we allowed
these initial ten populations to evolve for 200,000 genera-
tions. In the second phase, we extracted the most common
genotype in each population, and allowed it to evolve for an-
other 200,000 generations to examine long-term dynamics.
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For this second phase of evolution, we ran ten replicate in-
stances of Avida from each of the ten replicates of the first
phase to assess the variability in potential outcomes. In both
phases, we recorded data every 20 generations

Statistical Methods

We fit our data to two distinct mathematical models of fit-
ness change over time. One of the models is a rectangular
hyperbola, of the form

axt
w =
t+b

The other model is a power law, of the form

+1 1

w=(bxt+1)" 2)

In both cases, w is relative fitness (measured fitness divided
by ancestral fitness), a and b are model parameters, and ¢ is
time, measured here in generations. We fit these models with
the nls() command in R version 3.5.1 (R Core Team, 2018).
Before fitting models, we log(base 2)-transformed the fitness
data. We compared our model fits by the difference in BIC
value; note that because both of our models have the same
number of parameters, and are fit on the same underlying
data, the difference in BIC value is formally equivalent to
the difference in AIC value. We used these differences in
BIC values to compare model fits, as outlined in (Raftery,
1995).

Results and Discussion

All evolutionary runs start from the same initial ancestor in
phase 1. From this starting point, differences accrue, as dif-
ferent runs will experience different random events (birth lo-
cations, deaths, mutations, etc.). Sometimes, this variation
has no effect on the phenotype of either the organism or the
population; at other times, it does. Fig. 2 shows that ten
replicate trials evolving from the same ancestor reach ten
different fitness values after 200,000 generations, and they
do so through different trajectories.

For each replicate, we considered two different models
to explain the fitness trajectory. One of them is a bounded
model (Equation 1); in it, fitness will approach, though never
quite reach, an upper limit. In this case, as ¢ approaches in-
finity, the equation approaches a. The other model (Equation
2) is unbounded; in it, the rate of fitness increase decelerates,
but fitness does not have an upper limit. Both of these mod-
els have two parameters, so are of the same complexity. The
specific models considered are taken from a similar analysis
of bacterial data (Wiser et al., 2013). The model fits for this
dataset are presented in Table 1. We are not claiming that
these specific models are the best fit of all possible models,
but merely that they represent simple examples of a funda-
mental difference between a model that is bounded and a
model that is not.

’ Seed \ BIC - Unbounded | BIC - Bounded | Difference

1001 62532 54223 8310
1002 64908 47684 17224
1003 57051 42340 14711
1004 74087 67613 6474
1005 73477 67538 5939
1006 69025 64012 5013
1007 64835 49042 15792
1008 48405 36917 11488
1009 60901 57751 3150
1010 57096 46967 10129

Table 1: Model comparison between the bounded and un-
bounded models for 200,000 generations of evolution from
the original ancestor. The Difference column is the BIC
value for the unbounded model minus the BIC value for the
bounded model. Positive values indicate a better fit for the
bounded model, while negative values indicate a better fit
for the unbounded model. BIC differences >10 are consid-
ered very strong support (Raftery, 1995). Note that values
reported are rounded to the nearest integer, leading to some
rounding differences in the last column

In all ten cases, the data are much better fit by the bounded
model than by the unbounded model. At first glance, this re-
sult would seem to imply that fitness is approaching a max-
imum value that it cannot exceed. However, that logically
cannot be the case. Each organism in each of the popula-
tions is descended from the same original ancestor through
an unbroken chain of viable organisms. As such, there is a
mutational path from any organism in one population to any
organism in another population that passes entirely through
organisms capable of survival and reproduction. This means
that, in theory, any organism has the potential to mutate into
any other organism in this experiment in a stepwise fashion.
The probability of many of these paths will be extremely
low, as they go through extended sections of poor fitness rel-
ative to the existing population, but they are still potential,
viable paths. As such, any population which appears as if it
has an asymptote to fitness lower than the highest population
fitness observed must necessarily be capable of reaching the
same fitness as that highest observed population, and thus
cannot truly be bounded by that asymptote.

We also directly tested whether predictions of upper
bounds of fitness were accurate by taking advantage of a
convenient aspect of digital evolution. We took organisms
from the end of the initial 200,000 generations and used
them as the ancestors for a subsequent 200,000 generations
of evolution (Fig. 3). For each of the ten intermediate ances-
tors, we conducted ten replicate evolutionary runs, for a total
of 100 new runs. If the predictions of an asymptote from the
first phase were accurate, we would expect none of the sub-
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Figure 2: Evolution from the original ancestor. Each line represents one independent evolutionary replicate.

sequent runs to exceed the corresponding asymptote. This is
not the case. Table 2 shows the predicted asymptote for each
initial run, and the highest fitness attained in the subsequent
evolution. In each case, the bounded model predicted lower
long-term fitness than the unbounded model did. In 17 of
100 cases, the predicted maximum fitness was exceeded by
merely doubling the number of generations.

’ 1% Seed \ Pred. Asymptote \ Highest Fit \ # Exceed ‘

1001 52.45 46.39 0
1002 75.73 74.80 0
1003 53.21 59.04 3
1004 82.56 75.26 0
1005 97.02 74.47 0
1006 68.55 70.37 2
1007 72.04 74.52 2
1008 47.22 56.23 4
1009 48.46 72.96 6
1010 47.98 45.18 0

Table 2: Comparisons of predicted asymptotes with highest
realized fitnesses. All values have been log(base 2) trans-
formed. Highest Fit denotes the highest fitness measured in
the subsequent 200,000 generations from an ancestor corre-
sponding to an individual from the end of the first 200,000
generations of evolution. # Exceed indicates how many of
the ten replicates started from that ancestor exceeded this
predicted asymptote in the second 200,000 generations of
evolution.

The results stemming from these intermediate ancestors
fall into several major categories. Broadly speaking, the cat-

egories are cases where 1) the replicates consistently demon-
strate lower fitness than bounded model predicts; 2) the em-
pirical data as a whole are more consistent with the bounded
model, but individual replicates are highly variable; 3) a sub-
stantial fraction of the replicates exceed even the unbounded
model’s predictions. The third category is the least common
of these — only one of the ten initial populations falls into this
category — but the data are evenly split between categories 1
(five replicates) and 2 (four replicates).

For replicates in category 1, such as in Fig. 4A, even the
bounded model from the first 200,000 generations overes-
timates the fitness trajectory in the second 200,000 genera-
tions. In cases like this, the actual populations exhibit fewer
substantial increases in fitness in this second phase, or these
increases are smaller than expected, or both. The lower or
less frequent increases can sometimes be explained directly
by the increases themselves being small or rare in the second
phase. At other times, the increases in the second phase are
substantial, but particularly large or early gains in the first
phase led to an expectation of large or frequent (or both)
increases, beyond what the subsequent data exhibit. Partic-
ularly in the latter cases, later portions of the evolutionary
trajectory appear to better fit the bounded model than the
unbounded model, even though the fitness of populations is
increasing notably. These increases are, however, less than
predicted from the large, early gains, and thus can give the
illusion of boundedness.

In other cases, such as in Fig. 4B, the set of the subse-
quent runs as a whole are better fit by the bounded model,
but many individual runs are not. Instead, some of the sub-
sequent runs achieve notably higher fitness than the bounded
model predicts, while others underperform compared to
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Figure 3: Evolution from intermediate ancestors. Each line represents one evolutionary replicate. Different colors represent
different intermediate ancestors. The colors match those from 2; for example, the run from 2 that produced the red line there is
used as the ancestor for all the lines with the same shade of red in this figure. Note that in this figure, each ancestor is scaled
to its own starting point. Because both this and Fig. 2 have Log 2 y axes, this scaling moves each trajectory down vertically to
start at O in this figure; the magnitude of increase is unaffected
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model expectations. Indeed, in some cases, such as in
Fig. 4C, some of the individual replicates actually better
fit with the unbounded model, even occasionally exceed-
ing this model’s predictions. This category, then, reflects
circumstances where the average across all replicates from
this intermediate ancestor appears to be better described by
a bounded model, but individual replicates show very differ-
ent results.

In the final category, shown in Fig. 4D, not only do many
replicates from the intermediate ancestor exceed the theo-
retical asymptote from the bounded model, they even ex-
ceed the predictions of the particular unbounded model used.
This case shown is a good example of how happenstance can
play a large role in the accuracy of long-term predictions.
The initial run leading to the intermediate ancestor had only
modest changes in fitness between 80,000 and 200,000 gen-
erations, leading to the appearance of a population having
reached a fitness plateau. Yet in only a short time after the
start of evolution from the intermediate ancestor, one of the
replicates experienced a rapid growth in fitness, rising from
a log, fitness of slightly less than 40, to one greater than
60 in a few, rapid increases. Had this rapid increase hap-
pened slightly before the end of the initial phase, rather than
slightly after the start of the second phase, it would have
had a profound impact on both the predictions made and the
subsequent analysis.

Across the whole set of experiments, many of the sub-
sequent evolutionary runs — 83 of 100 — remain below the
theoretical asymptote predicted by the initial 200,000 gener-
ations of evolution. At first glance, this result might seem to
support that these asymptote predictions are largely correct.
That, however, would be a mistake. Firstly, these predictions
are of the maximum fitness the relevant populations could at-
tain; an example of exceeding this limit is sufficient to prove
that the theoretical limit is incorrect. Secondly, these asymp-
totes are predictions of the maximum fitness these popu-
lations would ever be able to attain, given infinite time, if
the pattern of fitness change in the first 200,000 generations
continued. Instead, we are testing these only against an ad-
ditional 200,000 generations. This is a large number of gen-
erations, to be sure, but it is a trivial number compared to the
history of microbes on Earth. Thirdly, we have examples of
populations exceeding these theoretical maximum from five
of the ten intermediate ancestors examined. This result is
not just a case of a small percentage of predicted limits be-
ing routinely exceeded, but instead a case where fully half
of the predicted limits were exceeded at least once — in a set
of only ten replicates each running, as mentioned, for just
twice the initial period.

What features of these fitness trajectories may drive the
boundedness illusion? One striking feature is the large step-
wise increases in fitness available in this environment. Any
time a new task evolves, this has the potential to immediately
double fitness. Moreover, because tasks can be rewarded up

to ten times per organism, a task performed inside a loop
could be rewarded up to 2!°-fold. These large increases in
fitness will occur instantly for the individual experiencing
the mutation, and rapidly for the population, as the large se-
lective coefficient will lead to a rapid selective sweep. These
very large rewards will be far more visible in the fitness tra-
jectory than the more frequent but smaller improvements
that come from more efficient replication, which can lead
to the appearance of fitness being constant, even while it is
increasing, albeit much more slowly. For example, in Fig.
4D — the most extreme case of subsequent evolution exceed-
ing the theoretical asymptote of the bounded model — one
of the ten replicate extensions underwent a series of rapid
increases in fitness almost immediately, resulting in a more
than 22 gain in fitness in this second phase of evolution. Yet
even so, it was eventually superseded by several other repli-
cates from this same intermediate ancestor that took slower
paths toward even higher fitness regions of the landscape.
For any given replicate, there are points at which it seems
that the population has plateaued — this ancestral population
spent more than 100,000 generations at a nearly constant fit-
ness — but these times of apparent stasis do not signify a lack
of future change.

Further, the scale of other changes can obscure real evo-
lutionary improvements. In Fig. 4D, four replicates started
from the intermediate ancestor look as if they have flat tra-
jectories in the second phase. In reality, these four range
from one that declines slightly (j2%), to one that increases
35% over the second 200,000 generations. Changes of
this magnitude are important in biological systems — pop-
ulations in the aforementioned E. coli study increased in
fitness roughly 60-70% over 50,000 generations of adapta-
tion (Wiser et al., 2013) — but are invisible in this graph be-
cause they are dwarfed by the relatively rare but exception-
ally large effects of evolving new functions that are highly
rewarded.

We expect that what we have termed the “boundedness
illusion” exists in almost any open-ended evolving system.
Even in a system that can always generate more novelty or
complexity, there will likely be long periods without obvi-
ous signs of novelty generation or increases in complexity.
As such, sampling within a particular time frame can make
the novelty or complexity of a system appear bounded even
when it is not. As a simple example, if one were to mea-
sure the complexity of life on Earth, but only using the hun-
dreds of millions of years in which unicellular life existed
and multicellular life did not, the complexity of life would
appear to be strictly limited. Yet that limit would be illusory,
as later changes opened vast new regions of the search space
to exploration, leading to massive growth in complexity and
entirely novel niches being created.

Peer] Preprints | https://doi.org/10.7287/peerj.preprints.27246v2 | CC BY 4.0 Open Access | rec: 16 Oct 2018, publ: 16 Oct 2018




Conclusion

Contrary to the views of many in the Artificial Life commu-
nity, we present both logical argument and empirical data
that imply Artificial Life systems such as Avida can ex-
hibit certain open-ended dynamics. Features such as rare,
large effect mutations masking the impact of more fre-
quent, smaller effect mutations can lead to the appearance
of boundedness that is not borne out by subsequent evolu-
tion.

For systems that lack feedback cycles and frequency-
dependence, a global optimal genotype must exist. That
optimum, however, may be so far from an arbitrary start-
ing position that an upper bound does not have an appre-
ciable impact on evolutionary dynamics within the system.
Deceleration in the rate of fitness gain can give a strong im-
pression of fitness being bounded by an upper limit, lend-
ing statistical support to models which have an asymptotic
limit. However, subsequent evolution frequently exceeds
these predicted limits, thereby calling into question the util-
ity of such models. Further, the variation in predicted limits
across different replicates starting from the same point log-
ically implies that, at most, only one of these limits could
be real. Instead, we should be careful to provide evidence
of effective limits to evolution, rather than assume they are
present without adequately demonstrating so. Even better,
we suggest researchers can extend their experiments — either
in time or space — and thus see beyond the “boundedness il-
lusion”.
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