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Motivation 

Recent  advances  in  genome  sequencing  and  biological  data  analysis  technologies  used  in
bioinformatics have led to a fast and continuous increase in biological data. The difficulty of
managing the huge amounts  of  data  currently  available  to  researchers  and the  need to  have
results  within  a  reasonable  time  have  led  to  the  use  of  distributed  and  parallel  computing
infrastructures for their analysis.
Recently, bioinformatics is exploring new approaches based on the use of hardware accelerators
as GPUs. From an architectural perspective,  GPUs are very different from traditional CPUs.
Indeed, the latter are devices composed of few cores with lots of cache memory able to handle a
few software threads at a time. Conversely, the former are devices equipped with hundreds of
cores able to handle thousands of threads simultaneously, so that a very high level of parallelism
can be reached. Use of GPUs over the last  years has resulted in significant increases in the
performance of certain applications. 
Despite GPUs are increasingly used in bioinformatics most laboratories do not have access to a
GPU cluster or server. In this context, it is very important to provide useful services to use these
tools.

Methods 

A web-based platform has been implemented with the aim to enable researchers to perform their
analysis  through  dedicated  GPU-based  computing  resources.  To  this  end,  a  GPU  cluster
equipped with 16 NVIDIA Tesla k20c cards has been configured.
The infrastructure has been built upon the Galaxy technology [1]. Galaxy is an open web-based
scientific workflow system for data intensive biomedical research accessible to researchers that
do not have programming experience. Let us recall that Galaxy provides a public server, but it
does not provide support to GPU-computing. 
By default, Galaxy is designed to run jobs on local systems. However, it can also be configured
to run jobs on a cluster. The front-end Galaxy application runs on a single server, but tools are
run  on  cluster  nodes  instead.  To  this  end,  Galaxy  supports  different  distributed  resource
managers with the aim to enable different clusters. 
For the specific case, in our opinion SLURM [2] represents the most suitable workload manager
to manage and control jobs.  SLURM is a highly configurable workload and resource manager
and it is currently used on six of the ten most powerful computers in the world including the Piz
Daint, utilizing over 5000 NVIDIA Tesla K20 GPUs.

Results

GPU-based tools [3] devised by our group for quality control of NGS data have been used to test
the infrastructure. Initially, this activity required to make changes to the tools with the aim to
optimize  the  parallelization  on  the  cluster  according  to  the adopted  workload  manager.
Successively,  the  tools  have  been  converted  into  web-based  services  accessible  through  the
Galaxy portal. Currently, we are working to optimize the workload manager configuration. As
for future work, we planned to share through Galaxy other GPU-based tools for NGS analyses
released by our group [4][5] as well  as specialized workflows created using these and other
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validated tools imported from the Galaxy ToolShed repository.  These activities will be carried-
out through the European ELIXIR project. 
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