
A review of KDD99 dataset usage in intrusion detection and
machine learning between 2010 and 2015

Although KDD99 dataset is more than 15 years old, it is still widely used in academic

research. To investigate wide usage of this dataset in Machine Learning Research (MLR)

and Intrusion Detection Systems (IDS); this study reviews 149 research articles from 65

journals indexed in Science Citation In- dex Expanded and Emerging Sources Citation

Index during the last six years (2010–2015). If we include papers presented in other

indexes and conferences, number of studies would be tripled. The number of published

studies shows that KDD99 is the most used dataset in IDS and machine learning areas,

and it is the de facto dataset for these research areas. To show recent usage of KDD99 and

the related sub-dataset (NSL-KDD) in IDS and MLR, the following de- scriptive statistics

about the reviewed studies are given: main contribution of articles, the applied algorithms,

compared classification algorithms, software toolbox usage, the size and type of the used

dataset for training and test- ing, and classification output classes (binary, multi-class). In

addition to these statistics, a checklist for future researchers that work in this area is

provided.
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(2010–2015). If we include papers presented in other indexes and conferences,
number of studies would be tripled. The number of published studies shows
that KDD99 is the most used dataset in IDS and machine learning areas, and it
is the de facto dataset for these research areas. To show recent usage of KDD99
and the related sub-dataset (NSL-KDD) in IDS and MLR, the following de-
scriptive statistics about the reviewed studies are given: main contribution of
articles, the applied algorithms, compared classification algorithms, software
toolbox usage, the size and type of the used dataset for training and test-
ing, and classification output classes (binary, multi-class). In addition to these
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1 Introduction

Internet, mobile, e-commerce, PC based communication, and information sys-
tems have become parts of daily life. Wide usage of these systems makes
communication easier, increases data transfer and information sharing, and
improves life quality. Although these systems are used in many fields, they
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suffer from the various attacks such as viruses, worms, Trojan horses. Due to
importance of these systems, these attacks must be identified and stopped as
soon as possible. Research about finding attacks and removing their effects
have been defined as Intrusion Detection Systems (IDS).

IDS studies can be considered as a classification task that separates normal
behavior of networks from attacks. After the first paper about IDS [7], hun-
dreds of studies have been published in this domain. Among other techniques,
machine learning and data mining algorithms are widely used in IDS. Most
of these algorithms are based on the assumption that problem space does not
change very fast. But in IDS domain, attackers continuously change and im-
prove their capabilities [22]. Due to this reason, even though machine learning
and data mining algorithms are very successful in other domains, their perfor-
mance decreases in IDS. Thus, IDS is an unsolved problem since this domain
is an evolving problem [22].

Similar to other classification and clustering problems, IDS algorithms
need training dataset to properly function. Although common and standard
datasets are available for other fields, there is no recent and common dataset
for IDS. Lack of a common and recent dataset for IDS research, has been
mentioned by numerous studies [1, 22, 3]. Recent reviews [5, 10] also identify
this problem as a research gap. Therefore, KDD99 is the most used dataset in
IDS domain [9, 14, 23].

KDD99 dataset, created in 1999, is very old for IDS studies[3]. Nonetheless,
it has been used in many studies during last 16 years, and cited in many
studies —Reference article for KDD99 preparation [15] has been cited 873
times according to Google Scholar (February 2016). Moreover, 149 research
articles that used KDD99 were published in Science Citation Index Expanded
(SCIE) and Emerging Sources Citation Index (ESCI) journals between 2010
and 2015, Figure 1. Figure 1 shows that KDD99 has been frequently used in
IDS or similar studies. According to results, KDD99 dataset is primarily used
in IDS and machine learning research. Additionally, this dataset also has been
used in other domains, such as feature selection and data streams. Regarding
to Figure 2, based on the 149 published studies, 142 of them has been applied
in either in IDS or in machine learning, and 118 indexed articles use two
domains in the same study. These numbers shows that the main intersection
of machine learning research, IDS, and information security is KDD99 dataset.

As presented in the study [2], investigating one of the most used datasets
and considering applied approaches can be a subject of a research in the applied
area. In a similar way, although KDD99 has been used in many IDS and
machine learning studies, there is not a review study to evaluate and analyze
the published research and answer the following questions:

– Which machine learning algorithms and IDS methods are used mostly?
– What is the training and testing dataset usage in the published studies?
– What are the sizes of training and testing dataset in proposed studies?
– How many classes have been considered in IDS classification?
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Fig. 1 KDD99 Dataset Usage By Years.

Fig. 2 Machine Learning and IDS Usage in this Review. Total of 142 articles use KKD99
in either Machine Learning or IDS between 2010 and 2015 from 149 research articles.

– Which performance metrics have been used to measure the results of the
classification?

– Which software tools have been used for implementation and comparison?
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To answer these questions, the proposed study reviews 149 studies from
2010 to 2015 focusing on KDD99 usage statistics. The authors think that the
results of the proposed study will be useful for the other researchers who plan
to use this dataset in IDS or machine learning studies.

This review differs from the previous review articles considering following
aspects: First, most of the reviews in this domain try to include critical papers
and explain major approaches. In contrast, our study tries to be comprehen-
sive. Second, only articles from 65 journals (SCIE and ESCI) are included,
Table 11. No conference articles are included in this study. We believe that
our study includes almost all of SCI-indexed studies that used KDD99 be-
tween 2010–2015. Third, comprehensive descriptive statistics about KDD99,
machine learning and IDS are given. Some of these statistics are as follows:

1. KDD99 has been analyzed considering number of output classes, training
and testing datasets in reviewed studies, Table 4 and Table 5.

2. Main contribution that concerns on the applied method using KDD99. The
applied methods may be clustering, classification, feature selection/reduction
algorithms. All the applied methods in the focused period has been evalu-
ated and presented in Table 3.

3. The usage frequency of machine learning and IDS algorithms has been
presented in Table 6 and discussed in detail.

4. Proposed algorithms are implemented and compared with standard algo-
rithms using variety of software packages (Table 8).

5. Training and testing dataset sizes and classification types (binary, multi-
class).

6. Most of the reviewed articles compare their proposed method with other
classifiers. These classifiers have been shown in Table 7 and discussed.

7. Although, KDD99 and related sub-set have been used in recent studies,
some studies compared their results with other datasets, Table 9.

8. Categorizing the main theme of the published article in three main groups
as Machine Learning, Anomaly Detection or Alert Correlation has been
presented in Figure 7.

Finally, considering collected statistics, strengths and weaknesses of re-
viewed articles, a checklist is provided.

The findings of this review would be useful for researchers who may want
to use KDD99 or a similar big dataset in their research since KDD99 is one of
the biggest datasets in UCI repository.

The remainder of the paper is organized as follows: Section 2 considers
similar related reviews. Section 3 gives definitions and history of DARPA,
KDD99 and NSL-KDD datasets. Section 4 gives a general machine learning
model while using KDD99, and evaluates contribution of reviewed articles
considering the structure of the presented model. Section 5 gives descriptive
statistics about general KDD99 usage with figures and tables. Section 6 sug-
gests a checklist considering common mistakes and strengths points of the
reviewed articles for further studies in order to improve the quality of similar
studies. Finally, section 7 discusses the results of this review.
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2 Related Reviews About KDD99 and Intrusion Detection

Most of the IDS reviews try to find prominent papers about the subject and
summarize them. This approach provides fast learning opportunity for the
reader. In contrast to previous review studies, this study follows a different
approach, and tries to provide descriptive statistics for who want to use KDD99
in their research.

One of the most similar review to ours has been presented by [24] in Expert
Systems with Applications in 2009. Their study evaluated 55 articles between
2000 and 2007 that focused on intersection of IDS and machine learning. First,
they give definition of the most used single classifiers in machine learning for
IDS containing k-nearest neighbor, support vector machines, artificial neural
networks, self-organizing maps, decision trees, naive bayes, genetic algorithms,
fuzzy logic, hybrid classifiers, and ensemble classifiers. Second, they provide
yearly statistics for these categories. Third, they investigate the used dataset
in the proposed period. According the study, KDD99 has been used nearly
60% of the published studies. To expand the published review that included 55
articles, our study reviews 149 articles (Section 5), and includes more statistics.

[14] reviewed usage of swarm intelligence techniques in IDS. From these
methods, ant colony optimization, ant colony clustering and particle swarm
optimization has been compared in their review. Only descriptive statistic
included in their study was performance comparison of swarm intelligence
techniques in IDS.

[9] have reviewed intersection of feature selection and intelligent algo-
rithms in Intrusion Detection. For feature selection, gradually feature removal
method, modified mutual information-based feature selection algorithm, CRF-
based feature selection, and wrapper based genetic feature selection methods
have been compared. Regarding to classification techniques, [9] compares neu-
ral networks, genetic algorithms, fuzzy sets, rough sets, Neuro-Fuzzy, fuzzy-
genetic algorithms and particle swarm optimization. They did not give any
statistics that compare reviewed methods in their review.

[25] surveyed artificial immune systems in IDS. They reviewed concepts
antibody/antigen encoding, generation algorithm, evolution algorithm but did
not provide any statistics about the reviewed articles.

[8] surveyed evolutionary and swarm intelligence algorithms in network
intrusion detection using DARPA and KDD99. They investigated usage of
genetic algorithms, genetic programming, ant colony optimization and swarm
optimization for different stages of IDS. In their study, the authors presented
few descriptive statistics for evaluating the reviewed articles. First statistics
is commonly used fitness functions, second statistics is articles’ dataset usage.
Third statistics is the applied algorithm, and the last statistics is detection
rate of the applied algorithm.

Although the published and reviewed studies show IDS and Machine Learn-
ing is an active research topic in IDS, and KDD99 is the most used dataset,
they do not provide enough statistics that shows how these methods are ap-
plied to KDD99. This study tries to present more comprehensive study to
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find satisfactory answers to mentioned questions by giving more statistics and
checklist for guidance.

3 Datasets: DARPA, KDD99, and NSL-KDD

Figure 3 and Table 1 give overall summary for related datasets in this study
—DARPA, KDD99, and NSL-KDD. DARPA is a base raw dataset. KDD99
is the feature extracted version of DARPA dataset. NSL-KDD is the dupli-
cates removed and size reduced version of KDD99 dataset. Dataset statistics
extracted from reviewed articles are given in Section 5.

Fig. 3 The relation between main and extracted datasets. KDD99 is created from
DARPA, NSL-KDD is created from KDD99.

Table 1 DARPA, KDD99, NSL-KDD Datasets Information

Name Training Size Testing Size Note

DARPA 99 6.591.458 kb (6.2gb) 3.853.522 kb (3.67gb) Base Dataset. Raw TCP/IP Dump files
KDD99 4898431 311029 Features extracted and preprocessed for machine learning
NSL-KDD 125973 22544 Duplicates removed, size reduced

3.1 DARPA Dataset

First DARPA-sponsored IDS-event was accomplished by MIT Lincoln LAB
in 1998 [6]. In this DARPA event, an attack scenario to Air-Force base is
simulated. One year later, in 1999, they repeated the same event [16] with im-
provements suggested by computer security community [17]. DARPA dataset
consists of host and network dataset files. Host dataset, IDS bag, is small
dataset that contains system calls, and is less used than its network counter
part. Network dataset consists of seven weeks of raw TCP/IP dump files. Since
DARPA dataset consists of raw files, researchers need to extract features from
these files to use them in machine learning algorithms. First two weeks were
attack free; therefore, it is suitable for training anomaly detection algorithms.
Next five weeks, various attack was used against simulated air-force base, [13].
KDD99 dataset was created from DARPA network dataset files by Lee and
Stolfo [15] in this competition.
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3.2 KDD99 Dataset

Lee and Stolfo [15], one of the participating teams of the DARPA event, gave
their feature extracted and preprocessed data to Knowledge Discovery and
Data Mining (KDD) yearly competition [11]. Pfahringer [20] won KDD 99
competition using mixture of bagging and boosting. Most articles compare
their results with winner’s result [20]. KDD99 can be easily used in machine
learning dataset; therefore, it is much more used in IDS and general research
than DARPA dataset.

KDD99 has following characteristics:

1. It has two week’s of attacks-free instances and five week’s of attack in-
stances, making it suitable for anomaly detection.

2. Output classes are divided to 5 main categories: These are DOS (Denial of
Service), Probe, R2L (Root 2 Local), U2R (User 2 Root) and Normal.

3. Dataset contains 24 attack types in training and 14 more attack types in
testing for total of 38 attacks. These 14 new attacks theoretically test IDS
capability to generalize to unknown attacks. At the same time, it is hard
for machine learning based IDS to detect these 14 new attacks [21].

4. It is heavily imbalanced dataset to attack instances. Approximately 80%
percent of flow is attack traffic (3925650 attack instances in total 4898430
instances). Normally, typical network contains approximately 99.99% per-
cent of normal instances. KDD99 violates this principle. Most articles needs
to re-sample dataset to conform to typical network normality assumption,
particularly anomaly detection articles.

5. U2R and R2L attacks are rare in KDD99 (Table 2).
6. Duplicate records in both training and testing datasets bias results for

frequent DOS attacks and normal instances.
7. KDD99 is a large dataset for most machine learning algorithms; therefore,

most studies use a small percentage of it.

Table 2 KDD99 Attack Distribution

Training Size ( %) Test Size ( %)

Normal 972781 19.85 60593 19.48
DOS 3883390 79.27 231455 74.41
Probe 41102 00.83 4166 01.33
U2R 52 00.001 245 00.07
R2L 1106 00.02 14570 04.68

Total 4898431 100 311029 100

KDD99’s numerous shortcomings with respect to IDS is well documented
in literature, [22, 19, 18, 4, 3].
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3.3 NSL-KDD Dataset

To reduce deficiencies of KDD99 dataset for machine learning algorithms,
Tavallaee et al. [23] introduced NSL-KDD dataset. NSL-KDD has been gener-
ated by removing redundant and duplicate instances, also by decreasing size
of dataset. Since it is a re-sampled version of KDD99, IDS deficiencies remain
in NSL-KDD.

4 General Machine Learning Work Flow Using KDD99

Fig. 4 General Machine Learning Flow Chart. Almost all of the reviewed articles
make their contribution in steps 2a-2d and 3a-3d. Table 3 shows article counts for these
contributions.

Figure 4 shows general machine learning work flow using any dataset. This
work flow contains 3 main steps relevant to our discussion. These are step
(1) feature extraction, step (2) preprocessing, and (step 3) training machine
learning model. Normally, feature extraction step (1) is the most important
step in machine learning. As KDD99 is a feature extracted dataset, this step
is unnecessary.

Most reviewed studies made their contributions to preprocessing step (2) or
training machine learning model step (3). For Step (2) preprocessing, reviewed
articles used 4 different techniques: (2a) Feature Selection, (2b) Feature Re-
duction, (2c) Clustering, and (2d) Hybrid Approaches. Feature selection (2a)
is using various algorithms to reduce number of existing 41 features. Feature
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Table 3 Evaluating the reviewed articles regarding to machine learning model
Figure 4

Contribution(Novelty) Article
Count

Figure 3

Hybrid 50 (2d-3a)
New Classifier Algorithm 45 (3d)
Feature Reduction 38 (2b)
Feature Selection 34 (2a)
New Anomaly Detection Algorithm 33 (3d)
New Optimization Algorithm 25 (2d-3a)
Layered 23 (3c)
New Clustering Algorithm 19 (2c)
Ensemble 14 (3b)
Agent Based 12
Data Streams 7

Transform (2b) is to change feature space of dataset to another space. For ex-
ample, principal component analysis is a popular choice among reviewed stud-
ies(Table 6). Clustering (2c) is reduce features or instances using a clustering
algorithm, for example k-means clustering. Hybrid Approaches (2d-3a) is using
combination of two different algorithms for preprocessing or training machine
learning model step. Most of the time, a feature selection/reduction/machine
learning algorithm is hybridized with an optimization algorithm (for example:
particle swarm optimization).

For Step (3) training machine learning model, reviewed articles used 4
different type of techniques: (3a) Hybrid Approaches, (3b) Ensemble, (3c)
Layered, and (3d) New Algorithm Classifier. An example of Step (3a) Hybrid
Approaches is training a neural networks with genetic algorithms instead of
back propagation. Ensemble approach, Step (3b), is a parallel combination of
different machine learning algorithms. Layering, Step (3c), is a serial combina-
tion of different machine learning algorithms. New Algorithm Classifier, Step
(3d), means the applied algorithm may be entirely new or used the first time
in IDS.

According to given work flow, contributions of the most reviewed articles
may be more than two. For example, using a new optimization algorithm for
feature selection and classification is counted as both feature selection and
hybrid in this review. Also, using principal component analysis for feature
reduction and using optimization algorithm to train a classifier is counted as
both hybrid and feature reduction. Table 3 shows categorization of articles
according to the work flow.

5 KDD99 Descriptive Statistics

Different from previous review studies, we present more descriptive statistics to
evaluate published studies in focused period. Therefore, the following statistics
has been extracted from the reviewed 149 studies:

1. Classification output classes
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2. Training and Testing Dataset Usage
3. Cross Validation
4. Dataset sizes used in training and testing machine learning algorithms
5. Applied algorithms in proposed method
6. Classifiers used for comparison
7. Software Toolbox Usage
8. Other Datasets used in Reviewed Studies
9. Performance Metrics used in Experiments

10. IDS vs Not IDS
11. Main IDS Type according to study

These descriptive statistics are presented using figures and tables and has
been discussed in detail.

5.1 Classification Output Classes in the Reviewed Studies

The output classes can be binary or multi classes when machine learning al-
gorithms are applied to the KDD99. Table 4 shows output classes in reviewed
articles. Multi class 5 are DOS,Probe,Normal,U2R and R2L as explained in
Section 3.2. Multi Class X selects subset of 23 classes of KDD99, for exam-
ple 7 attacks and normal and give results for 8 output. These studies are not
comparable to other studies.

Table 4 Comparison of the published studied based on classification output
classes.

Classification Output Article
Count

Binary (Attack/Normal) 124
Multiclass 5 (DOS/Probe/U2R/R2L/Normal) 49
No Binary: Gives other result 9
Multi Class X (Subset of 23) 22

5.2 Training and Testing Dataset Usage

Normally, in machine learning studies, datasets should be divided to train-
ing and testing datasets. Machine learning algorithms should be trained on
training dataset and be tested on test dataset that is entirely separate from
training datasets. Considering this usage, DARPA, KDD99 and NSL-KDD
datasets contains two parts, training and testing. As mentioned before these
two parts have different attacks and different probability distributions. Train-
ing a machine learning algorithm in a subset of KDD99 training dataset; then,
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Table 5 Confusion Matrix for Training and Test Set Usage. Normally, only diagonal
of matrix should have values, but most of the reviewed studies use KDD99 training dataset
for both testing and training purposes.

KDD99

Training Test

Reviewed Study
Training 146 5
Test 113 38

testing trained model in another subset gives optimistic results. Generally, ma-
chine learning algorithms should be trained on KDD99 training dataset and
tested on KDD99 testing dataset.

Table 5 shows training and testing dataset usage in reviewed articles. Most
reviewed articles (146) used KDD99 training dataset for training; but, 5 ar-
ticles behaved differently. These 5 articles either merged training and testing
dataset then re-sampled or used training dataset for testing purposes. The
main reason for this application is to reduce difference between training and
testing dataset. Only about 23% of reviewed articles (38) used real testing
dataset. Others (113) used KDD99 training dataset as both testing and train-
ing purposes. This application provides optimistic results for these studies.
Table 5 shows that most of the literature have used re-sampled version of
KDD99 training dataset for both training and testing.

5.3 Cross Validation

K-fold cross validation is one of the suggested techniques in training machine
learning models. Among the reviewed 149 studies, only 32 (%21) studies ap-
plied cross validation, while 117 (%79) studies did not apply cross validation.

5.4 Dataset sizes used in training and testing machine learning algorithms

In this review, 12 articles claimed KDD99 is a large dataset for machine learn-
ing research and used smaller subset of full dataset. Figure 5 and Figure 6
shows that training and testing dataset usage is skewed to small sizes. That is,
most articles worked with small dataset sizes in reviewed studies. The smallest
10 training datasets contains 200 to 1000 instances, while smallest 10 testing
datasets contains 80 and 1000 instances. These numbers are small compared
to full size (4.9 Million instances) of KDD99 dataset. Using very small dataset
sizes may be unacceptable from viewpoint of statistical analysis.

Figure 6 shows testing dataset sizes used in reviewed articles. Only usage of
less than full size (311029 instances) of testing dataset are shown in Figure 6.
About 15 study used larger numbers for testing, and all of them were data
stream studies.
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KDD99 Training Dataset is used 159 times for all sizes

KDD99 Training Dataset is used 54 times for sizes less than 10.000

KDD99 Training Dataset is used 53 times for sizes between 10.000 and 100.000

Fig. 5 KDD99 Training Usage Sizes. Most of the usage is with low sizes.
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Fig. 6 KDD99 Testing Usage Sizes. Most of the low size usages comes from resampling
of KDD99 Training dataset.

5.5 Applied algorithms in proposed method

Various algorithms have been used in KDD99 based IDS research. Table 6
shows algorithms that are used in proposed methods in reviewed studies. If
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a classifier, for example support vector machines, is used for comparison pur-
poses, it is included in Table 7.

Table 6 Most used Algorithms in Proposed Methods.

Name Article
Count

Support Vector Machines 24
Decision Tree 19
Genetic Algorithm 16
Principal Component Analysis 13
Particle Swarm Optimization 9
k-nearest neighbors 9
k-means clustering 9
Naive Bayes 9
NeuralNetworks(MultiLayerPerceptron) 8
Genetic Programming 6
Rough Sets 6
Bayesian Network 5
Random Forest 5
Artificial Immune System 5
Fuzzy Rules Mining 4
NeuralNetworks(SelfOrganizingMap) 4

5.6 Classifiers used for comparison

Generally, most studies compare their results with other methods in their ex-
periments. In KDD99 based machine learning research, most comparisons are
made against other classifiers. Table 7 shows classifiers used for comparison
in the reviewed studies. Some rare articles in this review were not machine
learning articles, even though they use KDD99. These rare articles did not
compare their suggested approaches with other classifiers. Also, some arti-
cles that proposed new methods for IDS, have not compared their proposed
method with other classifiers. For these two types of articles, Table 7 includes
None. For Literature entries, some articles did not compare their methods and
their datasets using software toolboxes but only reported literature results. In
our opinion, all machine learning IDS articles should use software toolboxes
(Table 8) to compare their methods with common methods instead of only re-
porting literature results. Main reason for this advice is science reproducibility
since every article is a bit different (sampling strategy, randomize seed, and
different sizes for datasets).

5.7 Software Used in Reviewed Studies

Many software toolboxes has been used in IDS studies. Table 8 summarizes
software used to implement or compare algorithms in the articles. Most arti-
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Table 7 Classifiers used for comparison in Experiments.

Classifier Article Count

Support Vector Machines 33
Naive Bayes 31
None (Not compared with other methods) 21
Decision Tree(J48) 21
k-nearest neighbors 20
Literature (results are given without experimental comparison) 19
Decision Tree 14
NeuralNetworks(MultiLayerPerceptron) 14
Bayesian Network 13
Random Forest 10
NeuralNetworks(SelfOrganizingMap) 7
NeuralNetworks(RadialBasisFunction) 7
K-Means 6
Rule Based Learner(JRipper) 5
Adaboost 5
Naive Bayes Tree 4
Decision Tree(C4.5) 4
PART 4
Decision Tree(CART) 4
Bagging 3
Random Tree 3

cles (78) did not give any information about applied software. This restricts
reproducibility of applied method. Based on Table 8, Weka is widely used for
classifier comparison even if it is not used for implementation. Matlab and
Libsvm are also used for comparison. Most of the proposed methods are im-
plemented using general purpose programming languages. As a remarkable
note, although Python (2) and R (1) are touted as language of data science
and machine learning [12], they were among the least used tools.

Table 8 Software used in Reviewed Articles. Weka, Matlab, and Libsvm are used for
comparison purposes. General purpose programming languages are used for implementation.
Software that are used less than two is not included.

Software Tool/Package Article Count

No Information(software used is unclear) 78
Weka 34
Matlab 26
Libsvm 9
Java 7
C++ 5
CSharp 3
Pascal;Hadoop;Python;MOA 2 for each
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5.8 Different datasets used in reviewed studies

In addition to KDD99, different datasets were also used in the reviewed arti-
cles, Table 9. Non IDS datasets in this review show that KDD99 is used as just
another dataset in some studies. NSL-KDD is re-sampled version of KDD99 as
it is explained in Section 3.3. Some studies used both NSL-KDD and KDD99,
while others used only NSL-KDD dataset. Other IDS datasets —ISCX, Kyoto
— are only used 3 times, about 2% of all articles in Table 9. This shows lack
of recent IDS dataset.

Table 9 Most used Datasets. * denotes IDS datasets. Datasets that are used less than
three is not included.

Dataset Name Article Count

KDD99* 133
NSL-KDD* 23
DARPA* 9
Iris 8
Glass 5
Breast Cancer 5
Synthetic Data 5
Poker Hand 5
Image Segmentation 3
ISCX* 3
Wine 3
Kyoto* 3

5.9 Performance Metrics Used in Reviewed Studies

Various performance metrics can be used to evaluate to machine learning al-
gorithms. Table 10 summarizes which metrics are provided in the 149 articles
reviewed. Detection rate is most consistent metric provided; although some
articles fail to provide this metric. For example, some articles gave figures
for their detection rate but did not give a number; therefore, reader has to
guess about its value. Other articles gave 5-class detection rates but did not
give overall detection rate for comparison. If researcher would like to compare
given result with other articles, it is often impractical since dataset sizes differ
greatly from article to article. Some articles gave detection rate by class but
failed to provide number of class instances therefore it is impossible to get
single detection rate for attack versus normal.

Some articles did not present information about used testing dataset. Ma-
chine learning algorithms get different results in KDD99 train and testing
dataset as mentioned in Section 3.2. Therefore; it is important for articles
that use KDD99 to indicate if they used training or testing dataset of KDD99.

Other performance metrics differ widely in our reviewed articles. Computa-
tional Complexity metrics were not given in most of the articles. Also training
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Table 10 Performance Metrics Used. Usage of performance metrics are highly irregu-
lar. Some articles does not give any metric(*).

Performance Metric Article Count

Detection Rate 134
False Positive(False Alarm) 70
Training Time 44
Testing Time 28
ROC-Curve 24
False Negative 22
Confusion Matrix (5 class) 20
True Positive 20
Error Rate 13
Precision 13
F-Measure 13
Recall 12
True Negative 11
Number of Selected Features 10
Correlation Coefficient 9
Cost Per Example 9
ROC-Area Under Curve 8
Sensitivity 7
Specificity 7
Root Mean Square Error 6
None* 5
Memory Usage 5

time was given 44 (%29) times , and testing time was given 28 (% 18) times.
Considering importance of these two metrics, their usage is low.

Generally, we suggest that following metrics are provided in the results.
If the study is multi-class, multi-class versions and binary versions should
be provided together. (1) Detection Rate, (2) Confusion matrix, (3) Training
Time, (4) Testing Time, (5) Computational Complexity for newly proposed
methods.

5.10 Main IDS Type according to study

Figure 7 shows which IDS methodologies are used in the collected articles. To-
tal count is more than 149, since most articles use more than one methodology.
KDD99 is a popular choice for both machine learning and anomaly detection
studies.

5.11 IDS vs Not IDS Studies

Figure 8 shows how many articles claim that they are IDS studies among the
reviewed articles. Even though, IDS articles are majority, number of Non IDS
articles shows that KDD99 is also widely used in other domains.
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Fig. 8 IDS and Not IDS articles in 2010–2015. KDD99 is mostly used in IDS studies;
but, some studies use it also, especially feature selection and data streams studies.

6 A Suggested Checklist for Avoiding most Common Mistakes in
IDS and MLR

After evaluating 149 studies from the SCI-indexed 65 journals, the authors
suggest a checklist for researchers who want to apply a machine learning or
IDS method using KDD99 or other large dataset. The suggested checklist
has been provided considering common mistakes and strengths points of the
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reviewed studies. The suggested instructions could be useful for future studies
in a similar area. The instructions are as follows:

– Point out training and test dataset clearly.
– If the target dataset is KDD99, identify if full dataset or a portion of

dataset is used.
– Specify train, test dataset and validation dataset sizes in a table.
– Increase reproducibility of the study by giving software package, re-sampling

strategy, and random seeds.
– To evaluate the classification result, provide confusion matrix, detection

rate, training time and testing time.
– Compare the result of the proposed approach with other most used meth-

ods.
– Determine the number of output classes. For KDD99 using 5 or 23 classes

will be preferred.

7 Conclusion

In the proposed study, 149 recent studies using KDD99 dataset between 2010
and 2015 have been reviewed. A different review process is followed from pre-
vious reviews in the same area. Instead of finding the major contributions to
the area, descriptive statistics are extracted. Review results show the following
findings. First, even though KDD99 is an 17-years-old dataset, it is still widely
used in IDS and machine learning research. Second, decision tree derivatives
and support vector machines are most applied algorithms. Third, Weka and
Matlab are the most used software toolbox, even though most studies did
not give information about software usage. Fourth, detection rate is the most
used performance metric to show classification quality. Additionally, consider-
ing common errors and strengths of the reviewed works, a checklist has been
suggested to improve the research quality in similar areas.
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