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EDITORIAL

There are several types of presentations at the German Conference on Bioinformatics (GCB): original research (proceedings track), highlights, posters, and, for the first time in 2015, junior research group presentations.

This document collects the abstracts of invited presentations, of the junior research groups and of research highlights from the past year that were presented at GCB 2015. The program committee accepted 8 out of 10 submitted highlight abstracts and 6 out of 8 submitted junior research group presentations.

As junior research group presentations are new to the conference, we would especially invite feedback about this new track, in addition to other feedback you may have about the conference.
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Invited Talks
Modelling Coverage in RNA Sequencing

Arndt von Haeseler
Max F. Perutz Laboratories, Center for Integrative Bioinformatics Vienna (CIBIV)
http://www.cibiv.at/~haeseler/

RNA sequencing (RNA-seq) is the method of choice for measuring the expression of RNAs in a cell population. In an RNA-seq experiment, sequencing the full length of larger RNA molecules requires fragmentation into smaller pieces to be compatible with limited read lengths of most deep-sequencing technologies. Unfortunately, the issue of non-uniform coverage across a genomic feature has been a concern in RNA-seq and is attributed to preferences for certain fragments in steps of library preparation and sequencing. However, the disparity between the observed non-uniformity of read coverage in RNA-seq data and the assumption of expected uniformity elicits a query on the read coverage profile one should expect across a transcript, if there are no biases in the sequencing protocol. We propose a simple model of unbiased fragmentation where we find that the expected coverage profile is not uniform and, in fact, depends on the ratio of fragment length to transcript length. To compare the non-uniformity proposed by our model with experimental data, we extended this simple model to incorporate empirical attributes matching that of the sequenced transcript in an RNA-seq experiment. In addition, we imposed an experimentally derived distribution on the frequency at which fragment lengths occur.

We used this model to compare our theoretical prediction with experimental data and with the uniform coverage model. If time permits, we will also discuss a potential application of our model.

This is joint work with Celine Prakash, Florian Pflug and Luis Felipe Paulin Paz.
LoRDEC: a tool for correcting errors in long sequencing reads

Eric Rivals
Laboratoire d’Informatique de Microélectronique et de Robotique de Montpellier (LIRMM) and Institute of Computational Biology (IBC) CNRS and Université de Montpellier, France

http://www.lirmm.fr/~rivals/

High-throughput DNA/RNA sequencing is a routine experiment in molecular biology and life sciences in general. For instance, it is increasingly used in the hospital as a key procedure of personalized medicine. Compared to the second generation, third generation sequencing technologies produce longer reads with comparatively lower throughput and higher error rate. Those errors include substitutions, indels, and they hinder or at least complicate downstream analysis like mapping or de novo assembly. However, these long read data are often used in conjunction with short reads of the 2nd generation.

I will present a hybrid strategy for correcting the long reads using the short reads that we introduced last year. Unlike existing error correction tools, ours, called LoRDEC, avoids aligning short reads on long reads, which is computationally intensive. Instead, it takes advantage of a succinct graph to represent the short reads, and compares long reads to paths in the graph. Experiments show that LoRDEC outperforms existing methods in running time and memory while achieving a comparable correction performance. It can correct both Pacific Biosciences and MinION reads from Oxford Nanopore.

LoRDEC is available at http://atgc.lirmm.fr/lordec. This is joint work with L. Salmela and A. Makrini.
From sequence analysis to graph analysis

Veli Mäkinen
Department of Computer Science, University of Helsinki
http://www.cs.helsinki.fi/u/vmakinens/

The abstraction of a genome as a linear sequence has created a vast sequence analysis literature with plethora of interesting subproblems defined and often algorithmically optimally solved; recent results in compressed indexing provide linear time sequence analysis functionality even in space close to what an input sequence occupies. One could say it is time to move on to more realistic abstractions of genomic content. This talk explores what happens to a selected classical sequence analysis tasks when labeled directed acyclic graphs (labeled DAGs) are used as inputs. Applications in partially phased diploid genomes, pan-genomes, and splicing graphs, are discussed. Some algorithms for the new problems are presented. The talk concludes with a list of open problems to summarize what needs to be achieved in order for the theory of labeled DAG analysis to reach completion similar to sequence analysis.
ELIXIR Europe:
the European life science infrastructure for biological data

Andrew Smith
EMBL-EBI / ELIXIR Europe
https://www.elixir-europe.org/

The life sciences are undergoing a transformation. Scientists are rapidly generating the most complex and heterogeneous datasets that science can currently imagine, with unprecedented volumes of biological data to manage. Data will only generate long-term value if it is Findable, Accessible, Interoperable and Re-usable (‘FAIR’). This requires a scalable infrastructure that connects local, national and European efforts and provides standards, tools and training for data management and analysis.

Established in January 2014, ELIXIR - the European life science Infrastructure for Biological Information - is a distributed organisation comprising national bioinformatics research infrastructures across Europe and the European Bioinformatics Institute (EMBL-EBI). This coordinated infrastructure supports data standards, exchange, interoperability, storage, security and training. From September 2015, the newly-awarded ELIXIR-EXCELERATE Horizon 2020 grant will fast-track ELIXIR’s early implementation phase by coordinating and enhancing existing resources into a world-leading data service for academia and industry and growing bioinformatics capacity and competence across Europe.
Intra-tumour heterogeneity and genomic rearrangements in human malignancies

Roland Schwarz
EMBL-EBI
https://www.ebi.ac.uk/about/people/roland-schwarz

Accurate reconstruction of the evolutionary history of cancer in the patient and quantification of intra-tumour heterogeneity (ITH) are current challenges in cancer genomics. Genomic rearrangements are thereby of particular importance, but notoriously difficult to deal with computationally. The accuracy of tree inference from genomic rearrangements further depends on the quality of the phasing of copy-numbers: the assignment of major and minor copy-numbers to the two physical parental alleles. So far, phasing has been done using evolutionary criteria alone, a heuristic and computationally expensive procedure which impedes probe-level resolution tree reconstruction.

I will give an overview of the challenges and current state of research in reconstructing cancer trees from copy-number data. Results from our clinical studies demonstrate how ITH is associated with chemotherapy resistance in the clinic. I will further illustrate the importance of haplotype-specific copy-number assignment and show how the common genetic background between multiple samples from the same patient can be used to accurately phase copy-number data. This is a crucial step towards probe-level resolution tree inference on genomic rearrangement events in cancer and exact quantification of genetic heterogeneity for routine applications in translational cancer research.
Junior Research Groups
Introduction

The application of next generation sequencing technologies (NGS) to sequencing of RNA (RNA-seq) provides novel opportunities for the analysis of transcriptomes beyond the simple quantification of gene expression. In particular, the combination of RNA-seq with powerful techniques for selecting specific types of RNA (e.g. newly transcribed RNA using 4sU-tagging [DRR+08] or actively translated RNA using ribosome profiling [IGNW09]) now allows quantification of real-time changes in RNA synthesis [MLW+12], RNA processing [WBB+12], and translation [IGNW09].

A further interesting application arises from the fact that RNA-seq protocols do not distinguish between RNA from different species. Thus, in case of infections by viruses or bacteria, RNA from the infecting species will automatically be sequenced together with the host RNA. Originally, this application has been proposed in a thought experiment by Westermann et al. [WGV12] and denoted as dual RNA-seq, although it is not limited to just one infecting species and the host. For instance, Castellarin et al. [CWF+12] identified a number of microbes in RNA-seq data of colorectal carcinoma and normal tissue samples. To date, dual RNA-seq has been used to annotate and quantify the transcriptome and translatome of several herpesviruses, which are large DNA viruses that replicate in the nucleus. This includes murine and human cytomegalovirus (MCMV and HCMV) [MLW+12, SGWM+12], Kaposi’s sarcoma-associated herpesvirus (KSHV) [AWSG+14], and human herpesvirus 1 (HSV-1) [REL+15].

In this presentation, I will provide an overview on methods developed in my group for the analysis of RNA-seq data of infected cells, in particular for the analysis of transcriptional and translational activity, transcription termination and RNA processing during lytic HSV-1 infection [REL+15]. This includes methods for parallel RNA-seq mapping against several read sources [BCZF12, BCZF13, BKC+15] as well as quantification of transcription termination and polyadenylation sites in both host and virus.

Parallel RNA-seq mapping to virus and host

One major challenge in both “standard” and dual RNA-seq is the identification of the transcriptomic origin of sequencing reads (mapping). Accordingly, a number of software programs have been developed for this task, e.g. TopHat [TPS09] or STAR [DDS+13]. However, these approaches do not directly support mapping of reads from multiple species or other read sources (e.g. rRNA sequences, which are not included in the human reference genome). Although additional sequences may be included into the mapping index, this either requires reindexing all reference sequences including the host genome for each new virus investigated or always mapping against all microbe and virus genomes. In addition, non-unique alignments are generally not resolved, which is a problem for rRNA reads which also map to rRNA pseudogenes in the host genome or a meta-transcriptomic screen against all known microbe and virus genomes. To address this problem, we recently extended our context-based RNA-seq mapping approach ContextMap [BCZF12] to allow parallel mapping against different read sources resulting in a unique mapping of each read to only one species/read source [BCZF13].

The parallel mapping approach could be integrated easily into ContextMap as even in the original implementation initial read alignments are clustered into so-called contexts that are treated independently until the last integrating step. Essentially a context represents a set of reads originating from the same
Figure 1: Parallel mapping against host, virus and bacterial genomes as well as rRNA is realized in ContextMap by (1) performing initial alignments against indices for several species/read sources to define contexts, (2) identifying best alignments for each read independently within each context and (3) resolving the resulting multiple alignments in the final integrating step.

Parallel analysis of host and virus transcription and translation can lead to highly interesting insights not only into the infection process itself but also into important biological processes. This was illustrated by our recent study on HSV-1 lytic infection [REL+15], which established HSV-1 infection as an interesting model system to study transcription termination. HSV-1 is an important human pathogen that causes both common cold sores as well as life-threatening infections and rapidly shuts down host gene expression during lytic infection. In our study, we combined sequencing of 4-thiouridine (4sU)-labeled newly transcribed RNA (4sU-RNA) and ribosome profiling to study both host and virus transcription and translation during the full course of HSV-1 lytic infection. 4sU-labeling was performed in one-hour intervals during the first 8 hours of infection and ribosome profiling was performed at 0, 1, 2, 4, 6 and 8h post infection (p.i.).

Surprisingly, we found that the transcriptional up-regulation of 659 cellular genes was not matched by a respective increase in translational activity. Only 33 (0.34%) of translated genes showed increased translational activity at 8h p.i. When analyzing genes that were transcriptionally induced but not translated, we observed massive transcriptional activity upstream of their 5’-ends at late times of infection originating from neighboring upstream genes (Figure 2). This suggested that the transcription termination and cleavage machinery did no longer recognize or properly function at the termination signals of upstream genes, resulting in transcription into downstream regions by >100,000nt (denoted as ‘read-out’). We found that read-out affected the majority of cellular genes and was correlated with a higher prevalence of non-canonical polyadenylation [poly(A)] signals. Although this indicated that non-canonical and likely weaker poly(A) signals were more strongly affected by disrupted transcription termination, the majority of genes with read-out still had the canonical AAUAAA poly(A) signal. Thus, poly(A) signal strength is certainly not the only factor influencing the extent of read-out.

Late in infection, read-out commonly extended over thousands of nucleotides into downstream genes (denoted as ‘read-in’). At least 32% of genes showed >15% read-in at 8h p.i. and the extent of read-in depended on the distance to the next upstream gene. For genes with low or no transcription in uninfected...
Figure 2: Disruption of transcription termination of the SRSF6 gene and read-in into the downstream SGK2 and IFT52 genes. The top two rows show transcriptional activity (4sU-RNA) and the bottom two rows translational activity (ribosome profiling, RP) in uninfected cells and at 8h p.i., respectively.

cells, read-in often exceeded endogenous transcript level, resulting in seeming ‘induction’. This explained the discrepancy between transcriptional and translational induction. Furthermore, HSV-1 infection induced aberrant splicing events, which were enriched among genes with high read-out. Thus, splicing was already affected upstream of poly(A) sites suffering from read-out. Interestingly, 44% of the induced splice junctions were novel and 11% of these represented intergenic splicing between two neighboring genes connected by read-out and subsequent read-in. These intergenic splicing events thus conclusively demonstrated that disruption of transcription termination resulted in large RNA molecules spanning two or more cellular genes.

To investigate whether disruption of transcription termination was specific to the host or also affected HSV-1 genes, we identified reads containing part of a poly(A) tail, i.e. reads for which a partial alignment of the read start to the host or HSV-1 genome was followed by a stretch of A’s. As coverage of the poly(A) tails was generally at least two orders of magnitudes lower than of the corresponding transcripts, only few poly(A) reads were recovered for the host genome. Coverage of HSV-1 transcripts, however, was in the order of tens-of-thousands of reads per genome position, allowing us to quantify poly(A) site usage of all but one viral gene (see Figure 3 for the UL39-50 gene segment). Viral poly(A) sites were almost exclusively preceded by an AAUAAA poly(A) signal. To investigate changes in poly(A) site usage in the whole HSV-1 genome throughout infection, we correlated gene expression upstream of each poly(A) site with the number of identified poly(A)-tailed reads. For 80% of poly(A) sites, this correlation was >0.9, which argued against regulated poly(A) site usage in HSV-1 infection and showed that disruption of transcription termination was host-specific.
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Figure 3: Poly(A) tail read coverage in 4sU-RNA for the UL39-50 gene segment (red = positive strand, blue = negative strand).


Development and application of computational methods for the identification and optimization of bioactive compounds

Johannes Kirchmair
Center for Bioinformatics, University of Hamburg, Bundesstrasse 43, 20146 Hamburg, Germany
kirchmair@zbh.uni-hamburg.de

In September 2014 we started building up a new research lab for applied cheminformatics and molecular design at the Center for Bioinformatics of the University of Hamburg. Our major research interests are the development and application of computational methods for the identification and optimization of bioactive compounds, in particular for drug metabolism prediction, target prediction, virtual screening, conformer ensemble generation, and natural product research. Here we provide a brief summary of our recent activities in two of these research areas.

1 Development of computational methods for drug metabolism prediction

Metabolism of small organic molecules can yield metabolites with substantially different physicochemical and biological properties [Kirchmair 2013a]. Consequently, understanding biotransformation is of immediate relevance to the safety and efficacy of drugs, cosmetics, nutritional supplements and agrochemicals. Today a plethora of experimental methods are available which allow the generation of a fairly complete picture of the metabolic fate of small molecules but they remain expensive and time-consuming. Driven by these factors as well as ethical issues related to the use of animal models, computational methods for drug metabolism prediction have become an active field of research [Olsen 2015, Peach 2012, Kirchmair 2015, Kirchmair 2014, Kirchmair 2012].

The primary bottleneck for computational tools is the scarcity of high-quality data on drug metabolism. The largest database on metabolic reactions, Metabolite (BIOVIA, San Diego, CA), contains about 100k substrate-metabolite pairs organised in about 14k metabolic pathways. It covers about 90% of all approved drugs but only a small fraction of drug-like molecules, natural products and human endogenous metabolites.

We have developed data mining methods for the automated analysis of metabolic reactions and pathways such as the ones stored in Metabolite. In a first study we used these techniques to analyse how and to which extent the metabolic system changes the physicochemical properties of small organic molecules (including drugs, endogenous metabolites, and molecules related to traditional Chinese medicine) [Kirchmair 2013a]. For example, we could show that drug metabolism produces metabolites with a calculated logP that is on average one log unit lower than that of the parent compound. Interestingly, this shift toward more hydrophilic molecules is much less pronounced for endogenous metabolites such as nutrients and micronutrients, which are retained in the body. Such methods allowed us to identify specific metabolic reactions and enzymes, which, against the global trend, result in more lipophilic metabolites. This knowledge e.g. can be applied to the design of skin care products with a prolonged retention time at the target tissue.

In a second study we developed a random forest-based predictor of sites of metabolism (regioselectivity): FAME (FAst MEtabolizer) [Kirchmair 2013b]. The sites of metabolism of about 20k molecules of Metabolite were automatically annotated using the MetaPrint2D software framework [Adams 2010]. Seven 2D chemical descriptors encoding the element, hybridisation state, electronic properties and steric accessibility were calculated for all atoms of all molecules. A collection of random forest models was then trained on subsets of this data. Individual models were computed for human, rat, dog and mammalian metabolism. Reaction classification was used to derive dedicated models for phase 1 and phase 2 metabolism. FAME correctly identifies at least one known site of metabolism among the top-
1, top-2, and top-3 highest-ranked atom positions in up to 71%, 81%, and 87% of all cases tested, respectively. These success rates are comparable to or better than other models focused on specific enzyme families (such as cytochrome P450s; CYPs), yet FAME covers a very broad chemical space (drugs, endogenous metabolites and natural products) and a fairly comprehensive set of reactions and enzymes relevant to xenobiotic metabolism. In a complementary approach we used three probabilistic machine learning methods, Parzen-Rosenblatt Window (PRW), Naive Bayesian (NB) and RASCAL (Random Attribute Subsampling Classification ALgorithm) for the generation of highly accurate models for site of metabolism prediction [Tyzack 2014]. The classifiers were implemented in CUDA/C++ for GPU acceleration and obtained top-2 success rates of about 80-90% for CYPs 3A4, 2D6 and 2D9.

A plateauing in prediction accuracy of methods for site of metabolism prediction is observed, and the primary reason for this appears to be the limitations of current datasets with respect to coverage of the chemical space, diversity, completeness, correct assignment of sites of metabolism and stereochemical information. Here, substantial efforts in data collection and curation are to be made. Future research directions will include the implementation of more advanced descriptors for a more accurate representation of the chemical reactivity and steric accessibility of atoms.

2 Computer-guided identification and optimization of bioactive compounds

Currently our research group is actively pursuing a dozen national and international research collaborations with experimentalists on the identification and optimization of bioactive compounds. Much of our recent drug discovery projects have been focussed on viral [Richter 2015, Grienke 2011, Kirchmair 2011, Grienke 2010, von Grafenstein 2015] and bacterial [von Grafenstein 2015, Walther 2015] neuraminidases, which are scientifically highly interesting to address using computational techniques because of their pronounced conformational flexibility and specific structural properties. For example, influenza virus neuraminidase is only active when in a quaternary assembly, but neuraminidases of other biological systems, such as bacteria, are active as monomers. Using molecular dynamics simulation techniques we derived a hypothesis of the structural basis of this assembly dependency [von Grafenstein 2015]. Understanding this specific requirement of influenza neuraminidases is of immediate relevance to the structure-based design of new inhibitors, which so far has often relied on structures derived from simulations of the monomer of the viral enzyme. As we know now, simulation of this system is most likely insufficient because of the significant impact of the assembly state on the conformation of the active site.

We successfully applied a shape-based screening method to identify a variety of plant constituents from Glycyrrhiza glabra [Grienke 2011] and others [Kirchmair 2011] as inhibitors of influenza neuraminidase. A shape-based screening method also allowed us to identify benzylibhydantoin and related compounds as in vivo highly effective chemical chaperons of phenylalanine hydroxylase [Santos-Sierra 2012]. These compounds can be used to treat phenylketonuria, an inherited deficiency caused by protein misfolding. Current treatment options for this disease are very limited, costly and often not effective.

Recently we identified inhibitors of the interaction of protein kinase C (PKC) epsilon and RACK2 [Rechfeld 2015] using a pharmacophore model. PKCepsilon has been related to neoplastic transformation, cardiac hypertrophy, nociceptor function and others. The model was derived from the structure of the C2 domain of PKCepsilon and used to screen a commercial library of 330k molecules for potential disruptors. Nineteen compounds were purchased and tested in in vitro assays. One of the tested compounds (based on a thienoquinoline scaffold) showed moderate activity as a disruptor of this protein-protein interaction, and the best out of 19 analogues tested in a follow-up study, N-(3-acetylphenyl)-9-amino-2,3-dihydro-1,4-dioxino[2,3-g]thieno[2,3-b]quinoline-8-carboxamide, had an IC_{50} of 5.9 micromolar (which is comparable to that of a dodocapeptide fragment of RACK2 binding to this protein-protein interface).
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Algorithms for Computational Genomics

Tobias Marschall
Center for Bioinformatics, Saarland University, Saarbrücken, Germany
Max-Planck-Institute for Informatics, Saarbrücken, Germany
t.marschall@mpi-inf.mpg.de

Abstract: The topics studied in the Algorithms for Computational Genomics group range from theoretical foundations in algorithmic statistics, combinatorial optimization, and sequence algorithms to applied studies on population genetics, structural variation in human, and horizontal gene transfer in bacteria. We aim to develop algorithmic concepts as well as to provide production quality software tools. Current topics addressed in the group include structural variation calling and genotyping, read-based phasing of diploid individuals and viral quasispecies, methods for detecting horizontal gene transfer, as well as computational pan-genomics.

1 Group Development

The Algorithms for Computational Genomics group was established in April 2014, when Tobias Marschall was appointed assistant professor (“Juniorprofessor”) at the Center for Bioinformatics at Saarland University. Since then, the group is also affiliated with the Max-Planck-Institute for Informatics where Tobias has been appointed Senior Researcher. Two PhD students (Shilpa Garg and Ali Ghaffaari) joined the group in November 2014 and April 2015, respectively. Furthermore, five Master and six Bachelor students are members of the group, working on their respective thesis projects.

2 Research Strategy

The group develops algorithms and statistical methods for computational genomics. In particular, we work on methods to analyze high-throughput sequencing data to study genetic diversity in human populations, bacterial adaptation, and cancer. On the one hand, we develop the required theoretical foundations in algorithmic statistics, combinatorial optimization, and sequence algorithms and, on the other hand, we apply the resulting methods in collaboration with biomedical researchers to gain biological insights in the aforementioned domains.

3 Research Areas

Topics addressed in the group range from algorithms for low level data processing to questions of population genetics. At present, we are particularly focusing on the following projects.

3.1 Structural Variation Calling and Genotyping

Beyond SNPs and short indels, larger genetic differences between individuals make an important contribution to genetic diversity in human populations [KUA+07, MWS+11]. Such larger events, called structural variants (SVs), come in the form of deletions, insertions, duplications, translocations, inversions, and also more complex events. Detecting SVs from next-generation sequencing (NGS) data has been subject to active research, as reviewed in [MSB09] and [ACE11]. While still a postdoc at CWI Amsterdam, Tobias Marschall developed CLEVER [MCC+12] and MATE-CLEVER [MHS13], two ap-
proaches to detect deletions and insertions. The main contribution of these methods was to achieve good performance also for the particularly difficult mid-size deletions between 30–250bp (called deletion twilight zone by some). MATE-CLEVER also introduced a novel Bayesian approach for Mendelian-inheritance-aware genotyping of insertions and deletions. In a current project, we show that extending these approaches to inversions and duplications yields performance clearly superior to existing genotyping methods (yet unpublished).

In a recent publication [LMP+15], we furthermore contributed to establishing a virtual-machine based platform for benchmarking and running a multitude of SV calling algorithms. This helps to alleviate practical problems like (missing) software dependencies or incompatible data formats and, more importantly, facilitates reliable and reproducible research.

Beyond such practical problems, more fundamental issues exist regarding the seemingly simple task of comparing or merging multiple sets of SV calls. The interplay of two effects renders this a non-trivial task: on the one hand, SV callers in general do not deliver single-base-pair resolution and, on the other hand, two SVs with different breakpoint coordinates can be equivalent in the presence of repeats (in the sense that the resulting donor sequences are identical). We recently introduced a framework addressing both aspects simultaneously and provided an efficient implementation [WMSM15].

3.2 Structural Variations in the Genome of the Netherlands.

The Genome of the Netherlands (GoNL) project has sequenced the whole genomes of 750 Dutch individuals from 250 families. Applications of these data include building high-quality reference panels for imputation, studying de novo mutations and the corresponding mechanisms, estimating the rate of such events, and analyzing population structure, among many others. We contributed to this project [The14] as part of the Structural Variations subgroup and provided algorithms for the discovery and genotyping of structural variations, especially for “difficult” types like mid-size deletions and insertions. Furthermore, we addressed the particularly challenging task of detecting de novo SVs, i.e. structural variants present in a child and not inherited from any parent, published as [KFH+15]. Presently, we work on phasing and imputation of structural variations found in the GoNL.

3.3 Haplotype Reconstruction—Diploid Case.

Reconstructing the two haplotypes of a diploid organism (also known as phasing) is an important problem with applications in fundamental research but also in clinical settings, as discussed in [GCR14]. Emerging sequencing technologies hold the promise of allowing for read-based phasing through longer reads. On the computational side, most formalizations of the corresponding optimization problem are NP-hard. In an approach called WhatsHap [PMP+15], we demonstrated that (i) the problem instances encountered in practice can be solved using a fixed parameter tractable (FPT) algorithm and (ii) that read-based phasing indeed delivers excellent performance for long reads. In follow-up work, we contributed to an optimized parallel implementation [ABM+15]. At present, we are extending and improving these approaches with respect to both basic methodology and algorithm engineering and work towards a production-quality software implementation (see https://bitbucket.org/whatshap/whatshap).

3.4 Haplotype Reconstruction—Viral Quasispecies.

Viruses like HIV exhibit a fast mutation rate and hence evolve within a host. As a result, the host is not infected by a single virus type, but by a population of genetically diverse viruses, called a viral quasispecies [VSA+06]. Knowledge of the spectrum of present virus haplotypes and their relative
abundances can be important for the choice of treatment. On current second-generation sequencing machines, such a virus population can be sequenced to very deep coverage at moderate cost. Reconstructing haplotypes from the resulting sequencing reads is computationally challenging, see [BGRM12]. In prior work, we met these challenges and introduced a haplotype reconstruction algorithm that is able to reconstruct full-length haplotypes and to deliver error rates that are lower by about two orders of magnitude compared to previous approaches on simulated data [TMB+14]. In a current project, we apply algorithm engineering techniques to speed-up the enumeration of maximal cliques, which is the core algorithmic component of this method. Moreover, we study and address artifacts present in real sequencing data and reconstruct the quasispecies of a large cohort of patient plasma samples provided by our collaborators.

3.5 Computational Pan-Genomics.

Many bioinformatics methods use the reference genome of a species under study. The used reference genomes are linear, i.e. they consist of one DNA sequence per chromosome. For instance, programs to align next-generation sequencing reads will map the reads to such a linear reference genome. Likewise, tools to call variants like SNPs and structural variations do that with respect to this reference genome. Today, however, information on common and rare variants is available for many species (and, most prominently, for Homo sapiens). To leverage this additional information, linear reference genomes should be replaced by variant-aware reference genomes, which comes with considerable computational challenges. We develop data structures and algorithms to overcome these challenges.

Together with four co-applicants (Victor Guryev, Alexander Schönhuth, Fabio Vandin, and Kai Ye), we successfully applied at the Lorentz Center (Leiden, Netherlands) to host a workshop on this topic. The workshop was held in June 2015 and enjoyed the participation of many internationally renowned scientists1. At this very productive meeting, the participants drafted a white paper summarizing the state-of-the-art and pointing out future challenges in computation pan-genomics, to be submitted soon.
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Statistical models of non-coding RNA-mediated gene regulation

Annalisa Marsico
Max Planck Institute for Molecular Genetics, Free University of Berlin
marsico@molgen.mpg.de

1 Abstract

In our group, called RNA Bioinformatics, we are interested in investigating regulation and function of non-coding RNA transcripts by means of in silico methods. In particular, we are interested in those non-coding RNAs which act as regulators of gene expression, and their interplay with Transcription Factors (TFs), epigenetic marks and RNA Binding Proteins (RBPs). High-throughput experiments provide a rich source of information: the integration and interpretation of different genomic data requires the development of adequate statistical models and algorithms to uncover the putative role of non-coding transcripts in regulatory network. Regularized or sparse regression models are the main methods we employ in order to derive mechanistic hypothesis about non-coding RNA function, which can be later tested in the wet lab. We further apply unsupervised methods, such as k-means clustering or spectral clustering to characterize the properties of new non-coding RNA sub-classes by integrating several sources of high-throughput genomic data.

2 Introduction

In the cell, genomic DNA is transcribed into various types of RNA, but not all RNAs are translated into proteins. Over the past few years it has been observed, thanks to high-throughput sequencing methods, that a big portion of the human genome is transcribed in a tissue- and time-specific manner [ea13c]. Most the detected transcripts in mammals and other complex organisms are non-coding RNAs (ncRNAs), RNAs that do not encode for proteins [Mat06]. Although the functional consequences of different ncRNA classes are not yet fully understood, this does not mean that they do not contain information nor have functions.

Among the different classes of non-coding transcripts, microRNAs (miRNAs), small RNAs of 18 to 24 nucleotides in length, that post-transcriptionally regulated gene expression, are the most widely studied, but other classes of small non-coding RNAs have been characterized, such as snoRNAs (many of which still remain to be identified), snRNAs and piRNAs [ea12b]. At post-transcriptional level, about half of the human genes are regulated by microRNAs (miRNAs), which can bind to the 3′ untranslated regions (3′ UTRs) or coding regions of target genes, leading to the degradation of target mRNAs or translational repression [ea14a]. MiRNAs are associated with an array of biological processes, such as embryonic development and stem cell functions in mammals [ea09], and a crucial role of miRNAs in gene regulatory networks has been recognized in the last decade in the context of cancer development, as well as immune system response [ea06]. Given the growing importance of miRNA function in contributing to the control of gene expression, most of the research in the past decade has been focusing on miRNA-gene target prediction and gene regulatory networks have been expanded to include the involvement of miRNAs.

Despite great progress in understanding the biological role of miRNAs, our understanding of how miRNAs are regulated and processed is still developing. High-throughput sequencing data have provided a robust platform for transcriptome-level, as well as gene-promoter analyses. Some recent in silico predictive models for miRNA promoter recognition enable the challenging task of locating the Transcription Start Sites (TSSs) of transient miRNA primary transcripts, thereby allowing the prediction of their
regulatory elements and Transcription Factor Binding Sites (TFBSs) [ea11a, ea13a, ea14b].

Besides small non-coding RNAs, advances in high-throughput sequencing, combined with genome-wide mapping of chromatin modification signatures and bioinformatics pipelines, have resulted in the identification of tens of thousands of longer non-coding transcripts (including intergenic and overlapping sense and antisense transcripts), whose functional significance is still controversial [ea15]. Although the existence of such non-coding RNAs has been validated in multiple experimental systems, and several long intergenic non-coding RNAs (lincRNAs) have been described in processes of gene silencing [ea10b], imprinting [ea10c], and lately in gene activation [ea10d, ea13b], a global spectrum of all possible lincRNA-related functions, as well as automated methods for lincRNA function prediction are missing. This is mainly due to the fact that the vast majority of lincRNAs shows little evidence of evolutionary conservation at sequence level [ea11b]. The development of systematic statistical methods to find significant associations or co-expression between protein-coding genes and lincRNAs, as well as the inspection of evolutionary signatures based on structure rather than sequence motifs is needed to help inferring many still-unknown lincRNA functions.

3 Research concept

In our group we are interested in the mechanisms that govern the regulation of non-coding RNAs, as well as functional analysis of different classes of non-coding RNAs, with focus on miRNAs and lincRNAs. To these goals, we develop statistical models and use existing machine learning approaches to answer questions like: How can miRNA promoters be detected genome-wide and distinguished from transcriptional noise? What are the genomic features that control miRNA processing? What are the genes regulated by a certain long non-coding RNA? How can we automatically classify long non-coding RNAs into functional classes based on sequence / structure features? Part of the group focuses on statistical modeling of miRNA regulatory elements from next-generation sequencing data, such as expression data, epigenetics marks and genetic variants that control miRNA expression. The other part of the group focuses on the characterization of lincRNA function using methods, such as sparse regression, network analysis and data integration.

3.1 Statistical modeling of miRNA Biogenesis

MiRNAs are regulated at different levels during their biogenesis pathway [Mat06]. Understanding which TFs regulate a certain miRNA at a certain time in a certain tissue requires the knowledge of the location of the core promoter of the miRNA primary transcript. In my previous work, I developed a semi-supervised machine learning method for miRNA promoter recognition called PROmiRNA [ea13a]. The PROmiRNA mixture model assumes that the read count distribution observed from deepCAGE data is represented by a mixture of putative promoters versus background noise. In order to not underestimate the number of true promoters (due to lowly expressed transcripts), sequence features, such as CpG content, conservation and TATA box affinity are introduced into the model through an informative prior. During training, known miRNA promoters are included as exact examples and the output of the classifier is a posterior probability for a certain regions to be a real promoter. The application of PROmiRNA to the human genome allowed us for the first time to study the characteristics of regulatory elements of different miRNA promoter classes. We are currently working on a more scalable version of the PROmiRNA software, as well as a web-server for allowing the exploration of miRNA promoters across different tissues. By exploiting the functionalities of PROmiRNA we are currently able to explore other aspects of miRNA regulation. Ongoing projects in the lab include 1) the development of a regression model (elastic net) for predicting miRNA expression based on chromatin signatures around at the predicted promoter regions and 2) the prediction of causal genetic variants (eQTL SNPs) which alter miRNA expression in promoter regions by using different regulatory elements as covariates.
Preliminary results indicate a crucial role of DNA methylation in shaping miRNA expression and provide a list of causal genetic variants localized in proximity of tissue-specific miRNA promoters.

Global mature miRNA expression is not only regulated at transcriptional level, but several post-transcriptional steps influence the final miRNA expression level. In our previous work, together with our experimental partners from the group of Dr. Ulf Orom, we have defined a quantitative measure of miRNA processing from RNA-Seq data and built a classification model to discriminate efficient from non-efficient processing based on sequence features, i.e. specific and degenerate k-mers [ea14c]. Prompted by the results of this study we are currently investigating the relationship between miRNA processing and epigenetic signatures of miRNA genes.

3.2 Function prediction of long non-coding RNAs

Recent studies have reported enhancer functions of long non-coding RNAs [ea10d], pointing to active transcription of previously identified enhancer regions. In order to identify specific signatures in this new class of enhancer lincRNAs, in one of our current projects we have collected transcriptome data and epigenetics marks in MCF7 cells and identified, by means of k-means clustering, about 400 lincRNAs with putative active enhancer function. We could also associate this cluster of lincRNAs to high hypomethylation specificity among cell lines and to high co-variation in the expression of their nearby genes, supporting further their role as putative enhancers activated by a methylation-dependent mechanism. Motivated by the fact that if the expression of a gene and a long non-coding RNA co-vary among several tissues, then a direct or indirect association can be inferred between the two, we try to infer putative top ranking associations between genes and long non-coding RNAs across different tissues, Given that the number of variables (all annotated genes and lincRNAs) is much higher than the number of samples (different tissues with available expression data) we use sparse regression techniques, such as Orthogonal Matching Pursuit to prioritize significant interactions.

Long ncRNAs have been shown to physically connect the genomic regions of regulated genes with their own genomic locus, thereby mediating gene activation or enhancer function through direct chromatin interactions [ea10d]. Such data are useful to detect direct interactions, therefore we are currently integrating freely available chromatin-conformation data, such as ChIA-PET data [ea10a], with chromatin states to build the physical interaction network involving genes, long non-coding RNAs and other putative regulatory elements in a specific tissue. Such retrieved interactions can be converted to a weighted adjacency matrix, which we then analyze by means of Spectral Clustering in order to identify potentially important regulatory modules which involve lincRNAs.

Long non-coding RNAs do not act alone to perform their activating or repressing function but often associate with RNA-binding proteins or chromatin remodeling complexes that guide them to their sites of action. Identifying which proteins bind to a specific long non-coding RNA can help shedding light on its function. Interactions of long non-coding RNAs with RNA-binding proteins can be detected via technologies such as CLIP-seq [ea12a]. The technology is really new and so far few methods have been developed to reliably identify binding sites above noise and in the presence of appropriate control, in particular for iCLIP data [ea12a]. Although this project just started, our idea is to model the read count distribution for a certain experiment and the control simultaneously by means of a factorial Hidden Markov Model, taking into account special features of iCLIP experiments (e.g. truncation rates, sequence bias) as additional covariates.

4 Outlook

In summary, our group is working towards a global understanding of how non-coding RNAs, such as miRNAs and long non-coding RNAs, participate in gene regulatory networks. We employ several
machine learning methods, such as semi-supervised or supervised classification models to characterize promoters and regulatory features of miRNAs. Together with the group of Bernd Schmeck at the Uniklinikum Marburg (SFB TR84), we will apply our model in the context of infectious diseases, to elucidate the regulatory mechanisms of miRNAs induced in the host cells by a specific infectious process. Our analysis be will extended to include the possible role of lincRNAs in shaping the regulatory network activated by the host in response to the pathogenic infection, with the hope to discover new functions for long non-coding RNAs. In order to unravel the mechanisms of long non-coding RNA function we would like to discover structural motifs, as well as common RNA-binding protein sites among long non-coding RNAs with similar expression/activation patterns. If we can find signatures or structure/sequence motifs among ‘related’ lncRNAs, these patterns could hint to the lncRNA function and would represent a first step towards a systematic functional classification of long non-coding RNAs.
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Group Development

Nico Pfeifer is at the MPI for Informatics since October 2011. He started his group in January 2013 and became a senior researcher in November 2014 having the right to grant Ph.D. titles from Saarland university. Nico Pfeifer supervises five Ph.D. students directly and co-supervises one Ph.D. student together with Thomas Lengauer.

Vision and Research Strategy

Recent advances in high-throughput technologies have led to an exponential increase in biological data (such as genomic, epigenomic and proteomic data). To gain meaningful insights in such large data collections, efficient statistical learning methods are needed that take into account various sources of confounding such as batch effects or population structure, inherent to large biological data sets. We are interested in developing and applying new machine learning / statistical learning methods to solving computational biology problems and answering new biological questions. Application areas include the study of viruses like HIV, Hepatitis C or Influenza as well as the field of epigenetics. Method-wise we are interested in

- integration of heterogeneous data sets
- improving interpretability of non-linear estimators
- efficient learning methods for large data sets.

Due to about two million new HIV infections per year and about 35 million people living with an HIV infection world-wide, the HI virus is still a major threat to mankind. Two areas are of particular importance:

- research towards a vaccine against HIV
- personalized HIV treatment

We are conducting research in both of these areas. Examples include modeling the adaptation of HIV in response to external pressure by the immune system [YKK+13, CBM+12, CLP+12], building better and more interpretable predictors for HIV coreceptor usage and CCR5 antagonist resistance prediction [PL12] as well as the analysis of potent broadly HIV-1 neutralizing antibodies ([PWL14]).

We investigated certain biases in biological data that may have very important implications for the interpretation of results based on this data (see [PWL14] and [DGG+15]). Additionally, we are also working on methods that can better deal with noisy data. One application scenario is the analysis of molecular measurements on cancer samples. Here, many effects can introduce biases (e.g., population structure, cryptic relatedness, batch effects). If one builds a prediction tool with the assumption that new data to come will be very similar to the data on which the model is trained, standard approaches are applicable. Unfortunately, this is not very often the case. Therefore, we introduced a method that is able to estimate certain differences in the underlying distribution of the training data and the test data and correct for them in the final prediction method. Furthermore, we provided interpretable results that can be used to understand the underlying causes of the prediction label (see [JP14]).
Another important area is how to best integrate the different measurements (e.g., gene expression, DNA methylation, copy number variation). Here we extended methods for unsupervised multi kernel learning to deal with the different data types ([SP15]). Additionally, we are interested in developing methods for the analysis of open chromatin regions as well as the three-dimensional organization of chromosomes.

Selected Research Projects

Statistical Learning for Visualizing, Analyzing and Integrating Different Omics Data Sets

Over the past decades, biology has transformed into a high throughput research field both in terms of the number of different measurement techniques as well as the amount of variables measured by each technique (e.g., from Sanger sequencing to deep sequencing) and is more and more targeted to individual cells [SBL13]. This has led to an unprecedented growth of biological information. Consequently, techniques that can help researchers find the important insights of the data are becoming more and more important. Molecular measurements from cancer patients such as gene expression and DNA methylation are usually very noisy. Furthermore, cancer types can be very heterogeneous. Therefore, one of the main assumptions for machine learning, that the underlying unknown distribution is the same for all samples in training and test data, might not be completely fulfilled.

Interpretable per Case Weighted Ensemble Method for Cancer Associations

We introduced a method that is aware of the potential bias regarding different batches of data and utilizes an estimate of the differences during the generation of the final prediction model. For this, we introduced a set of sparse classifiers based on L1-SVMs [BM98], under the constraint of disjoint features used by classifiers. Furthermore, for each feature chosen by one of the classifiers, we introduced a regression model based on Gaussian process regression that uses additional features. For a given test sample we can then use these regression models to estimate for each classifier how well its features are predictable by the corresponding Gaussian process regression model. This information is then used for a confidence-based weighting of the classifiers for the test sample. Schapire and Singer showed that incorporating confidences of classifiers can improve the performance of an ensemble method [SS99]. However, in their setting confidences of classifiers are estimated using the training data and are thus fixed for all test samples, whereas in our setting we estimate confidences of individual classifiers per given test sample.

In our evaluation, the new method achieved state-of-the-art performance on many different cancer data sets with measured DNA methylation or gene expression. Moreover, we developed a method to visualize our learned classifiers to find interesting associations with the target label. Applied to a leukemia data set we found several ribosomal proteins associated with leukemia that might be interesting targets for follow-up studies and support the hypothesis that the ribosomes are a new frontier in gene regulation. This research project was presented at WABI 2014 [JP14].

Integrating Different Data Types by Regularized Unsupervised Multiple Kernel Learning with Application to Cancer Subtype Discovery

Despite ongoing research, cancer remains a major health threat. The identification of subtypes of tumors in certain tissues can guide the decision which treatment may be beneficial for the respective patient. Nowadays established cancer subtypes are mainly based on individual types of molecular data, such as gene expression or DNA methylation. However, the analysis of multidimensional data, consisting of measurements using different platforms, may reveal intrinsic characteristics of the tumor which are
based on dependencies between these different data types and can therefore only be detected when integrating the available information. Large-scale projects, such as The Cancer Genome Atlas (TCGA) [TCG] accumulate such heterogeneous data for various cancer types, but we still lack computational methods that are able to reliably integrate the given data.

To enable integrative, exploratory data analysis, we extended an approach to unsupervised multiple kernel learning for dimensionality reduction [LLF11]. In a first step, each input data type is represented by one or several kernel matrices. At this point, a major advantage is the ability of the method to automatically weight the kernel matrices, such that the user is alleviated from the burden of deciding on a kernel function or kernel parameters for each data type, instead, one can simply input a set of kernel matrices for each data type and let the method determine the optimal weighting. In an iterative optimization process, the method then trains a kernel weight vector $\beta$, used to calculate the weighted linear combination of the input kernels, and a projection matrix $A$ which allows for dimensionality reduction. Due to the graph embedding framework [YXZ+07] which forms the basis of the method, a large number of dimensionality reduction methods can be applied.

We applied this method to patient data of five different cancer types (glioblastoma multiforme, breast invasive carcinoma, kidney renal clear cell carcinoma, lung squamous cell carcinoma, and colon adenocarcinoma), where for each cancer type three different data types (gene expression, DNA methylation, and miRNA expression) were available. For dimensionality reduction we applied the locality preserving projections algorithm [HN04], which is based on the $k$-nearest neighborhood of a sample. We used radial basis kernel functions and, in order to investigate the efficacy of the kernel weighting, we compared two different scenarios. In the first one, we represent each input type as one kernel matrix. In Scenario 2, we use five different kernel matrices per data type, obtained by using five different kernel parameters. Our analysis revealed, that uninformative input kernel matrices indeed hardly influence the ensemble matrix. Subsequently, we applied $k$-means clustering to the integrated patient data to identify integrated cancer subtypes. In order to assess the biological validity of these clusters, we performed a survival analysis evaluating if the potential subtypes differ in prognosis. In Scenario 1 (one kernel per data type), we found significant differences in survival time between the subtypes for all but one cancer type. With Scenario 2, the significance for most data sets increased such that the identified subtypes are at least as significant as those identified by state-of-the-art methods, i.e., the clusters obtained reflect a better separation according to survival time of the patients than the results obtained in Scenario 1. Moreover, a leave-one-out cross validation approach showed, that the identified subtypes are relatively stable, with no decrease in stability when using more than one kernel matrix for a data type. We further looked into the groups identified for glioblastoma multiforme. For this cancer type, we were able to find subtypes that are established for distinct individual data types, but also additional subtypes, potentially based on interaction of the integrated data types. For glioblastoma multiforme, we also investigated how the subtypes respond to different treatments. For the drug Temozolomide, patients from certain subtypes seemed to benefit from that therapy, appearing a significantly increased survival time compared to patients from the same subtype but not treated with Temozolomide. In other clusters, no significant survival time differences between patient treated and not treated with this drug were observed. Overall, our method shows promising results when applied in the field of cancer subtype identification.

A manuscript describing the work was presented at ISMB/ECCB 2015 [SP15].

Projects and Cooperations

We are collaborating with several researchers internationally, nationally and also on campus: David Heckerman, Microsoft Research, Jonathan Carlson, Microsoft Research, Anne-Mieke Vandamme, KU Leuven, Rolf Kaiser, University of Cologne, Jörn Walter, University of the Saarland, Marcel Schulz, MMCI, Saarbrücken, Olga Kalinina, MPI for Informatics
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1 On the need for data management in computational biology projects

Data management is a well defined task in computer science which investigates methods for organising and controlling the information generated during (research) projects. It comprises several tasks, including data storage, search, retrieval, version control and provenance. Effective data management strategies for computational biology are needed to handle the increasing amount of data that is being generated and processed: High-throughput experiments generate large amounts of data; computational models become complex; novel methods for model coupling enable researchers to combine models into even larger systems; increasing computational power allows for complex simulations; and the availability of data at different scales demands clever integration techniques. However, recent studies showed that the rate of reproducibility of scientific results in the life sciences, including computational biology, is not acceptable [Ioa14]. As a consequence, efforts have been launched to improve reusability and reproducibility of biomedical results (e.g., [M+14, Ioa14]), and results of simulation studies in particular [W+11a, B+14, C+15]. Today, paths towards improved data management are discussed by funders and publishers, in large scale projects and by individual researchers. For example, funders established policies such as the ERASysAPP Data Management Guidelines; the German Network for Bioinformatics Infrastructure, de.NBI (http://www.denbi.de) has dedicated data management centers; and projects are funded to develop support for sustainable data management, e.g., FAIR-DOM (http://fair-dom.org).

The junior research group SEMS (http://sems.uni-rostock.de) focuses on the management of specific data: It develops methods and tools for the management of simulation studies in computational biology.

2 Methods and tools for the management of simulation studies

SEMS focuses on models encoded in XML standard formats and annotated with terms from bio-ontologies. More specifically, we work with models encoded in the Systems Biology Markup Language (SBML [H+03]) and CellML [C+03]. The majority of these models are mathematical models describing biological and physiological processes. The execution of these models can be described using the Simulation Experiment Description Markup Language (SED-ML [W+11b]). While these three formats encode the necessary information to run models [W+11a], additional semantic annotations are needed to capture the biology [C+11b], for example annotations to the Gene Ontology. Graphical representations of the networks can be standardised using the Systems Biology Graphical Notation (SBGN [LN+09]). Together with ongoing developments of standards for data representation and ontologies to express the behavior and dynamics of a model, a whole plethora of data is collected when performing a simulation study. Figure 1 summarises how SEMS supports the management and integration of that data: The displayed reaction is part of a model reproducing the mitotic oscillator involving Cyclin and cdc2 kinase. The model itself was published in an article by Golubitsky in 1991 [Gol91]. Its SBML encoding, together with the graphical network in SBGN, is provided through BioModels Database, a rich resource of curated and annotated models [L+10]. A standardised drawing of the interactions in the network enables researchers to quickly grasp the essence of what the model encodes. It is particularly useful to discuss different versions of the model with collaborators in large projects. Models may be simulated in different ways, with the actual setup of the experiments depending on the specific question asked.
Figure 1: Overview of integrated, model-related data and developed model management solutions. The inner box shows the different types of model-related data that we integrate on the storage layer: model code (SBML, CellML), reference publications (e.g., PubMed), semantic annotations (bio-ontologies), graphical representations (SBGN), and simulation protocols (SED-ML). The outer ring shows our contributions to four major model management tasks: storage, search and retrieval, ranking, and version control.

These variations can be stored in SED-ML files, together with information on the simulation algorithm to use, or with links to parametrisation files and result data. An ontology of simulation algorithms is the Kinetic Simulation Algorithm Ontology (KiSAO [C+11b]). Each result can be linked to a defined behavior encoded in the Terminology for the Description of Dynamics (TEDDY, [C+11b]). Finally, the reference publication, typically in PDF format, is linked through a document object identifier (DOI).

The junior research group SEMS works towards better reproducibility of simulation studies, to lower the effort of reusing existing work, and to make scientific investigations more open and transparent. As depicted in Figure 1, we apply methods from data management on the problem of model management in computational biology. We are currently supported by three BMBF grants: The e:Bio junior group SEMS itself, one project in the German infrastructure for Bioinformatics (de.NBI), and another e:Bio project on SBGN-ED, an editor for SBGN maps. In all three projects, we collaborate closely with developers of model repositories (BioModels Database, Physiome Model Repository (PMR2 [Y+11])) and data management systems such as SEEK [W+15]. With our methods and tools, we aim to ease the findability, comparison, exploration, and understanding of simulation studies in computational biology.

Model search and retrieval The large number of published models necessitates smart search engines that incorporate the context of the model, semantic annotations, structural information and even allow for sub-model search. The results of a search need to be ranked according to user preferences. In 2010, we introduced the ranked retrieval engine for models, MORRE [H+10]. It is a method to search and retrieve models from a given set, and to rank the results using state-of-the-art Information Retrieval methods. We showed how such a system improves the search in BioModels Database and PMR2. The first version of MORRE already considered model encoding and semantic annotations. We recently extended the method to enable clustering of models based on annotations [A+15]. Furthermore, we investigate how similarity can be determined by transforming the network structure into a bipartite graph and detecting subgraph isomorphisms [RW14].

Model version control and provenance Models evolve over time, e.g., during model design, model publication, curation and reuse. A version of a model may fit a purpose while another may not, and
a model update may lead to modifications in the obtained simulation results. Model version control is therefore a necessary feature of all tools offering model code for reuse. It allows users to track and understand the changes in a model [W+13]. To this end, we developed an algorithm for difference detection in versions of models, BiVeS [S+15]. It takes two versions of an SBML- or CellML-encoded model and calculates the differences. These differences can be exported in human-readable format, as an XML diff file, or they can be displayed visually. Since PMR2 integrated BiVeS, users can explore the changes of model code between different exposures. In the functional curation framework [C+11a], the BiVeS webservice is used to display differences in versions of CellML models.

Integration of model-related data We investigated the use of graph databases for the management of model-related data files. Our prototype system, MASYMOS [H+15], exemplifies how model-related data can be stored and linked, thereby enabling the retrieval of complete simulation studies. As most data are already encoded in XML, they can easily be converted into graph-like representations. Graph databases, in addition, enable flexible linking of data items. MASYMOS can thus reflect facts such as that a model is linked to several experiments, or that particular model entities are observed in a simulation. Ultimately, the application of graph concepts enables novel types of queries, for example for sub-models. This again can have a positive effect on the results of the ranked retrieval.

Exchange of reproducible simulation studies MASYMOS and MORRE contribute to the storage and retrieval of model-related data. How can one now export the extracted studies efficiently, without loosing important files, nor extracting files in wrong versions? Over the past years we contributed to the development of the COMBINE archive [B+14]. It serves as a container for all files necessary to reproduce a simulation study. Using the archive, simulation studies can thus be shipped as one single file. We developed a set of tools that read and modify archives; generate archives from data in MASYMOS; or enable sharing of archives online [SW15]. Another contribution of the group is the implementation of support for the COMBINE archive in the functional curation framework, where users can compare how different models handle a specific simulation task [Mir15].

Contribution to standards development SEMS actively contributes to the development of community standards, Minimum Information guidelines and ontologies through the Computational Modeling in Biology Network (COMBINE [W+14]). Specifically, our group members are editors of SBML, co-founders of SED-ML, active developers of the COMBINE Archive standard and coordinators of the COMBINE Network. We help with organising the annual community meetings, we support grant applications and outreach activities. For example, we teach students how to transform their modeling results into standard-compliant, reproducible simulation studies, and how to publish their data openly and sustainably. Finally, our group is part of the systems biology node for data management within the de.NBI network. Here we work towards integrating our model management tools into SEEK.

3 Summary: Promoting reproducible and open science

Reproducibility of scientific results is a major challenge in computational biology. The problem is manifold and can be addressed from different angles. In SEMS, we focus on the data management aspect: Only studies that are findable, verifiable, curated and well documented can be reproduced. A prerequisite is the availability of all necessary data and in interoperable formats. To this end we develop novel methods and tools for model management, specifically for search, retrieval, ranking, version control, and integration of model-related data. Furthermore, we are actively engaged in standards development and community efforts. Goals for the forthcoming years are to integrate SEMS tools in existing data management platforms, to raise the awareness for standards and reproducible science, and to integrate further types of data, specifically biomedical and clinical data.
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Introduction

Transcriptional regulation mediated by transcription factors (TFs) binding to genomic DNA is one of the fundamental regulatory steps of gene expression. Over the last years, the importance of dependencies between different positions of transcription factor binding sites (TFBSs) has been debated controversially [B⁺09a, ZS11, M⁺11]. Several publications argue that TF-DNA binding energies can often be captured by simple weight matrices [ZS11, W⁺13], whereas others find that considering dependencies increases the performance of TFBS predictions [M⁺13, MW13, K⁺13, G⁺13].

Here [KG15], we aim at providing new insights into the importance of dependencies in transcription factor binding sites and investigate the diverse sources of such dependencies on in-vitro genomic context protein binding microarray (gcPBM) data [M⁺13] and in-vivo ChIP-seq data from ENCODE [ENC12]. For this purpose, we propose a new class of probabilistic models that allow for learning dependencies between binding site positions discriminatively, which we call sparse local inhomogeneous mixture (Slim) models. For representing dependencies graphically, we develop a new visualization technique, which we call dependency logos.

Sparse local inhomogeneous Markov models

Determining a probabilistic model requires the selection of features and the estimation of corresponding model parameters. Typically, feature selection is performed in discrete space (features are selected or not), while parameter estimation is performed in continuous space. For parameter estimation, discriminative learning principles have been proven superior over generative ones in many areas including motif discovery [Bai11, H⁺11, G⁺13], but typically demand for time-consuming numerical optimization, which makes them intractable for traditional feature selection that requires a new optimization for each (promising) feature subset.

To overcome this situation, we propose Slim models that use the alternative concept of soft feature selection. More specifically, the probability of a nucleotide at a certain position of a binding site may depend on any nucleotide observed at a preceding position. Since it is unknown beforehand, which of these putative dependencies are important, the Slim model handles this information as a hidden variable resulting in a local mixture model. During the learning process, the parameters of this mixture model are adapted, such that a single position or a small subset of preceding positions obtains a large weight, whereas the others are down-weighted, yielding a soft feature selection.

Dependency logos

We present dependency logos as a new way of visualizing dependency structures within binding sites. In contrast to sequence logos, dependency logos make dependencies between binding site positions visually perceptible. In contrast to previous approaches, dependency logos are model-free and only require a set of aligned sequences, e.g., predicted binding sites, and, optionally, associated weights as input.

Dependency logos make dependencies between different motif positions visually perceptible by three
key ideas. First, dependency logos are directly based on binding sites instead of abstract binding motifs, e.g., mononucleotide distributions of PWM models. Second, we cluster binding sites by their nucleotides at those positions showing the strongest dependencies to other positions. If, for instance, position \( i \) shows the strongest dependencies to other positions and, of those, the dependency between position \( j \) and \( i \) is the strongest, we create at most 16 clusters according to the combinations of the two nucleotides present at positions \( j \) and \( i \). This procedure may be repeated recursively for each of the clusters (e.g., those sequences with a TC at position \( j \) and \( i \)). Third, we visualize each cluster as one row of colored boxes using the familiar colors of sequence logos and with height proportional to cluster size. If more than one nucleotide is present at a certain binding site position in a cluster, we mix the colors representing those nucleotides and set their saturation based on information content in analogy to the height of stacks in sequence logos.

**Results**

We demonstrate that Slim models in combination with a discriminative learning principle yield an overall improved performance compared to state of the art tools and compared to other probabilistic models including position weight matrix models on gcPBM and 63 ChIP-seq data for human transcription factors. Scrutinizing the results of the individual data sets, we find several cases where a PWM model neglecting dependencies between binding site positions already yields a decent prediction performance. However, for a considerable fraction of data sets, the improvement gained by models capturing dependencies between adjacent and non-adjacent positions is substantial.

Subsequently, we focus on ChIP-seq data sets for those transcription factors with the greatest improvements in prediction performance using Slim models and further investigate their dependency structures using dependency logos. In Figure 1, we show three examples of dependency logos based on predictions of Slim models. For Nfe2, we observe heterogeneities caused by two different, mixed motifs, where the first is an E-box-like (CACGTG) motif and the second is the expected Nfe2 motif with consensus TGCTGAGTCAY. For c-Jun, we find a flexible spacer between the two half sites with consensus TGA and TCA that has also been reported by Badis et al. [B+09a] for Jundm2 in mouse using PBM data and by Mathelier and Wasserman [MW13] using TFFMs on ChIP-seq data for human Jund. For Nrsf, we find that only the top-scoring binding sites cover the complete Nrsf motif, whereas the majority of sequences under the ChIP-seq peaks (68%) contain only the left half site (CTGTCC). While a dependency of nucleotide conservation on ChIP enrichment of the Nrsf motif has been reported before [B+09b], the

![Dependency logos](image-url)
clear distinction between two modes of Nrsf binding discovered using the Slim model is novel and might be related to the diverse complexes of Nrsf with other factors [Y+11].

In summary, we find that binding landscapes of transcription factors are highly complex and diverse, including secondary or multiple motifs, partial motifs, flexible binding modes, or dependencies between neighboring and non-neighboring positions. Some of these cases could also be handled by specialized models based on \textit{a-priori} expert knowledge, e.g., spaced PWM models for c-Jun or hidden Markov model-like approaches for Nrsf. The strength of the proposed Slim models is their flexibility to adjust to all these dependency structures without requiring \textit{a-priori} knowledge of dependency structures, while dependency logos allow for dissecting dependency structures \textit{a-posteriori} by visual inspection.

\textbf{Talk outline}

In the first part of the talk, we will explain Slim models on a conceptual level. While Slim models have been designed for modeling DNA motifs, the general concept of soft feature selection in a local mixture model might be applicable to other bioinformatics problems as well. In the second part, we will focus on the results obtained on ChIP-seq data. We will briefly explain dependency logos and use these for visualizing several, representative dependency structures detected in transcription factor binding sites. Finally, we will show that dependency logos may also help to visually detect dependencies in other sequence data.
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Introduction

The assessment of classifier performance is of fundamental importance in many bioinformatics applications. For instance, measures of classification performance are used to select appropriate models for solving classification problems. Performance evaluation is also inevitable for demonstrating the utility of novel approaches. In general, it assists researchers in identifying the most promising approach for the classification problem at hand. This implies that the choice of appropriate performance measures may influence the results of downstream analyses.

For binary classification tasks, the receiver operating characteristic (ROC) curve and the area under this curve (AUC-ROC) are widely accepted as a general measure of classifier performance. In many bioinformatics applications, however, positive examples are substantially less abundant than negative examples, resulting in a highly imbalanced class ratio. For instance, the number of true donor splice sites is substantially smaller than the number of genomic sequences with central GT consensus, and the number of target genes of a microRNA is substantially smaller than the number of non-target genes. In such cases, the precision-recall (PR) curve and the area under this curve (AUC-PR) is better suited for comparing the performance of individual classifiers than the ROC curve and AUC-ROC [DBR+05].

Often, the decision for the true class labels of a given data point is ambiguous and partly subjective. For instance, class labels may be based on an arbitrary threshold for some continuous measurement, e.g., fold changes of differentially expressed genes. Uncertain class labels may also arise from multiple, possibly contradictory, expert labelings. However, the decision for a specific labeling decisively influences classifier training and assessment. One solution to this problem is the transition from hard-labeling to soft-labeling, where each data point is assigned to both classes with a certain probability that reflects confidence in the labeling. For instance, Grau et al. [GPGK13] develop a schema for deriving soft-labels from peak statistics for ChIP-seq data, or Mihaljevic et al. [M+14] determine soft-labels from expert labelings of interneurons. While soft-labeling has been used extensively for classifier training in the past, it has been neglected for classifier assessment [KGG14].

Computing empirical AUC-PR and AUC-ROC values from test data points requires interpolation between discrete supporting points corresponding to a series of classification thresholds. AUC-ROC can be computed by linear interpolation between the supporting points of the curve for hard-labeled and soft-labeled data. In contrast, Davis & Goadrich [DG06] show that for AUC-PR an interpolation along the true positives is more accurate than linear interpolation for hard-labeled data, while Boyd et al. [BEP13] and Keilwagen et al. [KGG14] propose a more fine-grained, continuous interpolation between the supporting points of the PR curve. Only the latter can also be used for soft-labeled data and weighted data in general.

We make this interpolation available to the scientific community in the R package PRROC [GGK15], which is available from CRAN and may be used to compute and visualize PR and ROC curves.
Results

To illustrate the efficacy of the developed method, we investigate the influence of soft-labeled test data on classifier performance. To this end, we compare the classifier performance of published classifiers using AUC-PR on hard-labeled and soft-labeled test data for predicting transcription factor binding affinities.

We perform a reassessment of classifiers from Weirauch et al. [WCN+13], who evaluate the performance of classifiers for 66 protein binding microarray (PBM) data sets. PBMs measure the in-vitro binding affinity of transcription factors to DNA sequences using microarrays in an unbiased manner, where double-stranded probe sequences are chosen such that they contain all k-mers up to a given k with identical frequency. The goal of that study was to assess different classifiers for their ability to distinguish bound from unbound probes and for the correspondence of their classification scores to measured microarray intensity values.

Weirauch et al. introduce a hard labeling based on the intensity values for all probes sequences in each of the 66 experiments. For each individual experiment, they define the threshold separating foreground and background data points. Based on this labeling, they compare classifiers using different performance measures including the mean AUC-ROC over all experiments.

We perform a reassessment of classifiers from Weirauch et al. [WCN+13], who evaluate the performance of classifiers for 66 protein binding microarray (PBM) data sets. PBMs measure the in-vitro binding affinity of transcription factors to DNA sequences using microarrays in an unbiased manner, where double-stranded probe sequences are chosen such that they contain all k-mers up to a given k with identical frequency. The goal of that study was to assess different classifiers for their ability to distinguish bound from unbound probes and for the correspondence of their classification scores to measured microarray intensity values.

Weirauch et al. introduce a hard labeling based on the intensity values for all probes sequences in each of the 66 experiments. For each individual experiment, they define the threshold separating foreground and background data points. Based on this labeling, they compare classifiers using different performance measures including the mean AUC-ROC over all experiments.

Figure 1: Mean results for AUC-ROC and AUC-PR on PBM data sets using hard-labeled or soft-labeled (i.e., weighted) test data. Letters (A,B,...,K) on the abscissa indicate the team names of approaches in the original publication of Weirauch et al. [WCN+13] and appear in the order of the original ranking. Rankings according to the different performance measures are shown below the team names, while the mean values for AUC-ROC and AUC-PR are depicted on the ordinate.
Figure 2: Plots of ROC (left) and PR (right) curves generated by PRROC. For the ROC curve, we consider hard-labeled data and show the plotting variant with a color scale that indicates classification thresholds yielding the points on the curve. For the PR curve, we consider soft-labeled data and show a comparative plot for two classifiers as solid blue and dashed orange lines. We also include the maximal and minimal possible curves and the curve of a random classifier for the given soft-labels.

In Figure 1, we compare the mean AUC-ROC, the mean AUC-PR, and the corresponding rankings for hard-labeled and soft-labeled test data. In the hard-labeled case, we take the class labels suggested by Weirauch et al. [WCN+13]. We find that the rankings for both mean AUC-ROC and mean AUC-PR change considerably when considering soft-labeled test data instead of less informative hard-labeled test data. Focusing on the mean AUC-PR, we find that the ranking obtained by AUC-PR using soft-labeled test data are in better accordance to the original ranking of Weirauch et al. than the ranking using hard-labeled test data.

**PRROC R-package**

We have developed a user-friendly and well-documented R package called PRROC [GGK15], which allows for computing PR and ROC curves as well as the areas under these curves for soft-labeled and hard-labeled data. Optionally, PRROC also computes curves and AUC values for the optimal, the worst, and the random classifier as a reference. These references are particularly useful for (i) PR curves and (ii) ROC and PR curves in case of soft-labeled data, where the minimum and maximum AUC may differ from 0 and 1, respectively. In addition, PRROC allows for visualizing PR and ROC curves as exemplarily shown in Figure 2. PRROC is available from CRAN (http://cran.r-project.org/web/packages/PRROC/index.html) and provides R documentation files and a vignette.

**Talk outline**

In the talk, we will first motivate why appropriate performance measures are important for classification problems in bioinformatics and why these should be chosen in a problem-specific manner. Second, we introduce AUC-PR as a useful performance measure for problems with highly imbalanced class ratios, which are prevalent in bioinformatics. Third, we will provide examples for bioinformatics applications that may profit from performance evaluation using soft-labels. Finally, we will show how researchers can use the PRROC R-package to evaluate classifier performance for soft-labeled and hard-labeled test data, and to produce publication-quality plots of PR and ROC curves using PRROC.
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Abstract

Our current understanding of how natural genetic variation affects gene expression beyond well-annotated coding genes is still limited. The use of deep sequencing technologies for the study of expression quantitative trait loci (eQTLs) has the potential to close this gap. Here, we generated the first recombinant strain library for fission yeast and conducted an RNA-seq-based QTL study of the coding, non-coding, and antisense transcriptomes. We show that the frequency of distal effects (trans-eQTLs) greatly exceeds the number of local effects (cis-eQTLs) and that non-coding RNAs are as likely to be affected by eQTLs as protein-coding RNAs. We identified a genetic variation of swc5 that modifies the levels of 871 RNAs, with effects on both sense and antisense transcription, and show that this effect most likely goes through a compromised deposition of the histone variant H2A.Z. The strains, methods, and datasets generated here provide a rich resource for future studies [CZMC+14].

Introduction

Variation in gene expression, which in turn is often caused by natural genetic variation, is a major factor causing intra-species phenotypic differences. Hence, investigating the influence of genetic variation on gene expression has been the focus of intense research. The identification of expression quantitative trait loci (eQTLs), that is, genomic regions that are linked with the expression of a specific transcript, has primarily been conducted using DNA microarrays [BYCK02]. High-throughput sequencing of cDNA (RNA-seq) has great potential to provide qualitatively and quantitatively new insights beyond mere mRNA quantification.

Previous RNA-seq based eQTL studies have focused on measuring new traits, and have been limited to the detection of local eQTLs, so called cis-eQTLs [LHW+11, MP11, PMP+10], or have identified a only a relatively small proportion of distant eQTLs [BMZ+13]. cis-eQTLs are located at or close to the genes whose expression they directly affect; while trans-eQTLs are remote from the genes whose expression they affect. Further, sequence variation information contained in the RNA-seq data has not been exploited in the framework of eQTL mapping. Here, we have conducted an expression QTL study characterized by a design enabling a high statistical power for association detection and by a broad investigation of pervasive expression beyond well-annotated coding genes (i.e. non-coding and antisense transcripts). The high statistical power contributed to the improved discovery of trans-eQTLs, suggesting that previous studies may have been overestimating the fraction of cis-eQTLs. First, we generated a recombinant strain library for fission yeast (Schizosaccharomyces pombe) suitable for powerful QTL studies, which was subsequently subjected to high-resolution measurements of growth kinetics and strand-specific RNA-seq. Whereas microarray probes rely on a fixed reference genome, RNA-seq allows for the individualized quantifica-
tion of transcripts taking genomic variation into account. We show that our approach, which explicitly includes individual genomes, reduces the potential for false-positive eQTLs. Further, because RNA-seq measures the actual transcript sequences of a given strain, it can also be used for genotyping the strain library. We developed a computational framework for the robust genotyping of recombinant strains using RNA-seq data, which eliminates the need for separate genotyping experiments. Finally, RNA-seq makes no assumptions about the structure of genomic features. In the context of QTL studies, it can thus be used to identify genetic variants affecting non-annotated features. Here, we present a striking example of a variation affecting antisense transcription of hundreds of \textit{S. pombe} genes detected in this study.

Results and methods

Generation and phenotyping of a recombinant fission yeast strain library

We generated the first recombinant strain library for \textit{Schizosaccharomyces pombe} suitable for QTL studies. In order to enable the detection of association at a high statistical power, we selected closely related parental strains to reduce the genetic complexity of the library (0.05\% divergence, comparable to the average divergence between two humans). This cross was subsequently subjected to high-resolution measurements of growth kinetics and deep strand-specific RNA-seq (average effective depth 37.5x).

Genotyping of the strain library by RNA-seq

eQTL studies require both the genotypes and the expression profiles of each individual of the studied population. We developed a strategy enabling the genotyping of a recombinant strain library through RNA-seq. Thus, separate genotyping experiments of the segregant strains were not needed. First we sequenced the genome of the parental strains a great depth in order to detect potentially all genomic variants. Then we used RNAseq data of the segregants to detect genomic variation at the sites polymorphic when comparing the progenitors. On average half of the sites could be directly genotyped after conservative filtering. It was sufficient to identify haplotype blocks and thus infer genotypes at the remaining sites. This lead to the genotyping of the whole library at 4,481 sites.

Accounting for individual genomes improves transcript quantification

In microarray-based expression studies, sequence variation in probe regions can affect the hybridization efficiency. Because this leads to an allele-specific signal bias, sequence variation can inflate the number of false \textit{cis}-eQTL calls [ATL+07]. Notably, RNA-seq studies are neither immune to such artifacts [DMP+09] as transcript quantification usually involves the mapping of sequence reads to a reference genome. In this study, gene expression quantification was performed by aligning reads to strain-specific genomes in order to minimize this bias. Using both simulations and real data, we compared this strategy to reference genome mapping. Results show that aligning RNA-seq data against individualized genomes marginally improves transcript quantification, while ignoring individual sequence variation can inflate the number of falsely detected \textit{cis}-eQTLs.
trans-eQTLs greatly exceed cis-eQTLs in abundance

After mapping the QTLs using a Random Forest based approach [MASB10, PCZL+13], one of the most surprising results of this study was the small fraction of cis-eQTL that were detected. It is generally assumed that cis-eQTLs can be detected more easily than trans-eQTLs [ASWB13, HLB+11, SMD+03]: (i) direct effects are stronger than distant indirect ones, and (ii) searching for trans linkages involves testing a much larger number of hypotheses. Strikingly we detected a much higher fraction of trans-eQTLs (~90%) than cis-eQTL. We attribute this to the high statistical power of our study, which could be due to several factors: the genetic similarity of the parental strains reducing the complexity, the use of deep sequencing reducing trait noise, and/or the advanced methods we used to analyze these data.

Non-coding and expression are strongly affected by genetic variation

RNA-seq enables the quantification of entire transcriptomes, including non-coding RNAs (ncRNAs). The high sequencing depth used here and the extensive annotation of the fission yeast genome enabled us to quantify transcript levels for 1,428 annotated ncRNAs. Thus, this analysis presents the first comparative eQTL mapping for coding versus non-coding transcript levels at a genomic scale. We showed that that the expression of non-coding RNAs is at least as much affected by genetic variation as the expression of protein-coding RNAs. To further investigate the importance of non-coding RNAs as effectors of eQTLs, we predicted the most likely causal gene for each eQTL. Our result suggests that non-coding RNAs substantially contribute as effectors of the genetic variation of gene expression.

A frameshift in swc5 causes major eQTL hotspot, reduces H2A.Z deposition increase antisense transcription

We identified an eQTL hotspot (locus regulating numerous genes) affecting the sense expression of 817 genes and the anti-sense expression of 1,384 traits. This QTL hotspot shows more widespread gene expression effects than any other hotspot reported so far. Because of its extraordinary strength, we wanted to unravel its molecular basis. We identified a frame-shift polymorphism in the gene swc5 as being the molecular regulator at this locus. Swc5 is a component of the Swr1 protein complex controlling the chromosomal deposition of the histone variant H2A.Z. H2A.Z has been associated with the control of antisense transcription if fission yeast [ZFZ+09]. We showed that the effect of swc5 hotspot most likely goes through a compromised deposition of the histone variant H2A.Z, which consequently leads to an increase of read-through antisense transcription. We performed numerous experiments and analyses that all corroborated this hypothesis. Notably we studied expression changes in strains deleted for swc5, and we analyzed the H2A.Z occupancy via ChIP-seq.

Conclusion

Several methodological aspects have been developed in this study, for instance RNA-seq based genotyping or strain specific genome mapping. Moreover, the high statistical power to detect eQTLs characterizing this study led to interesting findings regarding the genetic control of non-coding expression and the relative importance of trans effect. The detailed experimental and analytic validation on one of the casual genes (swc5) offers new insights on how a QTL could modulate its target genes. This study has been published in Molecular System Biology [CZMC+14].
Presentation outline

The presentation will first motivate the need of studying the genetic basis of molecular traits. Then the concepts of eQTL mapping will be presented. The main part of the presentation will focus on both methodological aspects (RNA-seq based genotyping or random forest based QTL mapping), and on the result highlights (the importance of the regulation of non-coding RNA, the proportion of \textit{cis}/\textit{trans}). Finally the \textit{swc5} eQTL hotspot will be briefly presented.
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The consideration of protein flexibility is long known to be one of the most challenging aspects in computational structural biology. Experimental structures are often used to construct flexible protein models or serve as a reference for flexibility predicting techniques. Therefore, the steadily increasing amount of structural data further improves the fundamental basis of these techniques. However, due to inconsistent annotation or structural deviations in the experimental data, alignment techniques are generally required as an essential prepressing step for the usage of multiple experimental protein structures. In principle, various sequence- and structure-based approach have already been developed which can be applied in these [FRCC07, KSK11]. However, their applicability depends on the particular application scenario. Many structure-based approaches like molecular docking, pharmacophore generation, or the investigation of enzymatic mechanisms focus on protein binding sites and neglect the rest of the protein structure for efficiency reasons. For these applications, it is most relevant that the alignment of the active site is highly reliable. Furthermore, purely sequence-based alignment techniques are not always applicable if the binding site is located at a subunit interface of an oligomeric protein, as in these cases, the assignment of corresponding subunits is not necessarily unambiguous. Structure-based alignment methods mostly target the identification of geometrically conserved motifs which complicates the identification of analogous protein regions exhibiting structural flexibility.

We recently introduced ASCONA [BR15a], an automated approach for the detection and alignment of protein binding site conformations. While most other alignment techniques deal with the generation of structure or sequence alignments of rather distantly related proteins, ASCONA puts the accurate detection of highly deviating binding site conformations into focus. Given an arbitrarily defined binding site of a query structure, ASCONA locates all occurrences of the respective query in a target structure and generates a residue-wise mapping in form of a sequence alignment. It also facilitates the generation of multiple alignments of a certain query in case of an oligomeric target structure.

The underlying algorithm is based on a partition of the query binding site into a set of short peptide fragments which are searched in the target sequence using an efficient approximate string matching algorithm. The fragment hits are recombined on the basis of a two-step fragment assembly approach and a geometry measure that analyses the distance and relative orientation of the fragment hits. Since the typical application scenario assumes a high sequence similarity of query and target structures, the fragment matching step can be set up quite strictly, which results in low rate of random (false positive) fragment matches. In turn, this allows for applying a tolerant geometry measure during the fragment assembly and thus facilitates an accurate detection of binding sites with highly deviating conformations. ASCONA was evaluated on the Astex Non-native dataset [VMH+08] and proved to correctly align all contained binding sites including those with considerable structural deviations. A major advantage of ASCONA is that it only needs to search for the protein region of interest, e.g. a ligand binding site or a protein-protein interface, and thus achieves considerably low computation times. For instance, the alignment of a structure from the Astex Non-native dataset took on average 4 milliseconds.

Besides details on its algorithmic background and the evaluation experiments demonstrating its general functionality, we will present further information on sensible application scenarios. For instance, we developed a server for collecting protein binding site ensembles from the PDB [BR15b]. Starting with a user defined query, the search initially extracts structure candidates from a database that has been specially geared to this purpose. In a second step, ASCONA is used to detect appropriate binding sites within the set of candidates. This step highly benefits from ASCONA’s accuracy and efficient runtime behavior. The remaining structures can be further filtered to adapt the set of identified binding
site conformations to the user’s requirements. This can, e.g., incorporate the application of RMSD thresholds, mutation rate constraints, or the selection of diverse conformations. These filters also depend on an accurate alignment of the query binding site and the ensemble candidates. Finally, the selected conformations are being superimposed on the basis of a common rigid region.

In summary, ASCONA is a perfectly suited tool for the collection and automatic preprocessing of alternative protein binding site conformations and can support any application that relies on an accurate mapping of the residues in the protein binding site.
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Sequence alignment is traditionally the first step in DNA and protein sequence analysis. With the amount of sequence data that are now available, however, pairwise or multiple alignment has become too slow in many applications. Therefore, alignment-free methods are increasingly used for genome comparison and phylogeny reconstruction, and the development of such methods has become a very active area of bioinformatics [Vin14]. While alignment-free methods are generally less accurate than alignment-based approaches, they are much faster since they run in linear time. Most alignment-free algorithms work by comparing the word composition of sequences. Sequences are represented by word-frequency vectors, and standard distance measures on vector spaces can be applied to calculate a pairwise distance matrix for a set of input sequences [HRR06, CHL+09, VCF+12, SJWK09]. Phylogenetic trees can then be calculated from these distance matrices with the usual distance-based methods for phylogeny reconstruction. A certain drawback of these word-based methods is the fact that word occurrences at adjacent sequence positions are far from independent.

Database search programs such as BLAST [AGM+90] originally used word matches of a fixed length $k$ as seeds to search for local homologies. Here, the seed length $k$ is a trade-off between sensitivity and speed. It has been shown that the sensitivity and speed of these programs can be substantially improved if spaced seeds – i.e. word matches with possible mismatches at certain pre-defined mismatch positions – are used instead of contiguous word matches as used in the original version of BLAST [MTL02]. Considerable efforts have been made since then, to find suitable patterns for this spaced-seed approach, see e.g. [BBV04, KN06, Bro08, IIB11].

Inspired by these approaches, we previously proposed to use spaced words for alignment-free sequence comparison, i.e. words containing wildcard characters at fixed positions, according to an underlying pattern $P$ of match and don’t care positions [BSH+13]. The first version of our approach used one single pattern $P$: for a given set of input DNA or protein sequences and a pattern $P$, we calculated pairwise distances based on the spaced-word frequency vectors of the sequences with respect to $P$. A certain drawback of this original single-pattern approach was the necessity to select one specific pattern $P$ of match and don’t care positions, since the results of this method strongly depend on the selected pattern.

In a subsequent paper [LBH+14], we used a hashing algorithm to compare the spaced-word composition of sequences that was much more efficient than the tree-based algorithm that we used in the previous implementation. This way, we were able to extend our approach to using sets $\mathcal{P} = \{P_1, \ldots, P_m\}$ of randomly generated patterns $P_i$ of a fixed length and number of match positions, instead of a single pattern $P$. (Multiple patterns of match and don’t care positions have also been proposed to generate spaced seeds for database searching [LMKT03].) In this multiple-pattern version of our approach, spaced-word frequencies are then calculated and compared with respect to all patterns in the set $\mathcal{P}$; we define the distance between two sequences as the average distance over all distance values obtained with the individual patterns $P_i \in \mathcal{P}$ that are calculated as in our previous single-pattern approach.

As in our previous paper, we evaluated this multiple-pattern approach by applying it to phylogeny analysis. We tested two different approaches to calculate pairwise distances between the input sequences based on their (multiple) spaced-word-frequencies, namely the Euclidean distance and the Jensen-Shannon distance [Lin91]. The resulting distance matrices were used as input for Neighbour Joining [SN87] to generate trees, and we compared the resulting tree topologies to trusted reference topologies using the Robinson-Foulds distance [RF81]. As benchmark data sets, we used simulated and real-world
DNA and protein sequences.

In our first paper, we had shown that the single-pattern version of our spaced-words leads to slightly better trees than the same approach used with contiguous words [BSH+13]. In [LBH+14], we could show that our new multiple-pattern approach produces much better phylogenies than the previously implemented single-pattern approach and is also superior to established alignment-free methods that are based on contiguous words. On some data sets, the quality of our results was even comparable to trees that were obtained with traditional alignment-based approaches.

Also, we showed empirically that distance values calculated with our multiple-pattern program are statistically more stable than distances based on the previous single-pattern approach which were, again, more stable than distances based on the frequencies of contiguous words. In a more recent paper [MZHL15], we studied the statistical behaviour of our spaced-word-based distance functions in detail and showed analytically why spaced-word-based distances are statistically more stable than distances calculated from contiguous words and why, in turn, the new multiple-pattern version of spaced words is more stable than the previous single-pattern approach.

Our software is freely available as source code. In addition, we provide a user-friendly WWW interface that is described in [HLB+14]. Source code and WWW interface are available through Göttingen Bioinformatics Compute Server (GOBICS) at

http://spaced.gobics.de/
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As introduced in [Mei15] and [LM14a] we here present a novel tool UProC for large-scale sequence classification and show its application to functional analysis of metagenomic and transcriptomic data.

The functional and metabolic characterization of organisms and organism communities based on massive sequencing is central in genome and metagenome studies. With the current next-generation sequencing techniques the number of reads per sample has dramatically increased while in comparison to Sanger-sequencing the average read-length has substantially decreased. Because the vast amount of short read data renders a classical BLAST-based analysis infeasible, novel tools have to be developed to cope with the already existing computational bottleneck. In metagenomics and metatranscriptomics the functional classification of sequencing reads based on assignments to annotated protein sequences or families is usually the computationally most expensive task. Using a sensitive BLASTX search [AGM+90] against a large protein sequence database, the processing of millions of short reads on an actual desktop computer can take years and makes massive parallelization on large computer clusters inevitable. Using HMMER profile HMMs [Edd98] is about one order of magnitude faster but would be restricted to protein families that can be well represented by multiple sequence alignments. Therefore, we have developed the Ultra-fast Protein domain Classification (UProC) tool which is about 10000 and 1000 times faster than BLASTX and HMMER3, respectively. The UProC algorithm features a novel sequence scoring approach that we refer to as “Mosaic Matching”. Although, UProC has been designed to assign sequences to protein domain families we have also used it with the KEGG database of full-length gene families (KEGG Orthologs) and found it well-suited to predict the functional repertoire of an organism from unassembled RNAseq reads [LM14a]. We have used UProC for the development of several tools that require the computation of functional profiles [KALM13, LM14b, AWDM15] and it makes up the core of our CoMet [LASM11] and CoMet-Universe [AKLM14] web servers. The UProC source code is available at https://github.com/gobics/uproc with the latest release package (including precompiled binaries for Windows) and databases provided at http://uproc.gobics.de/.

1 UProC algorithm and Pfam domain classification results

The UProC “Mosaic Matching” algorithm comprises several essential elements which involve the scoring and classification of protein sequences as well as the prior database construction. In this extended abstract we will only give a short overview of the most basic steps and would like to point the interested reader to the original publication [Mei15] for a full description.

The algorithm first extracts all oligopeptides ("words") of length 18 from a query protein sequence and for every word identifies the nearest neighbour in a sorted database array of labelled reference words. All residues of a nearest neighbour word are then scored with respect to their similarity to the query word using a position specific scoring matrix that has been optimized by a machine learning approach. Finally all position specific scores from reference words with the same protein family label are combined in a Mosaic Match to yield the final score of the sequence with respect to the particular family. If the score is above a length-dependent threshold a significant match is reported.

We evaluated UProC with the Pfam 24 database [FMT+10] on real and simulated metagenome data of varying complexity and read length, comparing it with HMMER3 and RPS-BLAST. We found that on the shortest read length (100 bp) UProC outperformed the profile-based tools in terms of sensitivity...
at a comparable specificity which was around 95% in all cases. The sensitivity of UProC varied from 88.9% on a human microbiome dataset to 68.5% on marine metagenome data, down to 50.1% on data from a microbial mat community. The corresponding sensitivity of HMMER (RPS-BLAST) for these datasets was 52.3 (48.5), 47.5 (44.8) and 42.8 (39.6) percent, respectively. The results indicate that the computationally more expensive profile methods which constitute the state-of-the-art for full length protein sequences might not be optimal for this kind of short read data. This has also been found in a recent study using transcriptomic data [ZSC13] which exhibited a substantial sensitivity loss of HMMER and other profile-based methods for the classification of protein domains in short reads. As expected, for increasingly longer reads, at some point HMMER becomes the most sensitive tool. For a good classification performance, UProC requires a large sequence database that covers much of the variation within different protein families. On the other hand, UProC does not require the protein families to be representable in terms of multiple alignments. At the UProC homepage we offer a precompiled database for a recent version of the KEGG orthologs [KG00] which are widely used for metabolic profiling in metagenomics and metatranscriptomics. An application of UProC to KEGG-based classification of short reads is reported in the following.

2 Using UProC with KEGG to predict functional repertoires from unassembled RNA-Seq data

In the annotation of de novo sequenced organisms the inference of potential gene functions is a fundamental step. If a genome sequence can be assembled at sufficient quality, for an automatic annotation of predicted genes, putative functions are usually identified using homology search techniques. Without the genomic sequence a de novo transcriptome assembly can be used to assess major parts of the functional repertoire where the achievable coverage strongly depends on the experimental setup and the organism under investigation. This strategy has been adopted as a valuable alternative for certain organisms which for example provide large or hybrid genomes. Although many tools have been proposed for de novo transcriptome assembly, the risk of misassemblies remains and also depends on the organism. In addition, the computational effort in terms of RAM storage requirements for the assembly can be demanding. Finally, the result of the analysis is highly dependent on several parameters, in particular on a suitable threshold for the homology search step, such as a BLAST E-value cut-off, which is necessary to decide on the presence or absence of a particular function.

In a recent study [LM14a] we have investigated to what degree it is possible to reconstruct the functional inventory of an organism using only unassembled transcriptome data. The short read data was directly mapped to KEGG functions by searching for homologies to the corresponding KEGG Ortholog families. For the evaluation we used a large RNA-Seq data set from Arabidopsis thaliana and removed all sequences of that organism and close relatives from the database. To obtain a reliable prediction on the presence of a function on the basis of short reads, it is important to evaluate the aggregated evidence that is generated by all reads showing similarity to reference sequences of the same family. The similarity scores calculated at the homology search step were combined in a family-specific evidence measure which was finally used for the prediction of the corresponding function. We found that over the whole range of possible functions the distribution of the evidence measure typically shows a bimodal distribution that reflects the dichotomy of strong and weak similarities with respect to different organisms in the database. This bimodality makes it possible to automatically adjust the prediction threshold using a mixture model for analysis of the evidence distribution.

Our results show a high sensitivity of up to 94 percent for the prediction of biomolecular functions in KEGG. The low false positive rate of 4 percent indicates that the automatic threshold calibration is highly effective even providing a better performance than prediction on the basis of a de novo transcriptome assembly. In our study we also compared the impact of different homology search tools, including several pairwise approaches and UProC. We found that the application of UProC provides the fastest solution and at the same time the highest detection performance (F1-measure) for this particular task.
Thereby, the UProC memory requirements of approximately 16 GB RAM are clearly higher than with BLAST but much lower than for transcriptome assembly tools.

In metatranscriptomics, not only the functional characterization but also the phylogenetic classification of sequencing reads is required. Although, UProC can be used for taxonomic profiling of metagenomes by means of the Taxy-Pro mixture model [KALM13] for evaluation of protein domain counts, the taxonomic binning of reads is currently not possible. This is a clear advantage of BLASTX-based approaches (see e.g. [GS11, HMR+11]) that can provide both, functional and phylogenetic classification of single reads. Currently, we are working on a UProC version that integrates both kinds of classification.
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Abstract: Molecular communication between stroma and cancer cells is well recognized to have a crucial role in carcinogenesis, tumor growth and cancer cell migration. From a systems biology perspective it links the molecular networks of both cell types. We have described a systems level analysis combining experimental and computational approaches for studying inter-cellular communication via secreted gene products. Our approach builds on statistical methodology for causal analysis based on a combination of reverse network engineering and causal effect estimation using genome scale observational data. In the context of molecular interactions between hepatic stellate cells (HSC) and hepatocellular carcinoma (HCC) cells, we predicted causal effects of HSC secreted gene products on tumor (HCC) gene expression. The many cause-effect pairs were then condensed to a small set of stromal factors which together cause the majority of gene expression changes observed in HCC cells with a Bayesian approach borrowed from Model-based Gene Set Analysis (MGSA). This resulted in a set of 10 secreted HSC gene products which together cause the majority of gene expression changes observed in HCC cells. The set of secreted stromal factors contained both known and unknown cancer promoting factors, including Placental Growth Factor (PGF) and Periostin (POSTN) as representatives of the former, and Pregnancy-Associated Plasma Protein A (PAPPA) as an example of the latter. We could show that PAPPA contributes to the activation of NFκB signaling. In clinical data, higher levels of PAPPA are linked to advanced stage HCC.

1 Background

Cancer is a heterogeneous assembly of different cell types characterized, among others, by its composition and interactions of different cells. The basic building blocks of a cancer entity are epithelial cells, fibroblasts, vascular and inflammatory cells plus the extracellular matrix. Their interactions via (1) cell-cell contacts, (2) secreted factors like chemo- and cytokines, and (3) the modulation of the extracellular matrix are dynamic and influence cell proliferation, movement and differentiation [TC06].

Hepatocellular carcinoma (HCC) is one of the most prevalent and lethal malignant tumors worldwide. The major risk factor predisposing to HCC is hepatic cirrhosis. It arises through the activation of hepatic stellate cells (HSC), myofibroblast-like cells that are responsible for the excessive hepatic matrix deposition seen in chronically damaged livers. Moreover, HSCs infiltrate the stroma of liver tumors localizing around tumor sinusoids, fibrous septa, and capsules [WF14]. Conditioned medium collected from activated HSCs induces growth, migration and invasion of HCC cells in vitro. Furthermore, HSCs promote aggressive growth of HCC cells in experimental in vivo models [ZZY+11] and their presence predicts poor clinical outcome in HCC patients [JQF+09]. These data indicate that HSCs affect HCCs. Yet, the molecular mechanisms of this crosstalk are largely unknown.

Intra- and inter-cellular molecular mechanisms are typically studied using functional assays that involve the perturbation of the cellular systems. Unlike statistical associations in observational data, functional assays can directly distinguish between cause and effect. Their disadvantage is that they can be difficult to perform in high throughput. Recently, Maathuis and colleagues introduced a novel method to extract causal information from mere observational gene expression data [MKB09]. Their IDA (‘Intervention calculus when the DAG is absent’) algorithm combines local reverse network engineering using the PC-algorithm [SGS00] with causal effect estimation [Pea00, Pea03]. These virtual functional assays predict lists of genes that will change expression if the expression of a query gene was perturbed experimentally.

In [EAOR+15] we showed how functionally relevant secreted agents of stroma-tumor communication can be successfully predicted through a combination of novel experimental designs, causal network modeling, and data integration: Stromal hepatic stellate cells (HSC) from a set of human donors were
cultivated and the conditioned media were used to stimulate hepatocellular carcinoma cells (HCC).
Gene expression was measured on the paired HSC and HCC cells before and after stimulation. With
information on gene expression levels in both ‘sender’ and ‘receiver’ cells, we were able to infer which
genes might play a role in communication of these two cell types. We used the IDA framework to predict
the effects of virtual targeted interventions in HSCs on the expression of individual genes in stimulated
HCCs. Finally, we integrated the large set of predicted pairs of causally interacting gene products to
select the most important HSC secreted agents influencing cancer cell gene expression.

2 Results

Causal modeling approach

In our paper [EAOR+15], we used virtual targeted interventions by means of the IDA algorithm
[MKB09] to identify gene products that mediate the communication of stroma and cancer cells. IDA
consists of two steps. First, a partially directed network of regulatory interactions is constructed using
the PC algorithm [SGS00]. Second, causal effects are estimated using Pearl’s Do-calculus [Pea00]. To
infer a potential causal effect of a stromal gene x on a cancer gene y, IDA needs the expression of y, x,
and all genes x’ that directly influence the expression of x in the regulatory network. Since stromal
cells were in no contact to cancer cells in our experimental setting, the genes x’ must be stromal genes
as well. Hence it is sufficient to confine the reconstruction of a regulatory network to stromal genes
only. For each of the cancer genes that changed expression upon conditioned media stimulation (False
Discovery Rate < 0.001), we used IDA to screen for potential stromal genes that when perturbed in
expression would have a strong effect on the respective cancer gene. Therefore we focused on secreted
gene products as candidate stromal regulators. However, these genes are most likely regulated by non-
secreted gene products which hence also need to be included into the network reconstruction. To limit
the computational burden, we included the most highly and variably expressed genes across the stromal
samples into the analysis, assuming that they would translate into abundant and variable amounts of
protein. Since we were interested in cellular communication via secreted gene products, we confined the
list of potential activators of cancer genes to only secreted stroma genes.

For each of the target cancer genes, secreted stroma genes were ranked by the effect size estimated by
IDA. This procedure corresponds to ranking by the predicted causal effect in a virtual perturbation
experiment: Gene-by-gene, all secreted stroma genes were virtually repressed by one standard unit
and the expected change of the cancer gene was calculated. Performing the analysis on standardized
data allows comparing effects across genes, and thus, the stromal gene with the strongest expected
effect was ranked first, and so on. We applied IDA modeling in a sub-sampling approach, reporting
causal effects only when they were insensitive to small perturbations of the data. The experimental and
computational model set-up is depicted in Figure 1.

A small set of stroma-secreted proteins can activate cancer gene expression in concert.

Although all secreted HSC proteins have the potential to affect the expression of HCC genes, we
postulate that a much smaller set of proteins is sufficient to activate HCCs. Thus in [EAOR+15] we
aimed at identifying a small set of HSC genes that jointly account for the wide spectrum of expression
changes in HCC cells observed in response to stimulation with HSC-CMs. We arranged the cause-effect
pairs such that we obtained a list of potential HCC targets for each HSC cause. Since several HSC genes
were predicted to affect multiple HCC genes, these lists overlapped. Model based Gene Set Analysis
(MGSA) [BRG11] is an algorithm that aims at partially covering an input list of genes with as little
Gene Ontology categories as possible. It balances the coverage with the number of categories needed.
Figure 1: Overview of the experimental and computational approach to identify secreted stromal (HSC) factors which influence tumor (HCC) gene expression. Conditioned medium of primary human HSC (n=15) was transferred onto human Hep3B HCC cells. Gene expression data of HSC and HCC cells were filtered to reduce the dimensionality of the data and to build cause-and-effect (target) matrices. The matrices served as input for the IDA algorithm which estimates causal effects for each cause on each target gene. Causal effects that were stable across sub-sampling runs (i.e., that were stable with respect to small perturbations of the data) were retained and subjected to Model-based Gene Set Analysis (MGSA) to extract a sparse set of HSC genes influencing HCC cell gene expression.

We modified this algorithm in such a way that it covered the list of cancer genes responsive to stromal factors with the sets of HSC targets predicted by IDA. Thus HSC genes were in competition to each other: an analysis based on frequencies (how many HCC genes does each HSC gene affect) discovers redundant HSC genes that target the same HCC genes. Our approach strove for a maximum coverage of the target genes with a minimum number of HSC secreted genes. We identified 10 HSC secreted proteins which covered the majority of gene expression changes observed in HCC cells. The list consisted of PGF, CXCL1, PAPPA, IGF2, IGFBP2, POSTN, NPC2, CTSB, HGF, and CSF1. Notably, the set of the most influential HSC regulators included several well-known tumor-promoting genes such as placental growth factor (PGF) \[\text{PWB}^+\text{05}\], and the chemokine CXCL1, which promotes HCC angiogenesis and growth \[\text{TML}^+\text{12}\]. Periostin (POSTN) is a secreted cell adhesion protein whose expression levels are directly related to metastatic potential and poor prognosis of HCC \[\text{LWJ}^+\text{13}\]. High expression levels of the macrophage colony-stimulating factor 1 (CSF1) are another indicator of tumor progression and poor survival in HCC patients \[\text{BFY}^+\text{06}\]. Over-expression of cathepsin B (CTSB), on the other hand, promotes HCC cell migration and invasion \[\text{CCJ}^+\text{12}\].

PAPPA is a novel stromal factor which activates NFkB signaling in cancer cells

In our paper \[\text{EAOR}^+\text{15}\], we identified PAPPA as a novel stromal regulator of HCC cell gene expression. As many of the cancer genes that changed gene expression levels upon incubation with stroma-conditioned medium are NFkB pathway members or targets of the transcription factor NFkB, we experimentally tested whether PAPPA could induce NFkB activity. Indeed, recombinant PAPPA protein together with conditioned medium induced a stronger induction of NFkB signaling than conditioned medium alone. We could also show that PAPPA is solely secreted by HSCs and not by HCC cells, and its protein levels correlate with fibroblast markers in patient samples, indicating that stromal cells are the major source of PAPPA also in HCC tissue. Finally, we could show that increased levels of PAPPA indicate advanced stage HCC in clinical samples.
3 Presentation outline

The presentation will first motivate and introduce the importance of cell communication of different cell types in tumor tissue. Then the experimental setting to produce systems-wide unidirectional cell communication data will be presented. The main part of the presentation will focus on the computational model to derive the most important stromal factors which influence tumor cell gene expression. The last part will briefly highlight biological findings with this approach and their clinical implications.
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Introduction

Current sequencing-based experimental techniques like RNA-seq and ChIP-Seq generate a wealth of data which can be aligned to the genome of the targeted organism. Yet the integrated analysis of multiple such datasets requires methods for their automated and efficient statistical analysis. One major goal is to annotate the genome, i.e., to cluster genomic positions into functional groups based on the observations made at these positions. One might, e.g., want to dissect the process of RNA transcription into distinct phases characterized by the presence of different protein complexes that change their composition as the RNA Polymerase moves along the DNA. Ideally, such a clustering accounts for the dependency of observations induced by the linear structure of the DNA and the processes associated to it. Hidden Markov models (HMMs) have been used extensively to partition the genome into discrete functional states that can be interpreted as DNA-associated protein complexes. They have been used to infer chromatin states, and annotate enhancers, promoters and transcribed and quiescent regions in human [TDNS07, EK12] and fly [FvBB⁺¹⁰].

Current HMM-based approaches ignore the fact that DNA-related processes may occur in forward or reverse direction. [KGP14] use time-reversible Markov chains to alleviate this drawback. Still, this model is not able to infer the directionality of DNA-related processes, nor do they properly integrate strand specific (e.g., RNA expression) with non-strand-specific (e.g., ChIP) data. In order to address these points, our present contribution highlights the bidirectional hidden Markov model (bdHMM) introduced in [ZLC⁺¹⁴].

Results

The main idea of the bdHMM is to have so-called twin states, one for each strand and genomic state. Transitions between twin states are coupled by a generalized time-reversibility condition, which replaces the ordinary time-reversibility constraint for reversible HMMs (see Methods for a precise definition). bdHMMs can identify forward and reverse directed states by taking into account directional information contained in each single observation. We derived an efficient analog of the Baum-Welch expectation-maximization (EM) algorithm for bdHMM parameter learning. The bdHMM model along with the EM algorithm is implemented in the open source R/Bioconductor package STAN [ZGT14]. STAN allows the modeling of multivariate Gaussian, Poisson, negative binomial, and multinomial emission distributions and arbitrary independent combinations thereof. It thereby provides a general and flexible framework for obtaining a directed functional state annotation from genomics data.

We applied the bdHMM to a combined RNA transcription and ChIP data set of RNA Polymerase II-associated general transcription factors in yeast. The bdHMM annotated the genome with transcription states (Figure 1), which were characterized by different compositions of the Polymerase II complex. Searching this sequence of states with regular expressions recovers the majority of transcribed loci. We reveal gene-specific variations in the yeast transcription cycle and we find an alternative transcription termination pathway for antisense transcripts. Application of the bdHMM to chromatin modification...
Figure 1: De novo transcript annotation by the bdHMM. Top panels: The data which was used to train the bdHMM include termination factors Pcf11 (pink) and Nrd1 (blue), initiation factor TFIIIB (ocre), the RNA Polymerase II subunit Rpb3 (green), Nucleosomes (orange), and strand-specific RNA-Seq expression data in wild type cells (dark and light red) and cells deficient for the nuclear exosome (black and grey). Middle panel: The transcript annotation by [XWG+09], which was not known to the bdHMM, was used as a gold standard. Bottom panel: Viterbi path derived from the bdHMM. Different colors indicate different states. States above (below) the baseline indicate reverse (forward) states, the other states are undirected. The grey area highlights a novel SUT (Stable unannotated transcript, a stable non-coding RNA) region predicted to be expressed on the + strand by the bdHMM yet not captured by former annotations based on the wild-type RNA levels alone. (Modified after [ZLC+14])

data in human T cells provides evidence for existence of directed chromatin state patterns around transcribed regions in the human genome.

Methods

A hidden Markov model is a tuple $\theta = (K, \pi, A, D, \Psi)$ such that $K$ is a finite state set, $\pi = (\pi_i)_{i \in K}$ is the initial state distribution, $A = (a_{ij})_{i,j \in K}$ is a $K \times K$ transition matrix, and $\Psi = \{\psi_i; i \in K\}$ is a set of probability distributions on the observation space $D$. An HMM defines a probability distribution on a sequence of observations $O = (o_1, ..., o_T)$. Each observation $o_t$ is emitted by a corresponding hidden (unobserved) state variable $s_t$ which can assume values in $K$. The value of $s_t$ determines the probability of observing $o_t$ by $Pr(o_t \mid s_t) = \psi_{s_t}(o_t)$. The hidden variables are assumed to form a homogenous Markov chain $S = (s_1, ..., s_T)$ with time-independent transition probabilities $Pr(s_t = j \mid s_{t-1} = i) = a_{ij}$, $i, j \in K$, $t = 2, ..., T$, and with initial state distribution $Pr(s_1 = i) = \pi_i$, $i \in K$. The full likelihood of an HMM is

$$Pr(O, S; \theta) = Pr(S; \theta) \cdot Pr(O \mid S; \theta) = Pr(s_1; \pi) \cdot \prod_{t=2}^{T} Pr(s_t \mid s_{t-1}; A) \cdot \prod_{t=1}^{T} Pr(o_t \mid s_t; \Psi)$$

$$= \pi_{s_1} \cdot \prod_{t=2}^{T} a_{s_{t-1}s_t} \cdot \prod_{t=1}^{T} \psi_{s_t}(o_t)$$

Given a sequence of observations $O$, the Viterbi algorithm can be used to find the maximum likelihood hidden state sequence $S$, thus assigning to each position a state in $K$. This Viterbi path is commonly
used as annotation of the genome (Figure 2a,b). The main idea of the bdHMM is to split the state space \( \mathcal{K} \) into undirected states, and pairs of directed (forward and reverse) twin states. Symmetry conditions couple the emission and transition probabilities of twin states in a meaningful way (Figure 2a,c).

**Definition.** A bidirectional hidden Markov model (bdHMM) is a tuple \( \theta = ((\mathcal{K}, \kappa), \pi, A, (D, \delta), \Psi) \) such that \( (\mathcal{K}, \pi, A, D, \Psi) \) is an HMM. Additionally, \( \kappa : \mathcal{K} \to \mathcal{K}, k \mapsto k \) and \( \delta : D \to D, o \mapsto \bar{o} \) are involutions \( (\kappa^2 = \text{id}, \delta^2 = \text{id}) \). The involution \( \kappa \) defines the directed twin states by mapping a state \( j \) to its direction-reversed twin state \( \bar{j} \), while leaving undirected states fixed. The involution \( \delta \) maps an observation \( o \) to \( \bar{o} \) by swapping strand-specific observations. Finally, the following symmetry conditions hold:

1. Generalized detailed balance relation: The transition matrix \( A \) and the initial state distribution \( \pi \) satisfy
   \[
   \pi_i a_{ij} = \pi_j a_{ji}, \quad i, j \in \mathcal{K}
   \]  
   (1)

2. Initiation symmetry: The initial state distribution \( \pi \) satisfies
   \[
   \pi_i = \pi_{\bar{i}}, \quad i \in \mathcal{K}
   \]  
   (2)

3. Observation symmetry: \( \Psi \) satisfies
   \[
   \psi_i(o) = \psi_{\bar{i}}(\bar{o}), \quad i \in \mathcal{K}, \; o \in D
   \]  
   (3)

Why did we specifically choose conditions (1)-(3) as the defining properties of a bdHMM? To motivate our definition, we give an alternative characterization of the bdHMM in terms of a biologically motivated condition. It is natural to require that a directionality-aware HMM marginally cannot distinguish between a forward transition \( i, j \) from position \( t - 1 \) to \( t \) when observing \( x, y \) at the corresponding positions, and the reverse transition \( \bar{j}, \bar{i} \) at position \( t - 1 \) to \( t \) when observing \( \bar{y}, \bar{x} \) at the corresponding positions (Figure 2d). In other words, we require that

\[
\Pr(s_{t-1} = i, s_t = j, o_{t-1} = x, o_t = y; \theta) = \Pr(s_{t-1} = \bar{j}, s_t = \bar{i}, o_{t-1} = \bar{y}, o_t = \bar{x}; \theta)
\]  
(4)

holds for all \( i, j \in \mathcal{K}, \; x, y \in D, \; t = 1, 2, \ldots \). Under very mild additional assumptions that are always met in practice, this condition characterizes a bdHMM:

**Theorem.** Let \( \theta = ((\mathcal{K}, \kappa), \pi, A, (D, \delta), \Psi) \) be a tuple with involutions \( \kappa : \mathcal{K} \to \mathcal{K}, k \mapsto k \) and \( \delta : D \to D, o \mapsto \bar{o} \), such that \( (\mathcal{K}, \pi, A, D, \Psi) \) is an HMM. Let each \( \psi_i \in \Psi \) be non-constant, and and let \( A \) be irreducible, i.e., there exists some positive integer \( r \) such that \( (A^r)_{ij} > 0 \) for all \( i, j \in \mathcal{K} \). Then, \( \theta \) is a bdHMM if and only if Condition (4) holds.

**Discussion**

Bidirectional Hidden Markov Models (bdHMMs), are a novel method for de novo and unbiased inference of directed genomic states from genome-wide profiling data. It allows for the integration of strand-specific data such as RNA expression together with non-strand-specific data such as ChIP occupancy. It can jointly model nominal, continuous and count data by a variety of emission distributions. The open-source package STAN provides a fast, multiprocessing implementation that can process the human chromatin data set in less than one day using a 20 CPU compute cluster. The most significant advance of bdHMM analysis over previous methods is its potential to de novo identify characteristic sequences (patterns) of directed states on the genome. The explicit modeling of forward and reverse states detected an alternative transcription termination pathway which is primarily associated with antisense transcripts. We find that directed patterns of histone modifications are ordered according to the direction of RNA transcription. A bdHMM has essentially the same number of parameters as a comparable standard HMM, and its learning is done at the same speed. Thus, the inference of directionality is without additional costs. We therefore expect the bdHMM to have a broad range of applications in genomics and epigenomics.
Figure 2: Toy example of a bdHMM model. (a) Simulated occupancy signal (1st track from the top) for a putative factor with a low level (centered at 0) in untranscribed regions (state U), an intermediate level in 5′ part of genes (state E), and a high level in 3′ part of genes (state L). Arrows (2nd track) depict boundaries and orientation of transcription. Unlike standard HMMs (3rd track) bdHMM (4th track) infer strands (+ or -) to expressed states (E, L). (b) HMM transition graph. Because orientation of transcription is not modeled by standard HMMs, the spurious reverse transitions (E ⇒ U, L ⇒ E, and U ⇒ L) are as likely as the correctly oriented transitions (U ⇒ E, E ⇒ L, and L ⇒ U). (c) bdHMM transition graph. In contrast to HMMs, bdHMMs explicitly model strand-specific expression states (E⁺/E⁻ and L⁺/L⁻), which results in the correct inference of oriented transitions. (d) Illustration of condition (4), the defining property of a bdHMM. (Modified after Zacher et al. 2014)
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