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EDITORIAL

The poster session is and always has been an important part of the German Conference on
Bioinformatics, as it gives an excellent overview of current bioinformatics research topics in Germany
and other countries.
At GCB 2015, there will be 57 posters on display, whose abstracts (together with the poster number)
are collected in the present document. Poster prizes will be presented to the presenting author(s) of
the best posters, as selected by the program committee.
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Comparison of variable importance measures from random forest
algorithms on strongly unbalanced data

Ursula Neumann, Mona Riemenschneider and Dominik Heider
Department of Bioinformatics, Straubing Center of Science

u.neumann@wz-straubing.de

Background:
In bioinformatics and related research fields, variable importance measures (VIMs) have drawn increased
attention in the last years. The purpose of VIMs is to identify a minimal subset of features (e.g. genetic
markers) which are relevant for an intended prediction model.

There are different implementations of the random forest algorithm in R which offer diverse variable
importance measures. Breiman’s random forest [Bre01], available in the R package randomForest im-
plemented by Liaw and Wiener [LW02], contains two VIMs, namely the error-rate-based and the Gini-
index-based VIM. The cforest method from the party package, implemented by Hothorn et al.[HHZ06],
provides an alternative error-rate-based and an AUC-based VIM.

Results:
We examined the four different VIMs on a dataset consisting of 437 patients, who had a myocardial
infarction. We aimed to analyze a potential predictive value out of liver serum markers for the severity
of stenosis in acute myocardial infarction. The results from the Gini-index-based VIM show clearly a
preference in importance of those features which are not dichotomous. Whereas the other two VIMs re-
veal different important features for prediction of stenosis, including two dichotomous variables, namely
family predisposition (mean of classes µ = 0.3) and dyslipidemia (mean of classes µ = 0.2).

Conclusion:
Dichotomous predictors associated with the target variable are discriminated in the importance analysis.
These results support the findings of previous studies. Kononenko [Kon95] demonstrated that the
values of the Gini-index measure increase linearly with the number of classes. Thus, the features family
predisposition and dyslipidemia are discriminated compared to other features, because of their lower
number of categories. There is a second reason for the discrimination of these two features by the Gini-
index-based VIM: the unbalanced sizes of classes. Janitza et al. [JSB13] showed that the AUC-based
permutation VIM has the best performance for models with varying numbers of samples in each class.

References

[Bre01] L Breiman. Random Forests. Machine Learning, 45(1):5–32, 2001.

[HHZ06] T Hothorn, K Hornik, and A Zeileis. party: A Laboratory for Recursive Part(y)itioning, 2006.

[JSB13] S Janitza, C Strobl, and AL Boulesteix. An AUC-based Permutation Variable Importance Measure
for Random Forests. BMC Bioinformatics, 14:119, 2013.

[Kon95] I Kononenko. On Biases in Estimating Multi-Valued Attributes. Proceedings of the 14th International
Joint Conference on Artificial Intelligence, Montreal, Canada, pages 1034–1040, 1995.

[LW02] A Liaw and M Wiener. Classification and Regression by randomForest. R News, 2:18–22, 2002.

Poster 1PeerJ PrePrints | https://dx.doi.org/10.7287/peerj.preprints.1350v2 | CC-BY 4.0 Open Access | rec: 17 Sep 2015, publ: 17 Sep 2015

P
re
P
rin

ts



Structure prediction of GPCRs using piecewise homologs and
application to the human CCR5 chemokine receptor: validation

through agonist and antagonist docking

Karthik Arumugam, Andy Chevigne, Carole Seguin-Devaux and Jean-Claude Schmit
Luxembourg Institute of Health, Department of Infection and Immunity, 29, rue Henri Koch, L-4354

Esch-sur-Alzette Luxembourg
karthik.arumugam@lih.lu

Our research describes the construction and validation of a three-dimensional model of the human CC
chemokine receptor 5 (CCR5) receptor a GPCRs protein using multiple homology modeling. A new
methodology is presented where we built each secondary structural model of the protein separately
from distantly related homologs of known structure. The reliability of our approach for G-protein
coupled receptors was assessed through the building of the human C-X-C chemokine receptor type
4 (CXCR4) receptor of known crystal structure. The models are refined using molecular dynamics
simulations and energy minimizations using CHARMM, a classical force field for proteins. Finally,
docking models of both the natural agonists and the antagonists of the receptors CCR5 and CXCR4
are proposed. This study explores the possible binding process of ligands to the receptor cavity of
chemokine receptors at molecular and atomic levels. We proposed few crucial residues in receptors
binding to agonist/antagonist for further validation through experimental analysis. In particular, our
study provides better understanding of the blockage mechanism of the chemokine receptors CCR5 and
CXCR4, and may help the identification of new lead compounds for drug development in HIV infection
and other inflammatory diseases.
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The Roles of Post-translational Modifications in the Context of
Protein Interaction Networks

Guangyou Duan and Dirk Walther
Max Planck Institute of Molecular Plant Physiology, Potsdam-Golm

walther@mpimp-golm.mpg.de

Among other effects, post-translational modifications (PTMs) have been shown to exert their function
via the modulation of protein-protein interactions. For twelve different main PTM-types and associated
subtypes and across 9 diverse species, we investigated whether particular PTM-types are associated with
proteins with specific and possibly strategic placements in the network of all protein interactions by
determining informative network-theoretic properties. Proteins undergoing a PTM were observed to
engage in more interactions and positioned in more central locations than non-PTM proteins. Among
the twelve considered PTM-types, phosphorylated proteins were identified most consistently as being
situated in central network locations and with the broadest interaction spectrum to proteins carrying
other PTM-types, while glycosylated proteins are preferentially located at the network periphery. For
the human interactome, proteins undergoing sumoylation or proteolytic cleavage were found with the
most characteristic network properties. PTM-type-specific protein interaction network (PIN) prop-
erties can be rationalized with regard to the function of the respective PTM-carrying proteins. For
example, glycosylation sites were found enriched in proteins with plasma membrane localizations and
transporter or receptor activity, which generally have fewer interacting partners. The involvement in
disease processes of human proteins undergoing PTMs was also found associated with characteristic
PIN properties. By integrating global protein interaction networks and specific PTMs, our study offers
a novel approach to unraveling the role of PTMs in cellular processes.

Poster 3PeerJ PrePrints | https://dx.doi.org/10.7287/peerj.preprints.1350v2 | CC-BY 4.0 Open Access | rec: 17 Sep 2015, publ: 17 Sep 2015

P
re
P
rin

ts



Structural determinants of metabolite-protein binding events

Paula Korkuc and Dirk Walther
Max Planck Institute of Molecular Plant Physiology, Potsdam-Golm

walther@mpimp-golm.mpg.de

To better understand and ultimately predict both the metabolic activities as well as the signaling func-
tions of metabolites, a detailed understanding of the physical interactions of metabolites with proteins
is highly desirable. Focusing in particular on protein binding specificity vs. promiscuity, we performed a
comprehensive analysis of the structural determinants of metabolite-protein binding events as reported
in the Protein Data Bank (PDB). We compared the molecular and structural characteristics obtained for
metabolites to those of the well-studied interactions of drug compounds with proteins. Promiscuously
binding metabolites and drugs are characterized by low molecular weight and high structural flexibility.
Unlike reported for drug compounds, low rather than high hydrophobicity appears associated, albeit
weakly, with promiscuous binding for the metabolite set investigated in this study. Across several
physicochemical properties, drug compounds exhibit characteristic binding propensities that are distin-
guishable from those associated with metabolites. Compound properties capturing structural flexibility
and hydrogen-bond formation descriptors proved particularly informative in PLS-based prediction mod-
els of binding promiscuity. With regard to diversity of enzymatic activities of the respective metabolite
target enzymes, the metabolites benzylsuccinate, hypoxanthine, trimethylamine N-oxide, oleoylglycerol,
and resorcinol showed very narrow process involvement, while glycine, imidazole, tryptophan, succinate,
and glutathione were identified to possess broad enzymatic reaction scopes. Promiscuous metabolites
were found to mainly serve as general energy currency compounds, but were identified to also be in-
volved in signaling processes and to appear in diverse organismal systems (digestive and nervous system)
suggesting specific molecular and physiological roles of promiscuous metabolites.
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Solving the Differential Peak Calling Problem

Manuel Allhoff1,2,3,∗ Kristin Seré3, Martin Zenke3 and Ivan G. Costa1,2,3
1Aachen Institute for Advanced Study in Computational Engineering Science (AICES),

RWTH Aachen University, Germany,
2Interdisciplinary Centre for Clinical Research (IZKF), RWTH University Medical School, Aachen,

Germany,
3Helmholtz Institute for Biomedical Engineering, RWTH University Medical School, Aachen, Germany

allhoff@aices.rwth-aachen.de

Identification of changes in DNA-protein interactions from Chromatin immunoprecipitation (ChIP) fol-
lowed by high-throughput DNA sequencing (ChIP-seq) data is an important step to unravel regulatory
biological processes. The differential peak calling problem is about finding genomic regions with changes
in ChIP-seq signals describing the interaction of a protein with DNA between two cellular conditions.
Several approaches, so-called two-stage differential peak callers, identify such genomic regions by using a
combination of single peak callers with statistical tests for detecting differential digital expression. These
two-stage differential peak callers fail to detect subtle changes of protein-DNA interactions. One-stage
differential peak callers are based on signal segmentation strategies.

We propose a Hidden Markov Model based one-state differential peak callers: ODIN [ASC+14] (One-
stage DIffereNtial peak caller) finds differentials peaks in pairs of ChIP-seq data, whereas THOR is able
to take replicates of ChIP-seq experiments into account. Both tools perform genomic signal process-
ing, peak calling and p-value calculation in an integrated framework. We also propose an evaluation
methodology to compare ODIN and THOR with competing methods. The evaluation is based on the
association of differential peaks with expression changes in the same cellular conditions as well as sim-
ulated data. Our empirical study based on several ChIP-seq experiments from transcription factors,
histone modifications and simulated data shows that our approaches perform better in most scenarios
compared to the considered competing methods.
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Prediction of interaction-dependent enzyme activity in the trisporic
acid pheromone system by modelling of in silico mutants

Sabrina Ellenberger1, Stefan Schuster2, and Johannes Wöstemeyer1
1Chair of General Microbiology and Microbial Genetics, Friedrich Schiller University Jena, 07743

Jena, Neugasse 24, Germany
2Department of Bioinformatics, Friedrich Schiller University Jena

07743 Jena, Ernst-Abbe-Platz 2, Germany
Sabrina.Ellenberger@uni-jena.de

4-Dihydromethyltrisporate dehydrogenase (TSP1) is one of the enzymes of the trisporic acid biosynthesis
pathway in zygomycetous fungi. This NADP-dependent aldo-keto reductase is acting on trisporoids,
special pheromones, which are important for recognition of complementary mating types and sexual
spore formation. In parasitic zygomycetes, these substances have an additional function. They are also
responsible for host-parasite interactions and the formation of infection structures. We were interested
in protein structures of TSP1 from Parasitella parasitica, the genome of which was recently sequenced by
us, and in the mechanisms involved in the switch from sexual to parasitic communication which seems
to be regulated at the protein level. Against expectation, P. parasitica contains six TSP1-like enzymes.
Models of tertiary structures of the isoforms were created and compared with predicted structures of in
silico mutants. We performed protein-protein docking with the resulting protein structures to simulate
dimerization of wild type and mutants.

All TSP1 isoforms show the typical structure of aldo-keto reductases. Substrate specificity is determined
by variations in the loops at the C-terminal side of the barrel. The comparative modelling approach
reveals highly conserved binding pockets for the cosubstrate NADP in the different TSP1-like proteins,
while the binding sites for the trisporoid substrate exhibit a higher degree of variation. TSP1 enzymes
of different fungi are assumed to diversify due to preferring different trisporoid derivatives as sexual
pheromones. Therefore, it appears reasonable that a fungus like P. parasitica which communicates
with completely different partners during sexual or parasitic interactions, will keep a set of different
enzymes in its trisporic acid communication system to respond differentially to its possible partners.
TSP1 PARPA 07791 forms inactive homodimers and mediates the sexual pathway probably as in other
zygomycetous fungi like Mucor mucedo. The second TSP1, PARPA 04105, forms active homodimers
and could be responsible for the parasitic pathway of communication.

Three structure elements could be identified, that are needed for dimerization. These are i. the loop
between the β4 strand and the α4 helix (Fig1: green parts), ii. the α5 helix (Fig1: blue parts), and iii.
the loop region at the C-termini of the proteins (Fig1: yellow parts). Modification of three amino acids
in the first region is sufficient to turn the inactive isoform into an active one (Fig1B). Inactivation of
the enzyme is achieved by closure of the active site (Fig1: red parts) by the internal loop region of the
binding partner and could not be induced by our mutants.

Figure 1: Activation of TSP1 PARPA 07791 homodimer visualized by modelled in silico mutants.
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Pathway Analysis of a Herbicide Resistant Grass

Norma J. Wendel and Antje Krause
Fachhochschule Bingen
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Herbicide resistance is grouped in the well studied target site resistance (TSR) and the non-target site
resistance (NTSR). The quantitative NTSR belongs to the reactions of abiotic stresses. It is a common
issue in agriculture, but the biological background is largely unknown [Délye et al., 2013,Délye, 2013].
The non-model grass weed Alopecurus myosuroides (ALOMY) is resistant to many herbicides and shows
TSR and NTSR. It is widespread in Western Europe and damages especially winter crops. ALOMY
has almost non public sequence data available.
In our project the NTSR of ALOMY was studied on a systems biology and visualisation level. The
goal was to explore metabolic pathways for the identification of genes or pathways involved in NTSR.
To reach this goal reference species were needed with public sequence data (Ensembl) and pathways in
Kyoto Encyclopedia of Genes and Genomes (KEGG).
Time-series (before and after herbicide treatment) transciptome sequence data [Höfer et al., 2014] of
the resistant ALOMY were mapped to nine reference species. The results were further pre-processed
with SAMtools [Li et al., 2009] and Perl [Larry Wall, 2014] scripts. Limma [Smyth, 2005] generated
Venn diagrams. They show the amount of genes mapped to the reference species for all time points and
their intersections. The software package Pathview [Luo and Brouwer, 2013] performed the mapping to
metabolic pathways of three reference species Arabidopsis thaliana, Oryza sativa, and Sorghum bicolor.
This project provides the final results of this work including nine Venn diagrams with the underlying
transcriptome data and 339 metabolic (KEGG) pathways.
Now further analysis have to be done. First, the identified transcripts and corresponding genes have
to be compared and functionally observed. Pseudogenes and non-protein coding genes should be taken
into account. Second, the pathways need to be studied in detail.
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The usual way to process high-throughput sequencing data involves the alignment of the resulting
reads against reference sequences. Unfortunately, fast read mapping tools like Bowtie [LTP+09] or Sege-
mehl [HOK+09] are not designed to map reads with a high error tolerance or against very comprehensive
sequence data bases like the NCBI nr/nt database [PTM07] as it would be desirable when analyzing
metagenomic sequencing data. Alignment tools capable to perform this task like Blast [AGM+90], on
the other hand, are relatively slow, which turns the mapping procedure into a computationally demand-
ing task. One strategy for decreasing the amount of sequences to be mapped is to assemble the reads
into longer contigs. Sequence assembly on the other hand is also a very complex and error prone task
potentially generating chimeric sequences or bluring subtle sequence variations [FB09].

To overcome this problem we applied a method that bases on indexing k-mers [WS14], i.e., substrings of
length k, and we developed a highly e�cient algorithm in C++ for comparing k-mer indices generated on
sequencing reads with previously compiled databases containing the k-mer frequencies within branches
of the taxonomic tree. The user may pre-compile this database for faster comparisons while still leaving
the choice of which entries shall be compared to the data. If the user does not know the possible
taxonomic a�liations of the sample, the level of abstraction in the taxonomic tree can be chosen
arbitrarily and re�ned iteratively. Our method indexes amino acids instead of DNA because they are
better conserved and are therefore more robust against mutation and variation such that our software
can assign sequences of diverse organisms much better than software running wholly on DNA [EOD+12].
This also results in smaller index sizes and therefore improves the performance of our tool. Because of
the size of the given data, we decided to utilize the hard disk as an extension to the memory using the
C++ STXXL library [RD05]. This leads to the possibility of running our tool on a desktop computer.
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SHIVA - A web application for drug resistance testing in HIV
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Drug resistance testing is mandatory in antiretroviral therapy (ART) in human immunodeficiency virus
(HIV) infected patients for successful treatment. The emergence of resistances against antiretroviral
agents remains the major obstacle in inhibition of viral replication and thus to control infection. Due to
the high mutation rate the virus is able to adapt rapidly under drug pressure leading to the evolution
of resistant variants and finally to therapy failure.
Here we provide a web service for drug resistance prediction of commonly used drugs in ART, i.e. pro-
tease inhibitors (PIs) and reverse transcriptase inhibitors (NRTIs and NNRTIs), but also of novel drugs,
such as maturation inhibitors. Furthermore, co-receptor tropism (CCR5 or CXCR4) can be predicted
as well, which is essential for treatment with entry inhibitors, such as Maraviroc. SHIVA is able to
integrate new computational models very easily via an XML configuration file. Currently, it provides 17
models [HSCH13, HDWH14, DRH+11] for several drug classes. SHIVA can be used with single RNA or
amino acid sequences, but also with huge amounts of data from next-generation sequencing and allows
prediction of a user specified selection of drugs simultaneously, providing results as clinical reports via
email to the user.
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GNATY: A tools library for faster variant calling and coverage analysis
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Following the speed increases in next generation sequencing over recent years, the proportion of time
spent in sequence analysis compared to sequencing has increasingly shifted towards sequence analy-
sis. While certain analysis steps such as sequence alignment were able to benefit from various speed
increases, others, equally important steps like variant calling or coverage analysis, did not receive the
same improvements. Analysing NGS data remains a complicated and time consuming process, requir-
ing a substantial amount of computing power. Most current approaches to address the increasing data
quantity rely on the usage of more powerful hardware or offload calculations to the cloud. In this poster
we show that by using modern software development techniques such as stream processing, those ad-
ditional analysis steps can be sped up without changing the analysis results. Developing more efficient
implementations of existing algorithms makes it possible to process larger datasets on existing infras-
tructure, without changing the analysis results. This not only reduces the overall cost of data analysis,
but also gives researches more flexibility when exploring different settings for the data analysis. We
present the application GNATY, a stand-alone version of NGS data analysis tools used in Gensearch-
NGS [WKDD15] developed by Phenosystems SA. The goal during the development of the GNATY
tools was not to create new methods with different results to existing approaches, but explore the pos-
sibilities of improving the efficiency of existing approaches. A modular architecture has been developed
to create efficient sequence alignment analysis tools, using stream processing techniques which allow for
multithreading and reusable data analysis blocks. The modular architecture uses a stream processing
based workflow, efficiently splitting data access and data processing analysis steps, resulting in a more
efficient use of the available computing resources. The architecture has been verified by implementing
a variant caller based on the Varscan 2 [KZL+12] variant calling model, achieving a speedup of nearly
18 times. The results of the variant calling in GNATY are identical to Varscan 2, avoiding the issue of
adding yet another variant calling model to the existing ones. To further demonstrate the flexibility and
efficiency of the approach, the algorithm is also applied to coverage analysis. Compared to BEDtools 2
[QH10], GNATY was twice as fast to perform coverage analysis, while producing the exact same results.

Through the example of 2 existing next generation sequencing data analysis algorithms which are
reimplemented with an efficient stream based modular architecture, we show the performance potential
in existing data analysis tools. We hope that our work will lead to more efficient algorithms in bio-
informatics in general, lessening the hardware requirements to cope with the ever increasing amounts
of data to be analysed. The developed GNATY software is freely available for non-commercial usage
at http://gnaty.phenosystems.com/.
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Identifying relevant signatures for predicting clinical outcome is a fundamental task in high-throughput
studies. However, reported signatures in studies, composed of features e.g. mRNAs, miRNAs, or SNPs,
are often non-overlapping, even though they have been identified from similar experiments of the same
type of disease. The lack of a consensus is mostly due to high-dimensionality in data, i.e. the number
of candidate features is much larger than the sample size. In such cases, signature selection suffers from
large variation.

We propose a robust signature selection method that enhances the selection stability of penalized regres-
sion algorithms, which identifies the best survival risk predictor in a reduced dimension. Our method
is based on an aggregation of multiple (possibly unstable) signatures obtained with the preconditioned
lasso [PBHT08] algorithm applied to random (internal) subsamples of a given cohort data, where the
aggregated signature is shrunken by a simple thresholding strategy. The resulting method, RS-PL, is
conceptually simple and easy to apply, relying on parameters automatically tuned by cross validation.
Robust signature selection using RS-PL operates within an (external) subsampling framework to esti-
mate the selection probabilities of features in multiple trials of RS-PL. These probabilities are used for
identifying stable features, and thereby for building a robust signature.

Our method was evaluated on microarray data sets from neuroblastoma, lung adenocarcinoma, and
breast cancer patients, extracting robust and relevant signatures for predicting survival risk. Signatures
obtained by our method achieved high prediction performance and robustness, consistently over the
three data sets. Genes with high selection probability in our robust signatures have been reported as
cancer-relevant. The software is available as an R package rsig at CRAN (http://cran.r-project.
org), and the full paper has been published in PLoS ONE [LRL+14].
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Integration of metabolic networks with “omics” data (particularly microarray based gene expression
data) has been a subject of recent research [RPT+15]. Under the assumption of steady state of under-
lying biochemical system, metabolic networks can be algebraically decomposed into a set of pathways,
which are simplest steady state flux distributions. In literature, such pathways are sometimes referred
to as extreme currents (ECs), elementary flux modes (EFMs) or extreme pathways (EPs), depending
on the way, in which reversible reactions are split [LP10]. Enzymes associated to active reactions (with
nonzero flux) can be mapped to genes, resulting in a gene set for each pathway. The question then
is to compute the associations of such a gene set with a given phenotype or clinical outcome. This
may be understood as a particular instance of a self contained gene set test [GvdGdKvH04]. In this
direction, we propose a method based on sparse group lasso (SGL) [SFHT13] to identify phenotype
associated ECs based on gene expression data. SGL selects a sparse set of feature groups and also
introduces sparsity within each group. Features in our model are clusters of ECs, and feature groups
are defined based on correlations among these features [BRvdGZ13]. We apply our method to a list of
metabolic networks from KEGG database, compute ECs and study the association of EC clusters to
clinical phenotypes in prostate cancer (where the outcome is tumor and normal, respectively) as well as
glioblastoma multiforme (where the outcome is survival). We provide simulations to show the superior
performance of our method compared to the global test [GvdGdKvH04]. The advantage of our approach
is two-fold. First, high gene set level overlap between ECs is addressed by representing the features as
“clusters of EC” and correlations among features is addressed by defining groups, thereby addressing
the non-identifiability of individual features. Second, the approach is flexible to analyse different types
of clinical outcomes e.g. categorical (cancer vs healthy) or real valued (survival times). The advantage
of using EC over EFM is to provide the link to well established techniques of stoichiometric network
analysis e.g. computing hopf bifurcation [EEG+15] which are formalised using EC.
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EosinophilDetector - A new approach for recognizing Eosinophiles
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Thomas Temme
Department of Biophysics, Ruhr-University Bochum

thomas.temme@bph.rub.de

Eosinophiles as white blood cells are an essential component of the immune system, and as such are
known to play an important role in both colon cancer and colitis. Early studies have shown that the
number of eosinophils found in colon cancer tissue correlates with the survival rate of the patients, so that
quantifying their number in a given tissue section is of high diagnostic relevance. We have established
a label-free CARS approach which provides a non-invasive and fast way for scanning relevant tissue
section and allows to identify and count eosinophils.

In this approach, identification and counting of eosinophiles requires substantial computational efforts.
In order to achieve reliable and robust results our computational analysis follows a mostly unsupervised
strategy. Thus, our approach starts with clustering the original CARS images. As it turns out, spectral
patterns associated with eosinophils are distinctive from other parts of the tissue, so that they can
be identified with clusters in clustering-based segmentations. Reliable recognition and counting of
eosinophils is reduced to identifying the eosinophil clusters in an automated fashion. We accomplish this
by applying different morphological filters on the cluster images. Therefore every connected component
within each cluster is measured for certain morphological features like size and roundness. Every
cluster which has a certain number of connected components fitting to that predefined morphological
attributes is treated as eosinophil cluster. Finally all recognized eosinophil-clusters are treated as one big
cluster and are morphological postprocessed to reduce noise and artifacts. Every remaining connected
component in that big cluster is counted as an eosinophil.

We validated our approach by comparing to eosinophils counted manually by a pathologist. Our results
demonstrate that our novel algorithm is able to reliably estimate the amount of eosinophils on label-free
CARS data.
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With the current abundance of gene expression data, a challenge for transcriptomic analysis is the
extraction of biological meaning. To supplement established functional analyses such as Gene Ontology
Enrichment and Gene Set Enrichment Analysis, we assessed and adapted multivariate ecological me-
thods for transcriptomic data. RLQ ordination and fourth-corner analysis are widely used in ecology
to discover associations between species traits and environmental variables. The RLQ ordination visua-
lizes associations within and between covariates by spatial proximity, while the fourth-corner analysis
identifies the significance of the associations.

Here, we used these methods to discover associations between patient phenotypes and gene functions.
Application to gene expression data of patients suffering from acute lymphocytic leukemia identified
multiple significant associations between patient phenotypes and gene functions. For instance, T-cell
specific gene functions were found to be positively associated with T-cell origin of the cancer cells and
negatively with B-cell origin.

For ensuring optimal performance of these methods during analysis of transcriptomic data, various
data transformation procedures were introduced and assessed. Power and specificity of the fourth-
corner analysis were validated. In summary, our study demonstrated the high potential of RLQ and
fourth-corner analysis to unravel complex gene-phenotype associations in large scale transcriptomic
datasets.
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We have sequenced, assembled and investigated the genome of Bacteroides vulgatus mpk, a bacterium
isolated from the gut of healthy mice which has been shown to prevent Escherichia coli -induced colitis
in mice and is thus a potential probiotic [WBF+03]. Though B. vulgatus is commonly found in murine
and human gut microbiota there are only few findings on genome composition and horizontal gene
transfer (HGT) [XML+07]. In fact, there is only one complete reference genome for this species, as well
as multiple highly fragmented draft assemblies.

We initially suspected the high fragmentation of all available short read assemblies of this species to
be caused by the large amount of mobile elements known to be found in Bacteroides genomes, which
increase assembly complexity [KSP10]. We therefore decided to use long read sequencing to be able to
produce a draft genome of B. vulgatus mpk which is a sufficient basis for further analysis, including
comparative genomics. We achieved this goal using an assembly, annotation and analysis pipeline
tailored to the needs of a bacterial genome including a large amount of paralogy and HGT.

Investigation of our draft genome shows that B. vulgatus mpk in fact harbours a large number of mobile
elements including transposable elements, conjugative transposons and a CRISPR/Cas system inserted
in the genome. Comparative genomics showed that most of the sequences unique to B. vulgatus mpk
in comparison to the typestrain B. vulgatus ATCC 8482 and other Bacteroides are comprised of mobile
elements and that B. vulgatus mpk includes mobile elements in comparatively high copy numbers and
conservation. This could also be an artefact of the short read assemblies of other strains, which might
have wrongly reduced the number of paralogs due to the challenges of handling repeated sequence.

The mobilome of B. vulgatus is thus the most important factor driving the variability of this species, but
also the factor making genome assembly and correct annotation a much harder task and the information
available much less than it would be expected for one of the most common bacteria in the mammal
gut.
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Amyloids are short proteins associated with a number of clinical disorders, for example Alzheimer’s
or Creutzfeldt-Jakob’s diseases. Despite their variability in size and amino acid composition, most
amyloidogenic sequences form cytotoxic aggregates, although a few aggregates are biologically functional
[BU15]. The hallmark trait of amyloids is the presence of characteristic short sequences of amino acids,
called hot-spots. Furthermore, amyloids can create zipper-like β-structures [F12]. Although studies
investigating properties of amyloidogenic sequences have already been conducted, the newly established
AmyLoad database facilities large-scale analysis of amyloids [WK15].

Among commonly acclaimed methods of predicting amyloids, FISH Amyloid [GK14] focuses more on
the putative motifs of hot spots. To expand its model by considering longer and more complicated
motifs, we used n-gram analysis. N-grams (k-mers) are vectors of n characters derived from input
sequences. The number of possible n-grams is equal to nu, where u is the length of the alphabet (4 in
case of nucleic acids and 20 in case of proteins). To deal with the dimensionality of the problem, we
implemented QuiPT (Quick Permutation Test) in biogram software [BSL15], which performs an exact
test instead of a large number of permutations.

To reduce the dimension even more, we grouped amino acids into clusters based on their physicochemical
properties potentially important in the amyloid type of aggregation. The features include several scales
quantitatively representing hydrophobicity, size and accessibility derived from AAIndex database, and
propensity of amino acids to form contact sites derived in [WK14].

The n-gram model, trained on the data from AmyLoad database, is validated through amyloid prediction
framework using random forests. The preliminary analysis of the amyloidogenic sequences not only
facilitates prediction of amyloids but also gives a new insight into the physicochemical characteristics
of the hot spots. The mean AUC of the classifier committee in 5-fold cross-validation was 0.89. The
most balanced classifier, regarding its sensitivity Sn and specificity Sp, enabled the predictions with
Sn = 0.75, Sp = 0.87, and AUC = 0.89.

The address of amylogenicity predictor (AmyloGram): www.smorfland.uni.wroc.pl/amylogram.
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Count data occur frequently in next-generation sequencing experiments, for example when the number
of reads mapped to a particular region of a reference genome is counted [LSS14]. Count data are also
typical for proteomics experiments making use of affinity purification combined with mass spectrometry,
where the number of peptide spectra that belong to a certain protein is counted [CFN08]. Therefore,
the simulation of correlated count data is important for validating new statistical methods for the
analysis of the mentioned experiments. Nonetheless, the current methods for simulating count data
from sequencing experiments only consider single runs with uncorrelated features, while the correlation
structure is explicitly of interest for several statistical methods.

As one possible solution, we propose to draw correlated data from the multivariate normal distribution
and to round these continuous data in order to obtain discrete counts. In our approach, the required
distribution parameters can either be constructed or estimated from real count data. Rounding might
affect the correlation structure. Therefore, we evaluate the use of shrinkage estimators that have already
been used in the context of microarray experiments [SS05, LW03]. With our approach it is not possible
to generate correlated data for the features of a whole experiment, however, our approach turned out
to be useful for the simulation of counts for defined subsets of features like individual pathways or GO
categories.

In a simulation study we found that there are less deviations between the covariance matrices of rounded
and unrounded data when using the shrinkage estimators proposed by Schäfer and Strimmer (2005)
[SS05]. We demonstrate that the methods are useful to generate artificial count data for certain pre-
defined covariance structures (e.g. autocorrelated, unstructured) but also for covariance structures
estimated from real data examples. We demonstrate the applicability on a public available data set
from AffyExpress.
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Ribosome biogenesis involves a large inventory of proteinaceous and RNA cofactors. More than 250
ribosome biogenesis factors (RBFs) have been described in yeast [ESL+14]. However, information on
plant ribosome biogenesis in general is rather sparse and functional relevance has not been experimen-
tally approached yet. An overlap of nearly 75% between RBF inventory in yeast and plants could be
observed. Nevertheless, the complexitiy of orthologous groups in single plant species was not analyzed,
which is of interest to explore tissue, developmental and condition specific RBFs.

These Ribosome biogenesis factors are involved in multiple aspects like rRNA processing, folding and
modification as well as in ribosomal protein (RP) assembly. Considering the importance of RBFs
for particular developmental processes, we examined the complexity of RBF and RP (co-)orthologs
by bioinformatic assignment in 14 different plant species and expression profiling in the model crop
Solanum lycopersicum.

Assigning (co-)orthologs to each RBF revealed that at least 25% of all predicted RBFs are encoded
by more than one gene. At first we realized that the occurrence of multiple RBF co-orthologs is not
globally correlated to the existence of multiple RP co-orthologs [SFP+15].

The transcript abundance of genes coding for predicted RBFs and RPs in leaves and anthers of S. lycop-
ersicum was determined by next generation sequencing (NGS). In combination with existing expression
profiles, we could conclude that co-orthologs of RBFs by large account for a preferential function in dif-
ferent tissue or at distinct developmental stages. This notion is supported by the differential expression
of selected RBFs during male gametophyte development [MWM+13]. In addition, co-regulated clusters
of RBF and RP coding genes have been observed.

Beside the different expression pattern of co-orthologous RBFs and RPs we analyzed further the presence
of different splicing isoforms in the reproductive tissue pollen. The existence of alternative splicing events
like intron retentions and exon skippings in specific tissues gives insight in genetic regulation [TZL+14].

References

[ESL+14] Ingo Ebersberger, Stefan Simm, Matthias S. Leisegang, Peter Schmitzberger, Arndt von Haeseler,
Markus T. Bohnsack, and Enrico Schleiff. The evolution of the ribosome biogenesis pathway from
a yeast perspective. Nucleic Acids Research, 42:1509–1523, 2014.

[MWM+13] Sandra Missbach, Benjamin L. Weis, Roman Martin, Stefan Simm, Markus T. Bohnsack, and
Enrico Schleiff. 40S ribosome biogenesis co-factors are essential for gametophyte and embryo de-
velopment. PLoS One, 8:e54084, 2013.

[SFP+15] Stefan Simm, Sortiris Fragkostefanakis, Puneet Paul, Mario Keller, Jens Einloft, Klaus-Dieter
Scharf, and Enrico Schleiff. Identification and Expression Analysis of Ribosome Biogenesis Factor
Co-orthologs in Solanum lycopersicum. Bioinformatics and Biological Insights, 9:1–17, 2015.

[TZL+14] Shawn R. Thatcher, Wengang Zhou, April Leonard, Bing-Bing Wang, Mary Beatty, Gina Zastrow-
Hayes, Xiangyu Zhao, Andy Baumgarten, and Bailin Li. Genome-Iwde Analysis of Alternative
Splicing in Zea mays: Landscape and Genetic Regulation. The Plant Cell, 26:3472–3487, 2014.

Poster 18PeerJ PrePrints | https://dx.doi.org/10.7287/peerj.preprints.1350v2 | CC-BY 4.0 Open Access | rec: 17 Sep 2015, publ: 17 Sep 2015

P
re
P
rin

ts



Simultaneous Gene Finding in Aligned Genomes

Stefanie König, Lizzy Gerischer, Lars Romoth and Mario Stanke
Institute of Mathematics and Computer Science,

University of Greifswald
{stefanie.koenig, lizzy.gerischer, lars.romoth, mario.stanke}@uni-greifswald.de

With recent technologies in whole-genome sequencing, the sequencing of entire clades of related genomes
is in progress. The Genome 10K project, for example, aims at sequencing 10 000 vertebrate species.
Other examples include the 5 000 Insect Genome Project (i5k) and the 1 000 Fungal Genomes Project
of the JGI. In these and other sequencing efforts subclades are sequenced whose member genomes are
close enough to have widely conserved gene structures, yet diverse enough so information from mutation
and selection can be exploited. Comparative gene finding approaches, such as N-Scan [GB06] and
Contrast [GDSB07] have been developed to leverage multiple genome alignments, e.g. exploiting
conservation patterns.

We have extended the gene-finder Augustus [SKG+06] for comparative gene prediction. The new
Augustus-cgp takes a whole-genome alignment of multiple closely related species and simultaneously
predicts the protein-coding genes in all input genomes. This approach is conceptually different from
previous programs which model only the structure of a single (N-Scan, Contrast) or two genomes
(pair-HMMs) at a time.

The identification of genes in multiple genomes can be stated as a discrete optimization problem on a
graph. Nodes in the graph represent candidate exons. For each species, a path from a source to a sink
node represents candidate gene structures. The score of a joint gene structure, that is exactly one path
for each species, takes into account both intrinsic evidence from content and signal models and extrinsic
evidence such as transcriptome data (e.g. RNA-Seq) or existing annotations. Furthermore, it includes
a cross-species score which considers the phylogeny, conservation of sequence and exon boundaries,
selective pressure, etc. Although maximizing the score of a joint gene structure is NP-complete, in
many cases an exact solution can still be found using a dual decomposition approximation.

We applied Augustus-cgp to predict the genes in 12 Drosophila genomes aligned with Cactus
[PEN+11] and evaluated it on D. melanogaster. The comparative approach improves the accuracy
of Augustus single-species gene finding both when no extrinsic evidence is used (ab initio) and when
RNA-Seq data is included for a subset of the input genomes. In the de novo category, where only the
aligned genomes are input, Augustus-cgp outperforms N-Scan. The task of exploiting a trusted an-
notation of a related species for the annotation of a new target genome, can be considered a special case
of comparative gene-finding. Augustus-cgp outperforms the homology-based gene-finder GeneWise
[BCD04] for transferring the annotation of D. simulans to D. melanogaster.
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Protection against a broad spectrum of genetic variants is one of the key objectives in designing vac-
cines against quickly evolving RNA viruses. While cross-protection depends on many complex factors
(including 3D molecular structures, immune system processes, and others), sequence similarity is, over-
all, strongly correlated to cross-reactivity to antisera. Therefore, minimising sequence distance (or
equivalently, maximising similarity) can be used as a criterion to design a broadly reactive antigen.

The consensus of a set of sequences minimises distance and is thus a point of departure for antigen
design. However, if some antigen clades are over-represented in the set, this biases the consensus so
that the distance to the other clades becomes larger than necessary. Domain specific knowledge can be
used to counter such biases, e.g. intermediary consensus sequences at outbreak group and subclade levels
of H5N1 influenza virus strains have been used for this purpose [GR11]. This approach is equivalent
to placing variable weights on groups of sequences in order to compensate for their over- or under-
representation.

In continuous sequence space [VS93], the mean of a set of sequences corresponds to the nucleotide
frequency matrix which is typically used to represent sequence motifs [Sto00] such as transcription
factor binding sites (TFBS). Specificity of such scoring matrices can be improved by weighting and it
is maximised by the Binding Matrix (BM) [KGM04]. The BM is related to classification of samples
from subgaussian distributions [MMKB+03] and concentrates weight on the most distant sequences.
This is relevant to vaccine design because achieving cross-reactivity with distant antigens is critical
while further optimisation is unnecessary once cross-reactivity is sufficient for protection. We have
adapted the BM / subgaussian approach for computing a consensus that minimises maximal distance,
and demonstrate its application to a set of H9N2 haemagglutinin sequences.
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Cyanobacteria are photosynthetic procaryotes living in a huge variety of ecosystems and have high po-
tential for biotechnological usage [GPJYB03]. In part, the understanding of functionality of cyanobac-
teria and their interaction with the environment can be inferred from the analysis of their genomes /
proteomes. Meta-analysis, like pan-genome determination, describes the entirety of gene sets including
all strains of a species or a set of species from a phylum. A pan-genome includes a core-genome, a
dispensable-genome as well as unique genes [RHF+09]. The core-genome contains gene sets found in
all analyzed species / strains in contrast to the dispensable-genome, where only some species/strains
contain the gene but at least more than one.

Pan-genome analysis can be used to identify biological pathways present in all cyanobacteria as proteins
involved in such processes are encoded by the core-genome. However, beside identification of funda-
mental processes, genes specific for certain cyanobacterial features can be identified as well by analyzing
the dispensable-genome. By this, we identified 559 clusters of likely orthologous groups (CLOGs) as
core-genome of 58 analyzed cyanobacteria, whereof 20% are invovled in protein homeostasis and most
of the other groups are involved in housekeeping function.

Analyzing the pan-genome of cyanobacteria 15,742 CLOGs were found in the dispensable genome at
which most of them were found in less than 10 different cyanobacteria. In addition, it could be shown
that the pan-genome is open and has an increase factor of 0.35. Furthermore, 3 (57) genes are likely
to be signature genes for thermophilic (heterocyst-forming) cyanobacteria, respectively [SKSS15].

To get insights into cyanobacterial systems for the interaction with the environment, we also inspected
the diversity of the outer membrane proteome with focus on β-barrel proteins having a great influence in
nutrient import [MSN+09]. 919 protein sequences in all 58 cyanobacteria were predicted to be putative
β-barrel proteins. Those β-barrel proteins could be assigned to 21 different clusters each containing
more than 4 sequences. The different clusters were representing 12 functional groups of domains.

Most of the transporting outer membrane β-barrel proteins are not globally conserved and occurrence of
β-barrel proteins shows high strain specificity. The core set of outer membrane proteins comprises three
proteins only, namely Omp85, LptD and an OprB-type porin. Thus, we conclude that cyanobacteria
have developed individual strategies for the interaction with the environment.
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Plant-pathogenic Xanthomonas bacteria use transcription activator-like effectors (TALEs) that bind
to the promoter of plant genes and activate their transcription. Xanthomonas infections result in a
substantial yield loss for many crop plants including rice. The binding domain of TALEs consists of
tandem repeats containing two hypervariable amino acids, which are called repeat variable di-residue
(RVD). Each RVD recognizes one nucleotide of its target DNA and the consecutive array of RVDs
determines TALE target specificity.

Here, we present AnnoTALE, an application for annotating TALEs in Xanthomonas genomes, for
analyzing their structure, for clustering TALEs by the similarity of their RVD sequences, and for
predicting putative TALE target genes. We sequence the genome of Xanthomonas oryzae pv. oryzae
PXO83 by PacBio sequencing and use AnnoTALE to predict all TALE genes of this strain. Building
classes of TALEs from published and the newly sequenced Xanthomonas genomes allows us to gain new
insights into TALE evolution.

We find that RVDs are highly conserved even on the codon level. We discover that only one to three
codon pairs coding for one RVD occur in known TALEs, even though the number of theoretically
possible codon pairs is substantially larger. In addition, some codon pairs found frequently in RVDs
are rather rare in the remaining TALE sequence and in coding sequences of other genes.

We compare the aligned RVDs of the class members and generate a network of possible and observed
substitutions and find only one synonymous substitution between two codon pairs for RVD NN, whereas
the remaining substitutions lead to a modification of the RVD. Most frequently, only one nucleotide
is substituted between the compared RVDs of two class members. Our findings indicate that one way
how TALE specificities evolve is by direct base substitutions in RVD codons.
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Research in life science often focuses on the impacts of treatments on organisms. For example, the
influence of drought on plants may be investigated by comparing expression levels of genes in plants
grown in dry and wet conditions in order to identify genes which are significantly up or down regulated.
A more complex experimental designs may involve two different treatments which could be applied
either individually or together, leading to a 2×2 cross tabulation of expression levels for each gene. For
example, studying the influence of drought and herbivore by comparing the expression levels of genes
in plants that are grown in dry and wet conditions, without and with herbivore treatment each.

Typical aims pursued by this kind of study could be to find out which genes are significantly regulated
by only one or by both treatments and whether the two treatments have in general a similar or an
opposite effect on gene expression.

When interpreting the 2× 2 cross tabulation as a landscape of four points in a three dimensional space,
where x and y coordinates represent the two treatments and the expression levels are depicted on the
z-axis, we define the direction of the gene response by the gradient which yields the steepest ascent.
By fitting a plane into this landscape with minimal distances to the four points according to the least
mean square principle, the gradient and the strength of gene response can be extracted from its normal
vector.

Gradient directions, in terms of angles, and strengths of gene response are then visualized together in
a circular scatter plot (polar plot), where each point represents one gene. From this plot it is straight-
forward to deduce the genes that have the largest response to a specific treatment or a combination
of both treatments and the amount of their influence. Circular histograms visualizing the number of
genes showing similar directions of response are available too. These plots provide an overview of the
general direction of gene response in an experiment studying the influence of two treatments on gene
expression.

To asses whether the directional pattern of gene responses significantly differs from a uniform distri-
bution, we apply Watson’s goodness of fit test [Ste70, JS01], and for comparing two different gradient
distributions, e.g. for two different herbivores, we use Watson’s two-sample test of homogenity [JS01].
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MicroRNAs (miRNA) are a class of short non-coding RNA sequences which play an important role in
various regulation processes and can have significant influence in certain cancer types and other diseases
like Alzheimer[SRS07]. During biogenesis the mature microRNA are -among other steps- processed from
microRNA precursors which usually show a typical stem-loop secondary structure and well conserved
sequences [SRS07]. Thus, the current identification of microRNA precursors is based on a combination
of a high number of typical sequence motifs and structure properties mainly [LSC14, BP09, JWW+07].
This leads to high computational costs for large data sets e.g. from NGS experiments[LSC14]. Ad-
ditionally, the application of a myriad of features leads to overfitting likely. Beyond memorization of
sequence and structure patterns is of limited practical use to identify new, different microRNAs. Here,
we present two novel features helping to identify microRNA precursors which are i) fast to calculate
and ii) fundamentally different to known approaches.
As test sets we used the data used by the work of Lopes et al [LSC14] and the described evaluation
methodology therein. Our first novel feature is the number of theoretically feasible secondary structures
for a given nucleotide sequence. When calculating not only the typical hairpin like secondary struc-
ture with the lowest free folding energy but also structures with higher free folding energies, we found
that miRNA precursor sequences tend to have less secondary structures (mean: 17.6) when compared
to non-precursor sequences (mean: 47.1). In a biological context this seems to imply that precursor
sequences tend to have a lower folding flexibility which can be a crucial characteristic recognized by
further cellular processing steps. Our second novel feature is the structural complexity of the secondary
structures. When transferring the dotbracket sequences of a given nucleotide sequence into their most
abstract form [GVR04] where only the length-independent characteristically loop structure is remained,
we found that miRNA precursor sequences tend to have a lower complexity in their secondary structures
(mean: 1.9) compared to non-precursor sequences (mean: 2.7).
Using just these two novel features, a prediction accuracy of 86.5% can be achieved already. Further
advantages are i) lower computational costs than the reported set of the best-performing 13 features by
Lopes et al [LSC14], and ii) decreased danger of error-prone overfitting as with the use of more features
like in previous approaches. Beyond our novel features may be more oriented on the actual biology than
approaches which simply memorize sequence- or structural motifs. Finally our here reported features
are essentially different from previous ones which were used to identify microRNA precursors.
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The amyloid beta peptide (Aβ) is the main constituent of senile plaques in brains that are affected
by Alzheimer’s disease [GW84]. Aβ is one cleaving product of the amyloid precursor protein (APP),
which has been allocated to the presynaptic active zone (PAZ), and identified as a constituent of the
hippocampal PAZ proteome [LWE+13, LWAP+14]. The PAZ is a highly dynamic and flexible site of
neurotransmitte release. The hippocampus is the central brain region involved in learning and memory
and severely affected in the progression of AD. APP has been implicated in a variety of cellular functions,
e.g., neuronal development, synapse formation, neurotransmitter release, and synaptic plasticity, which
underpins its substantial role in cognitive functions. However, the precise physiological function of APP
in the central nervous system system is still unknown.

We analyzed proteomic data derived from APP knockout (APP-KO) and conditional APP/APLP2
double knockout (NexCre-cDKO) mice to study the physiological function of APP [WLM+15]. The
integration of the dataset and publicly available database knowledge into a protein-protein interaction
(PPI) network resulted in a network of 615 proteins and 3 390 experimentally validated physical inter-
actions. Protein abundance changes upon APP-KO and NexCre-cDKO were determined in mice (12
replicates) and mapped onto the PPI network of the hippocampal PAZ proteome. Topological analyses
revealed a central role of APP at the PAZ. Functional modules were detected by applying community
detection algorithms. Functional enrichment analyses identified specific up- and downregulated cellular
functions upon APP deletion.

The conditional double knockout led to upregulation of proteins associated with energy metabolism,
while downregulated proteins were mainly enriched in modules of structural organization. In the single
knockout the distribution of up- and downregulated proteins was more homogeneous than in the double
knockout. Our findings of alterations in the composition in both APP-mutants identified APP as a
structural and functional regulator within the hippocampal PAZ network.
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A very popular theory about the orign of the standard genetic code postulates that it evolved to
minimize e�ects of deleterious mutations and translational errors [FWK03]. This process involved
most probably several incommensurable and often competing objectives. To study this subject, Santos
and Monteagudo [SM11] considered possible adaptability of the genetic code based on evolutionary
computation approach. However, they examined only single objective case. Subsequently, other authors
[ddT15] studied this problem using multiobjective optimization technique. As objective functions, they
used several types of costs of amino acid changes resulting from all possible single point mutations
without distinction of the position in codon.

We also examined the problem of the genetic code optimality as a multiobjective optimization problem,
however, in contrast to the previous works, we applied three objectives. We considered the costs of
amino acid substitutions in three codon positions separately to asses the importance of particular codon
positions. Thanks to that we did not need to ascribe arbitrary weights to three codon positions in the
optimization process.

Our results show that under considered measures the canonical genetic code has a tendency to eliminate
e�ects of harmful mutations because it is close to solutions which minimize values of the objective
functions.
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Next Generation Sequencing (NGS) enables researchers to acquire deeper insights into cellular func-
tions. The lack of standardised and automated methodologies poses a challenge for the analysis and
interpretation of RNA sequencing data. We present a freely available, state-of-the-art bioinformat-
ics workflow that integrates the best performing data processing, evaluation and predicting methods
(bit.ly/TRAPLINE RNAseq). Galaxy [BHJ14] is a free web-based platform for omics research that ad-
dresses the following needs: accessibility, reproducibility and transparency. Using these benefits we de-
veloped an easy to use, comprehensive, Transparent, Reproducible and Automated analysis PipeLINE
for RNAseq data processing and evaluation. TRAPLINE can be accessed via the public Galaxy page
of TRAPLINE and is ready to use without restrictions or time consuming software installation.

Data Processing Modules: TRAPLINE guides researchers easily through a well annotated NGS data
processing pipeline that includes FastQC, FASTQ Quality Trimmer and Clipper for pre-processing
[BGVK+10, BHJ14], TopHat2 for genome alignment [TRG+12], Picard tools for multiple read correction
which can be used for SNP analyses (http://broadinstitute.github.io/picard) and Cufflinks2, Cuffquant,
Cuffdiff2 and CummeRbund for differential expression analysis and further visualization [TRG+12].

Data Evaluation and Prediction Modules: TRAPLINE annotates genes with the help of DAVID [HSL09],
predicts spliced variants and enriched promoter sites [TRG+12] as well as miRNA targets [BWG+08]
and protein-protein interactions [CABO+15] to enable users to obtain comprehensive insights of their
analysed samples. Ultimately, a .csv file is build that includes all information which are ready to be
used in ones favourite network tool (eg. Cytoscape, Cell Designer).

Using TRAPLINE, experimentalists will be able to analyse their data on their own without learning
programming skills. Accessibility and sharing the data and results are worldwide possible. Furthermore,
our developed data evaluation modules empower researchers to gain quickly in-depth insights into the
biology underlying the investigated data. Our work for the first time introduces an automated and
integrated Galaxy workflow including detailed data processing, evaluation and prediction modules.
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Ecosystems are shaped by external environmental factors and by interactions between organisms. Here
we ask how well we can predict environmental factors in fresh water ecosystems from community com-
positions. Specifically, we are interested in the compositions of microbial communities and what they
tell about the respective environment. The practical implications of the study include applications in
environmental monitoring and quality assessment. Knowledge of a model that predicts environmental
factors from microbial community composition inferred from High-Throughput Sequencing (HTSeq)
data would enable a new type of ecological monitoring, based on microbial presence/absence or abun-
dance.

The current work flow of the computational analysis is as follows. The input is HTSeq data of small
ribosomal subunit (SSU) amplicons. The SSU gene is a standard genomic “barcode” that is present in
all known life forms, though in species-specific variants. The presence of a specific variant of this gene
therefore allows to confirm the presence of the corresponding species at the sampling site. Moreover,
the number of copies (“reads”) of the gene observed in a HTSeq analysis is related to the abundance
of that species in the sample. Various abundance cutoff-schemes were tested to possibly suppress noise
from many low-abundance species. In addition to these genomic data, we use as input, quantities
that describe the environmental conditions of the sample (temperature, pH, dissolved organic carbon,
nutrients content, etc.).

First, the HTSeq data were transformed to make data from different samples possibly better comparable.
Four different transformations were tested: (1) transformation to (binary) presence/absence data per
species and sample, (2) relative abundance of each species in a sample, (3) Hellinger transformation of
reads nij of species i at sampling site j to

√
nij/

∑
k nik, and finally (4) the identity transformation, ie

the use of absolute read numbers.

Second, to limit the size of the model and to increase it’s performance, we selected as predictor variables
for the actual modeling a smaller number of species that more strongly correlated (Pearson correlation
tests with p-values < 0.001) with environmental parameters.

Third, using the selected predictor variables, we trained random forest regression models to predict
environmental parameters from the compositions of microbial communities. Finally, the correlation of
predictions and experimental values was evaluated in a leave-one-out validation run.

In the process of developing this work flow, we found that using abundance cutoffs does not lead to
consistent improvements. The transformation to presence/absence lead to the regression models with
the best performance in terms of correlation of predicted and measured environmental parameters. In
summary, we can state that for many environmental parameters a reasonable prediction is possible,
though the quality can be sensitive to the specific work flow applied.
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The process of alternative splicing (AS) increases the functional complexity of an organism by di�erential
post- and co-transcriptional processing. This mechanism is common in all eukaryotic species but still
little is known about its regulation and e�ect in fungi [GSP+14].
The presented work is aimed at a better understanding of the role of AS in human-pathogenic fungi,
showing results of Candida glabrata. This fungal species is of clinical interest since it can infect the
human gut and it is the second most common pathogenic Candida species. There are just a few known
AS events in C. glabrata [LDW+15].
RNA-Seq data were analyzed using �ve di�erent AS detection tools and manual �lters. It was possible
to determine a number of AS events in C. glabrata under nitrosative stress, pH changes and addition of
human neutrophils. Some detected di�erential spliced genes are present under multiple conditions and
may have an important regulatory function in this fungus.
The identi�ed genes will be experimentally validated. Further results can be used to gain new insights
into the mechanism of AS, including multi-species comparison and examination of its in�uence on
protein domains.
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De-novo transcriptome assembly of RNA-seq reads is one of the open challenges of bioinformatics.
Several de-novo transcriptome assemblers exist, but none of them has been tailored to reconstruct
alternatively spliced isoforms with high accuracy. Here, we present Asgad, a de-novo trancriptome
assembler based on splicing graphs rather than De Bruijn graphs that uses information from whole
reads rather than from overlappig kmers. We present preliminary results on simulated and real data
that illustrate the de-novo assembly approach based on splicing graphs in comparison to existing de-novo
assembly approaches based on De Bruijn graphs.
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Hodgkin lymphoma (HL) is a type of B cell lymphoma and arises from germinal center B–cells [KRZ+94].
The typical multi-nucleated cells associated with HL are called Hodgkin/Reed-Sternberg (HRS) cells. To
diagnose the disease and identify the specific subtype, biopsies are taken, immunostained against CD30,
and inspected under a microscope by pathologists. CD30 is a cell surface protein, and a marker for HRS
cells. CD30 is also expressed by non-malignant, activated cells of the immune system. The microscope
slides can be scanned to produce high-resolution digital whole slide images (WSI). We present an analysis
of a database of WSIs which includes cases of both HL and lympadenitis (LA), an inflammation of the
lymph node due to viral or bacterial infections. We determined the spatial distribution of CD30+ cells
in the lymph node tissue under malignant (HL) and reactive (LA) conditions.

CD30+ cells were identified in the WSI using an extended version of our imaging pipeline [SSS+13].
We defined cell graphs based on the positions and morphological properties of the immunostained cells,
combining methods from digital image processing and network analysis. The cell graphs enable a deeper
analysis of cell distributions within the WSI. We present an analysis of the vertex degree distribution of
CD30 cell graphs and compare them to a suitable null model. It turns out that CD30 cell graphs show
higher vertex degrees than expected by a random unit disk graph, suggesting clustering of the cells.
We found that a gamma distribution is suitable to model the vertex degree distributions of CD30 cell
graphs, meaning that they are not scale-free. Moreover, we compare the graphs for LA and two subtypes
of HL. LA and HL showed different vertex degree distributions. The vertex degree distributions of the
two HL subtypes NScHL and mixed cellularity HL (MXcHL) were similar.

Findings of this investigation provide objective parameters for CD30+ cells in HL. The method can be
extended for different immuno cell types, their shapes and localizations as well as their interactions.
These data can be used for a deeper understanding of the biological meaning of interactions between
CD30+ tumor cells, and possibly also in the future to assess the impact of antitumor drugs, help with
the prognosis and develop new therapies.
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We comprehensively examined sample trios from 16 neuroblastoma patients: a blood sample as nor-
mal control and biopsies from the tumor at initial diagnosis and at relapse, respectively. Among the
technologies used were whole-exome sequencing (Illumina HiSeq), array CGH (Agilent CGH arrays),
methylation arrays (Illumina HumanMethylation450 BeadChip) and gene expression microarrays (Agi-
lent Custom 44k arrays). While the analysis provided novel insights into the development and evolution
of neuroblastoma [SKA+15], it also presented considerable bioinformatics challenges because signals
from heterogeneous types of data had to be unified and interpreted.

To identify single nucleotide variants (SNVs) and small indels in each sample, we used our in-house
platform Exomate that largely follows the GATK best practice recommendations [VdACH+13] for
variant calling and adds an in-house database and interactive web interface for filtering and for variant
visualization.

An appropriately filtered variant list from a patient with five relapse samples was the basis for a simple
but robust method (Hamming distance between feature vectors combined with neighbor joining) to
construct a phylogenetic tree of the initial tumor and the relapses. Even when several filter thresholds
were varied considerably, the tree topology stayed constant with bootstrap support values of 100%.

Variants exported from Exomate with coverage and support information formed the basis of an analysis
to detect changes in variant allele frequencies between initial tumor and relapses. A two-dimensional
scatterplot comparing these frequencies revealed both expected and surprising patterns.

Copy number changes were inferred using Agilent CNV 105k and 180k arrays, displaying higher numbers
of genomic aberrations at relapse. While promoter methylation patterns were consistent and patient
specific, expression profiles showed clear differences and indicate an involvement of Hippo-YAP signaling.

On the poster we showcase the corresponding data analysis processes and highlight some of the results
that were recently discussed in detail [SKA+15].
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Phylogeny construction is usually based on multiple sequence alignments (MSA), which are difficult to
compute for genome-scale data. Methods that do not rely on a MSA can be used to compute pairwise
distances much more efficiently than the fastest alignment methods available. For example, our recently
published program andi can compute trees for thousands of bacterial genomes in just hours on desktop-
grade hardware [HKP15]. The resulting phylogenies are highly accurate when compared with traditional
alignment-based methods. However, these comparisons cannot be done when no reference tree exists.
Moreover, without an MSA, bootstrapping cannot be applied to compute support values [Fel85]. We
therefore explore the usefulness of other methods for assessing the reliability of individual clades, such as
pairwise bootstrapping or the quality measurement proposed by Fitch-Margoliash [FM67]. Establishing
a good quality measure for trees computed from pairwise distances would have wide applicability among
alignment-free phylogeny reconstruction methods.
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Rapeseed (Brassica napus) is the most important oilseed crop in Europe and the second most important
source of vegetable oil worldwide after soybean [HSB+06]. Spontaneous hybridisation between turnip
rape (B. rapa) and cabbage (B.oleracae) and chromosome doubling formed an allopolyploid genome
[CDL+14].
The hybridisation of two different homozygous genotypes can cause F1 hybrids with superior perfor-
mance relative to their parants. This effect is called heterosis and is successful applied in plant breeding
of many crops. However, the genetic mechanism of heterosis in rapeseed and its manifestation under
changing enviroment conditions is not sufficiently well known [RBE08]. Heretofore, the parents are
selected by empirical breeding. This is an expensive, time consuming process.
The e:Bio project PROGReSs aims at examination of heterosis in Rapeseed using a systems biology
approach. Ten universities, research institutes and breeding companies are involved in this interdisci-
plinary project. Large quantities of genomic, phenotypic and enviromental data are iteratively combined
to develop a prediction model for heterosis and yield. Breeders could use this as selection tool to predict
performance and exhaust the potential yield of rapeseed hybrids under different conditions.
We will create a gene regulatory network (GRN), which will be integrated in the heterosis model be-
side phenotypic and enviromental models. With the help of a reference transcriptome and a heterosis
simulation model [ERP15] representative amplicons will be selected, which will be sequenced for 662
genotypes. For the de novo transcriptome sequencing we established an RNA-Seq method to get 400bp
long reads from the Ion Torrent platform, that enables the correct transcriptome assembly for the two
closely related progenitor subgenomes in Brassica napus [HKJ+08, CTD+09]. All gene expression data
will be integrated with epigenetic profiles from bisulfite sequencing and sRNA sequencing data into a
GRN based on statistical models and newly developed algorithms.
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The number of cancer cases worldwide is still increasing and reached 14 million (new events) in 2012
[VPV+13] [SW14]. This fact can not only be explained by the obvious reason (our increasing lifespan),
but is also attributable to the poor knowledge about tumorigenesis, tumor progression and insufficient
therapies. In the last few years, the focus of cancer research moved to structural genomic variations
caused by ineffective and incorrect repair mechanisms [GFJ08, HLRI9b]. Copy number variations
(CNVs) as some kind of structural variations are charaterised by deletions or amplifications of genomic
regions [FCS06] and may lead to disfunctioned genes or to an altered gene expression [PA05].

First investigations of our group revealed that the appearance and the frequency of CNVs are highly
correlated to the progressive stage of cancer [SPK12]. To determine the influence of CNVs to cancer,
we identified, compared and characterized CNVs in a public accessible SNP array (Affymetrix Genome-
Wide Human SNP Array 6.0) data set of 2,820 different cancer genomes from eight tumor entities and
from 432 healthy genomes for comparison reasons. We identified CNVs comprising known tumor sup-
pressor and oncogenes. Further, we were especially interested in the boundaries between two regions of
significantly different copy numbers (so called breakpoint regions) and found 31 of them which seem to
be cancer specific. They were further be classiffed in tumor entity :specific, cancer specific and common
breakpoint regions. As far as we know it is the first comprehensive and comparative CNV analysis for
several tumor entities and it can serve as a starting point for further clarification of the tumorigenesis
and progression [WCM+13, WJS+14].
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One of the main challenges in personalized medicine is the interpretation of the sequence variations in
the human genome [FG11]. The recent advance in high-throughput sequencing is generating a huge
amount of data, which are important resources for deciphering the genotypes underlying a given phe-
notype. Recently genome sequencing has been extensively applied to cancer genome studies as well.
The Cancer Genome Atlas (TCGA) Consortium is making available genomic data for >30 cancer types
(http://cancergenome.broadinstitute.org/) to the scientific community, enabling the development of
computational approaches to define a profile of the genetic variations associated with specific cancer
samples. These variation profiles can be used to prioritize cancer-associated genes and classify cancer
genotypes [TR15].

In this work we present ContastRank, a new method for the prioritization of putative impaired genes
in cancer. The method is based on the comparison of the putative defective rate of each gene in tumor
versus that in normal and 1000 Genomes samples [Con10]. We show that the method is able to provide
a ranked list of putative impaired genes for colon, lung and prostate. The list significantly overlaps with
the list of known cancer driver genes previously published (http://cancergenome.broadinstitute.org/).
More importantly, by using our scoring approach, we can successfully discriminate between TCGA
normal and tumor samples in our datasets.

Our binary classifier based on ContrastRank score reaches an overall accuracy higher than 90% and the
Area Under the Curve (AUC) of Receiver Operating Characteristics (ROC) higher than 0.95 for all the
three types of adenocarcinoma analyzed in this paper. In addition, using ContrastRank score we are able
to discriminate the three tumor types with a minimum overall accuracy of 77% and AUC of 0.83 [TR14].

A web server implementation of the method is available at:
http://snps.biofold.org/contrastrank
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TreeGraph 2 is a user friendly and widely used tree editor with the main focus on processing, visualizing
and comparing phylogenetic trees carrying numerous annotations. Since its initial publication [SM10]
a number of features have been added.

The ability to import and visualize probabilities for ancestral character states (as reconstructed by
software packages like BayesTraits [MPB04]) e.g. by pie charts attached to internal nodes has been
added. A special reader allows importing according data from the BayesTraits-specific format, while
importing from similar software is indirectly possible using the new and more powerful annotation table
import function.

In addition to the published feature that compares conflicting support values from alternative trees, a
new visual comparison method allows the user to directly investigate topological and support differences.
If nodes in one tree are selected, TreeGraph 2 directly visualizes according nodes or regions with
conflicting topologies and support in other opened trees.

Calculating branch and node annotations from each other using custom expressions has been extended
by several new functions which e.g. allow whole columns (one type of annotation from all nodes in
a tree) or rows (all annotations on one node) as input. Additional new features include the closest
possible sorting of terminal nodes according to a specified order, automatic collapsing of internal nodes
depending on annotations (e.g. support) or rerooting trees by a given outgroup which may be in
topological conflict with the tree.

The poster introduces the new features of TreeGraph 2 and shows examples for their application in a re-
cent project investigating the influence of different automated and manual multiple sequence alignments
of non-coding sequences containing certain microstructural mutations on phylogenetic inference.

Software and poster download and documentation: http://treegraph.bioinfweb.info/
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[SM10] Ben C. Stöver and Kai F. Müller. TreeGraph 2: Combining and visualizing evidence from different
phylogenetic analyses. BMC Bioinformatics, 11(7), 2010.

Poster 37PeerJ PrePrints | https://dx.doi.org/10.7287/peerj.preprints.1350v2 | CC-BY 4.0 Open Access | rec: 17 Sep 2015, publ: 17 Sep 2015

P
re
P
rin

ts



How good is Flux Balance Analysis? A comparison with nonlinear
simulations of a simplified whole-cell model
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Based on reaction stoichiometries and linear optimization, Flux Balance Analysis (FBA) is widely
used to simulate genome-scale metabolism. However, FBA fails to predict some important metabolic
phenomena related to physical constraints other than stoichiometry, e.g., the shift from high yield to
low yield pathways when nutrients are abundant (overflow metabolism) [NT76].

To go beyond FBA, other important cellular constraints must be considered, such as the limitation in
volume for cell components (e.g. ribosomes, enzymes and metabolites), the limitation in surface area
for transporters, the costs of protein production, and the reaction kinetics dependent on enzyme and
metabolite concentrations. Fully accounting for those constraints requires computationally inefficient
nonlinear optimizations as well as complete knowledge of kinetic parameters, potentially forbidding the
simulation of genome-scale models.

In order to assess the importance of these constraints in predicting cellular growth and reaction rates,
we compared nonlinear simulations of a simplified whole-cell metabolic model (based on previous work
[MvBdRT09]) to FBA and to FBA with molecular crowding. FBA growth rate predictions are realistic
only at low growth rates, while FBA with molecular crowding provides qualitatively acceptable predic-
tions at all growth rates. However, the flux distributions predicted by both models differ significantly
from the nonlinear simulations.
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Loss of heterozygosity (LOH) serves as a general term for the transformation of a heterozygote allele into
a homozygote – respectively hemizygote – one, and is associated with the development of various tumors,
e.g. retinoblastoma, ovarian carcinoma or acute myeloid leukemia [RDG+15]. However, although widely
used in the literature, the term lacks accuracy as it does not specify a variant’s genotypic state and
the underlying mechanism by which it was created. Various tools claiming reliable identification of
regions of LOH using exome and/or whole-genome sequencing data were published in recent years. We
compare and validate these approaches based on an outstanding data set of whole-genome and exome
sequencing samples of 30 retinoblastoma patients. In particular, we focus on the identification of regions
of LOH overlapping gene RB1 on chromosome 13. Inactivation of both alleles of RB1 is a well-studied
mechanism in retinoblastoma development [HD99, LGB+97].

References

[HD99] SA Hagstrom and TP Dryja. Mitotic recombination map of 13cen-13q14 derived from an investiga-
tion of loss of heterozygosity in retinoblastomas. Proc Natl Acad Sci U S A, 96(6):2952–7, 1999.

[LGB+97] DR Lohmann, M Gerick, B Brandt, U Oelschlger, B Lorenz, E Passarge, and B Horsthemke. Consti-
tutional RB1-gene mutations in patients with isolated unilateral retinoblastoma. Am J Hum Genet,
61(2):282–294, 1997.

[RDG+15] GL Ryland, MA Doyle, D Goode, SE Boyle, DY Choong, SM Rowley, J Li, Australian Ovarian Can-
cer Study Group, DD Bowtell, RW Tothill, IG Campbell, and KL Gorringe. Loss of heterozygosity:
what is it good for? BMC Medical Genomics, 8(1):45, 2015.

Poster 39PeerJ PrePrints | https://dx.doi.org/10.7287/peerj.preprints.1350v2 | CC-BY 4.0 Open Access | rec: 17 Sep 2015, publ: 17 Sep 2015

P
re
P
rin

ts



Markov-Chain Monte-Carlo Sampling of Metabolite Concentrations to
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Flux balance analysis (FBA) is a widely used tool for both the understanding and design of cell
metabolism. Without any kinetic data, qualitative as well as quantitative predictions of metabolic
flux activity to achieve optimal growth can be made. It is also computationally inexpensive as only
linear problems need to be solved. Among its shortcomings, however, is the lack of a rigorous enforce-
ment of the thermodynamical feasibility of reactions; this is due to the fact that FBAs steady state
assumption evades the consideration of metabolite concentrations, which impact changes in Gibbs’ free
energies.
Existing approaches to ensure thermodynamic feasibility are based on computationally expensive mixed
integer linear programming. Here, we propose a Markov Chain Monte Carlo (MCMC) approach to iden-
tify metabolite concentrations that ensure thermodynamic feasibility.
We sample metabolite concentration vectors and use these to determine reaction directionalities that
violate thermodynamic constraints. Using FBA we then identify a biomass producing solution with
minimal total flux F through these infeasible reactions. Solutions with lower F are deemed more likely,
and hence the sampled concentrations are expected to converge towards thermodynamically feasible
solutions.
We show propose and evaluate several MCMC designs on metabolic networks of different sizes.
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Metabolic modelling reveals evolution of complex phenotypes through
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Comparing the metabolic networks of closely related bacterial strains can reveal their adaptive history.
We analyzed 53 E. coli strains with published metabolic network models [MCA+13] and reconstructed
their phylogeny. We considered each of the 52 internal nodes of the tree as an ancestral strain, and
reconstructed the ancestral genomes and metabolic networks using maximum parsimony. We then
identified the enzymes horizontally transferred between the ancestral strains and grouped them into
segments according to their physical proximity in the 53 genome sequences.

We searched for the benefits brought by the transfer of those segments to the host metabolic networks,
i.e., the new phenotypes acquired and the existing phenotypes enhanced, using flux balance analysis
(implemented in the sybil R package [GDDFL13]). We compared the benefits of those segments with a
model that simulates the transfer of all possible genomic segments between different E. coli strains, as
well as with another model that simulates transfer of randomized segments. Our analysis shows that,
compared with randomized segments, real genomic segments are more likely to transfer reactions and
phenotypes.

We further examined how a bacterium can acquire a complex phenotype, i.e., a phenotype whose
genes are distributed across multiple locations on the genome, requiring transfer of more than a single
segment. For each transferred or enhanced phenotype in a given strain, we searched for the contributing
segments added since the strains most recent ancestor, and found that almost all phenotypic gains can
be explained by the transfer of a single segment. However, if we trace back farther in time and identify
the segments contributing to a given phenotype that were added along the phylogenetic lineage (i.e.,
after the most recent common ancestor of the 53 strains), then we found that a substantial fraction of
phenotypic benefits ( 40%) required multiple transfers. Thus, the most recent segment transfer required
the presence of previous transfers to be beneficial. This is evidence of preadaptation (or exaptation):
in order to adapt to an environment that requires complex metabolic changes, a bacterium may have
to take an evolutionary detour through intermediate environments to acquire segments one-by-one
adaptively.
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Transcription factors (TFs) play an essential role in gene regulation and are involved in many different
diseases. One common approach for predicting transcription factor binding is to measure genome-wide
open chromatin regions and then use an integrative analysis method to combine TF motif information
and other auxiliary data, e.g. histone ChIP-seq.

Different assays have been proposed to measure open chromatin genome-wide. We compare three of
these techniques, NOMe, DNase1 and ATAC-seq to understand differences and commonalities between
them. Despite a significant overlap, each method has its own advantages in finding open chromatin
regions resulting in method specific assessment of open chromatin. Thus, predicting transcription factor
binding in open chromatin regions defined by different assays can lead to contradictory results. This
discrepancy could be reduced by improving open chromatin assessment, either through optimization of
assay protocols or by computational post processing of the experimental results.

Here, we propose an efficient computational pipeline that combines an SVM-based open chromatin clas-
sifier with motif based TF affinity predictions [RKMV07]. We generate a comprehensive gold standard
data set of open chromatin regions using DNase1, NOME, and ATAC-seq data generated in the DEEP
project, that we use for testing and optimising our pipeline. For validation, we use ChIP-seq TF data
from ENCODE.

Applying the general pipeline on datasets from different open chromatin assays can help to remove
disagreement between the aforementioned methods.
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dinopy: Efficient DNA Input and Output with Cython
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Dinopy is a Python package that aims to simplify the development of bioinformatics applications by
providing efficient facilities for DNA input and output.

When developing a Python application that works on DNA sequences, file IO sooner or later becomes
an issue. A parser for FASTQ files for example, is easily written, but this is an error prone task
that can slow down both the development process and the runtime of the application. Using one of
the established libraries works fine, until a different data type is required. This forces the developer
to manually convert the input data, which can needlessly slow down the entire application. Another
problem is, that established libraries like Biopython [CAC+09] often favor generality over performance.
Dinopy (Dna INput and Output in PYthon) aims to eliminate this time consuming factors by providing
input and output facilities specialized on the efficient interaction with FASTA and FASTQ files.

To achieve this, dinopy uses a data type system comparable to the one used by numpy [VDWCV11].
In addition to this dinopy is specialized on DNA sequences, what allows us to use highly optimized and
tailored facilities. For an additional gain of speed, dinopy has been implemented in Cython [BBC+11]
and uses extension modules implemented in C and C++.

On the analysis side dinopy offers several levels of access to the given data. For example a genome can
be accessed chromosome by chromosome or by all of its q-grams, depending on the needs of the user.
To keep a low memory profile while working with a steadily increasing amount of data, most of dinopy’s
facilities are implemented as generators.

In addition to its capabilities as a file parser and writer dinopy also provides several processors for rapid
prototyping as well as productive use. These include (gapped) q-grams and a suffix array using a linear
time construction algorithm [NZC11].
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Many methods of gene set analysis, e.g., GSEA [STM+05], GSA [ET07], and Globaltest [GVDGDKVH04],
have been developed in recent years. Additionally to extract relevant biological processes from the data
in hand, they have been widely used for exploring comparability of different data sets or contrasts (e.g.,
treatment vs. control effects). For example, Beane et al [BSL+07] used GSEA to check the similar-
ity between their data set and other public data sets, by testing the enrichment of their differentially
expressed gene list in the other datasets and by comparing the genesets results between contrasts.

The latter aspect is motivating our work, where a stronger comparability approach is defined. Addi-
tionally, comparing contrasts within a study is mandatory in systems toxicology experiments whereby
doses and exposure duration are systematically compared.

Significantly up- or down-regulated gene set (self-contained null hypothesis) in two contrasts does not
guarantee that these contrasts are comparable on this gene set as the associated gene fold-changes may
behave very differently. Furthermore, even if a geneset is not significant, a subset of substantial size may
lead to significance and high similarity between the corresponding gene fold-changes. This is a typical
behavior for geneset describing pathways in which several alternative signaling paths are present.

For any predefined gene set A and two contrasts C1 and C2, a novel method, CompGSA, which aim
at identifying a maximal subset A∗ ⊆ A for which C1 and C2 have similar observed fold-changes for
the genes in A∗ and that is significantly perturbed in both C1 and C2, was developed. Trimmed linear
regression was used as the key tool for solving this problem. The application of CompGSA in simulated
data and experimental data demonstrated the added value provided by our approach.
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Image processing algorithms for online monitoring of cell density in
Pichia pastoris cultivations by In situ Microscopy.
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In situ Microscopy (ISM) is an optical non-invasive method to monitor processes in real-time. Pichia
pastoris is one of the most promising protein expression systems. This yeast combines prokaryotic and
eukaryotic features. Pichia pastoris can reach high cell densities, which is a big challenge for online
monitoring systems and especially for the image processing algorithms.

In this poster two algorithms for determining cell density from ISM images are displayed. The first
algorithm detects single and clustered Pichia pastoris cells and counts them. This algorithm has good
accuracy at lower cell densities, but at higher cell density the algorithm loses accuracy. Especially if the
cluster formation is very strong the algorithm fails completely. The second algorithm determines the
size of clusters formed by the Pichia pastoris cells in the images. With this algorithm the cell densities
of almost the whole cultivation can be monitored, as long as clusters are formed by the cells. Right at
the beginning of all cultivations and when the cells grow very slowly for any reason, almost no clusters
can be recognized. A combination of both algorithms enables a full range cell density online monitoring
for Pichia pastoris cultivations up to 75 g/L bio dry mass or an optical density of 200 without seeing
any effects of saturation in the correlations.

Overall this poster shows that ISM in combination with suitable image processing algorithm is a strong
tool for real-time monitoring of cell density in Pichia pastoris cultivations.
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Rhythm in the Cyanobacterium Synechocystis sp. Strain PCC 6803
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Transcriptome and Metabolome analysis are two powerful techniques to gain further insights into living
organisms. While there is a lot of ongoing research separately in both areas, not much is known about
how they influence each other.

We want to use a combined transcriptome and metabolome approach to study the day-night cycle in
the Cyanobacterium Synechocystis sp. Strain PCC 6803. Cyanobacteria are marine organisms and
important primary producers. Metabolic engineering can be used to let cyanobacteria produce ethanol.
However, the process is not very efficient at the moment.

We take six samples over the course of 24 hours and extract a transcriptome dataset by RNASeq and a
metabolome dataset by Tandem-MS. In a first approach, we will try to find correlations between mRNA
and metabolite abundances, possibly taking the time-resolved structure of our data into account. This
will allow us to infer hypotheses in two directions. (i) Changes in the level of metabolites that are
substrate/product of known enzymatic reactions might be linked to unannotated transcripts, giving a
hint to their function. (ii) Known transcripts of enzyme encoding genes that correlate with unknown
metabolites can help to reveal their identity.

A combined analysis of the transcriptome and metabolome is a promising approach to study the circa-
dian rhythm of Cyanobacteria but also other external and internal factors that change the metabolism
of any organism. Unknown transcripts and metabolites can possibly be annotated. This information
can finally be used to improve the quality of the metabolic network of Synechocystis sp. Strain PCC
6803, for example to increase the ethanol production.
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HD. Zucht1, D. Chamrad1, A. Telaar1, H. Göhler1, M. Gamer1, S. Vordenbäumen2, P.
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Abstract

Autoimmune diseases arise from an abnormal immune response of the body against self-proteins leading
to tissue and organ damage. The excessive production of harmful autoantibodies (AAB) is a hallmark
of autoimmune diseases including Rheumatoid Arthritis (RA), Systemic Lupus Erythematodes (SLE),
Systemic Sclerosis (SSc) and Sjögren’s Disease (SjS). Early diagnosis of autoimmune diseases is essential
for initiation of therapy, but often challenging due to the heterogeneous clinical presentation of the
diseases. Aim: AABs serve as diagnostic markers for various autoimmune diseases, but the co-occurrence
of AABs in SLE patients has rarely been analyzed. Detecting a broad set of AABs might help to
investigate the number, co-prevalence and similarities of AAB reactivities in autoimmune diseases such
as SLE. Here, we describe the cluster analysis of a multiplexed AAB array of 87 AABs in a variety of
disease entities.

Methods

A Luminex bead-based AAB assay has been developed comprising established and novel biomarkers for
differential diagnosis of SLE, markers for disease activity, organ involvement, interferon type I dependent
reactivities and novel biomarkers. AAB reactivity against these antigens was tested in over 700 SLE,
healthy controls (n=1000), and other autoimmune diseased patient samples (n=500). Data analysis was
based on biclustering algorithms, Kohonen mapping of antibody reactivity. Cluster analysis was also
performed using transformed datasest (qualitative) to investigate and visualize characteristic marker
prevalence and co-prevalence patterns.

Results

Based on the individual marker pattern, patients either belong to clusters defined by characteristic
markers, or are phenotypically more overlapping with each other. Systemic sclerosis patients clearly
split up into two patient clusters, whith different AAB reactivity. SLE patients can be mapped to at
least four different reactivity groups (G1-G4) including patients: G1) a higher disease activity score,
broad and homogeneous AAB reactivity; G2) with broad, but heterogeneous AAB reactivity; G3) who
have few AABs and G4) with unusual AAB patterns.

Conclusion

The multiplexed analysis of AABs in autoimmune diseases enables to investigate disease subgroups.
The utility of this approach is to support the stratification of patients for an improved therapy in a
personalized medicine approach.
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In regulatory genomics, the identification of the functional binding sites of several transcription factors
(TFs) can be pivotal in understanding the regulation of gene expression in different conditions. However,
performing this task in multiple conditions is experimentally complicated and demanding. This problem
can be addressed by using condition specific DNase I hypersensitive sites sequencing (DNase-seq).
DNase-seq is a method to identify regions of open chromatin [SC10]. Furthermore, DNase I footprints
for specific TFs can be found at high resolution. Here we propose an algorithm for the joint modeling of
DNase I signal and DNA sequence, to predict condition-specific binding sites of multiple TFs at single
nucleotide resolution.

At low resolution (ca. 500 nt) clusters of DNase-seq reads indicate regions of open chromatin (DNaseI
hypersensitivity sites). Investigating DNase-seq signal at single nucleotide resolution reveals footprints
(ca. 5 - 25 nt), which indicate TF binding [BSL+11]. It has been shown that the profile of these
footprints can be TF specific [YFCO14].

Here, we present a TF-specific model that predicts TF binding jointly from nucleotide-sequence and
DNase footprints. Using only DNase-seq read counts and DNA sequence, we applied a bidirectional
multivariate Hidden Markov Model [ZLC+14] to model TF binding. The model locates potential TF
binding sites (one model per TF) and identifies if they are bound based on the underlying DNase
profile. We tested the model for the following TFs: CTCF, REST, STAT1, YY1, as well as MYC and
MAX. We used the corresponding ChIP-seq experiments, to evaluate the accuracy of our predictions of
bound TF binding sites. Our results indicate, that the prediction of bound TF binding sites improves
over an nucleotide sequence-based approach (MEME-FIMO [GBN11]). Furthermore, we demonstrate
that we can reuse our previously trained models to predict bound TF binding sites in other DNase-seq
experiments. Thus, we can predict TF binding sites bound under certain conditions, without performing
further ChIP-seq experiments.
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Inferring Directional Genetic Interactions from Mutli-Parametric
Combinatorial Perturbation Screens
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Genes display epistatic (genetic) interactions, whereby the presence of one genetic variant can mask,
alleviate or amplify the phenotypic effect of other variants. Such a directional relationship is present, for
instance, if one gene product positively or negatively regulates the activity of the other, if its function
temporally precedes that of the other, or if its function is a necessary requirement for the action of the
other. Large-scale synthetic genetic interaction screens have been performed and have been predictive
for functional relationships between genes in yeast, E. coli, C. elegans and metazoan cells. To date, all
large-scale genetic interaction studies have been designed to detect gene-gene interactions based on the
definition of an interaction as a departure from the combination of the genes individual effects. This
statistical definition provides limited information on the directional relationship between the genes.
We will present a method that combines genetic interactions on multiple phenotypes to reveal direc-
tional relationships, and report a dense regulatory network covering 1367 genes [FSH+15]. It reveals
the directional, temporal and logical relationships between genes and allows us to dissect regulatory
networks using high-throughput intervention experimentation. The network could reconstruct the se-
quence of protein activities in mitosis, and revealed that the Ras pathway interacts with the SWI/SNF
chromatin-remodelling complex, which we show is conserved in human cancer cells. Our work presents
a powerful approach for reconstructing directional regulatory networks, and provides a resource for the
interpretation of functional consequences of genomic alterations in disease.

[FSH+15] [HSF+11] [LFB+13]
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Dynamic updates of reference improve NGS read mapping
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We present results demonstrating that dynamic read mapping, i.e., mapping with updating ref-
erence in accordance to already mapped reads, provides better accuracy and sensitivity than its
static analog. We also describe scenarios where the improvement over static mappers is the most
significant.

In spite of a great attention payed to NGS read mapping, dynamic mapping has not been well-
studied yet. Existing literature includes only a semestral project of Jacob Pritt [Pri13] containing
several interesting observations and ideas, and a program called Dynmap [IKM+12].

Firstly, dynamic mappers bring several technical and algorithmic issues, above all: i) underlying
data structures (FM indexes, hash-tables, etc.) must be dynamic; ii) expensive statistics about
already mapped reads must be kept in memory during whole mapping, iii) addressing in the ref-
erence must be somehow generalized, and iv) remapping and unmapping already mapped reads
should be considered. Inevitably, these four points imply that the memory consumption will ex-
tensively increase while the performance will decrease, in comparison to static mappers. Secondly,
dynamic mapping could be beneficial to a limited class of applications when speed can be traded
for sensitivity and selectivity (far reference, many mutation hotspot regions, etc.).

Besides the above mentioned approaches (static mapping and dynamic mapping), there exists an
intermediate approach, a so-called iterative referencing [GG13], which is based on iterative rep-
etition of ‘static mapping of all reads’ and ‘consensus calling’ until number of updates decreases
below a given threshold. While dynamic mappers update the reference having only partial infor-
mation at their disposal, iterative referencing works with full information about alignments of all
reads, therefore, it provides better results.

In order to examine in what situations dynamic mappers i) are superior over static mappers, and
ii) can approach results of iterative referencing, we developed a pipeline called DyMaS (Dynamic
Mapping Simulator), which uses selected state-of-the-art static mappers to map reads in small
batches followed by computation of statistics and update of the reference sequence. Even though
dynamic mappers should be capable to perform updates after mapping each new read, we can reach
a good approximation of their behavior with our tool when batches of reads are small enough.

In our work, we compare static mapping, iterative referencing, and dynamic mapping under several
scenarios (various rates of genomic mutations, sequencing errors, and sample contamination).
The obtained improvements are demonstrated on ‘precision-sensitivity’ diagrams produced using
RNFtools [BBK15].

References
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Metatranscriptomics can yield a direct snapshot of the dynamics of a microbial community. In con-
trast to metagenomic sequences which just indicate the functional potential of the community, meta-
transcriptomic RNA-Seq data provides evidence for gene functions and metabolic activities that are
actually performed by the community [SD11]. The experimental data consists of a large number of
short sequencing reads which have to be classified according to the phylogenetic origin and putative
functions. The simultaneous binning into taxonomic and functional categories makes it possible to
actually answer the question “who is doing what?” under the given environmental conditions. Classical
bioinformatics tools quickly reach computational limits when assigning vast amounts of short reads to
taxonomic and functional categories. Our tool UProC [Mei15] offers researchers a very fast protein
domain classification, which on short reads (100 bp) outperforms profile-based methods like HMMER
and RPS-BLAST. In UProC, the classification of a protein sequence is based on assigning all k-mers
(k=18) in the sequence by similarity to functionally labelled words of the same length in a reference
database.

For an extension of UProC we have investigated the possibility to add rank-specific taxonomic labels
to the database words and use these labels for a phylogenetic classification of sequencing reads. The
word-specific taxonomic label can range from species to superkingdom, or no specific category at all,
depending on the location of the assigned reference word in the taxonomic tree of the reference protein
family. The evaluation of the taxonomic labels that result from all words that could be assigned to
the detected protein families is similar to the lowest common ancestor scheme often applied to BLAST
results. First results indicate that a reliable phylo-functional classification of metatranscriptomic reads
is possible with UProC at a very high speed.
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RNA-Sequencing is a well-established technique, yet still developing further. The more recently emerg-
ing methods, i.e. single molecule sequencing technologies which are able to produce ultra-long reads
in the range of 10kbp or more, might pose new challenges in the analysis of RNA-Seq data. To assess
this issue on a larger scale, we complemented the Flux-Simulator [GZR+12], an RNA-Seq simulation
software able to imitate the sequencing procedure, with an expression profile based on experimentally
derived data, and utilized the workflow system snakemake [KR12] to simulate and quantify a large
number of data sets. We thereby developed a pipeline that allows for parallelized biology- but also
protocol-oriented simulations, and quantication of RNA-Seq experiments, and used this tool to inves-
tigate the effects of read length, sequencing depth and single-end sequencing compared to paired-end
sequencing.

In order to simulate with an expression profile retaining the characteristics of biological gene expression,
we conveyed real biological counts to a transcript expression profile suitable to the Flux-Simulator’s
format. As RNA-Seq counts are often reported in gene counts, we developed a method to transfer gene
counts to transcript counts. The expression distribution for most of the experiments was based on one
of the first RNA-Seq data sets, the transcriptome of Mus musculus in different tissues from Mortazavi
et. al [MWM+08]. We set up an extensive framework relying on snakemake, capable of simultaneously
simulating multiple RNA-Seq experiments, and simulated a range of read lengths (mainly relating to
Illumina sequencing systems but also included ultra-long reads relevant in particular for third generation
sequencing methods) and read numbers, as well as single end and paired end reads. The framework also
included parallel quantication of these reads primarily with Tophat2 and Cufflinks from the Tuxedo-
Pipeline [KPT+13] [TWP+10]. The results were analyzed in comparison to the original expression and
also in terms of differential gene expression.

Our pipeline proved to be a valuable tool to allow insights into the effects of read length and number
as well as paired-end sequencing on downstream analysis of RNA-Seq.
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High-throughput technologies permit nowadays the measurement of tens of thousands of gene expres-
sions relating to different circumstances, such as states of health. A standard approach to summarize
the relevant expressions is to cluster, i.e., to group the samples according to their gene expression
profiles. However, obtaining these groups of samples poses the question: which genes are decisive to
which group? This question is tackled by the task of biclustering, a simultaneous clustering of samples
and genes, whose application to gene expression data is a matter of ongoing research [OKHC14]. A
promising approach to solve this task is to approximate the (binarized) data matrix by a product of
binary matrices, also known as Binary Matrix Factorization [ZLD+10, ZDLZ07].

An apparently different task is the one Siebes et al. introduce with Krimp [VvLS11]. They invoke the
Minimum Description Length (MDL) principle stated as: find the model that compresses the database
best [Grü07]. Krimp returns a compact description of the dataset with a selection of patterns, i.e.,
subsets of features, which indicates a code table. Those are the compressing models, dictionaries of
unique and prefix free codewords, which assign shorter codes to more frequently employed patterns.
However, identifying the best compressing set of patterns is non-trivial. The combinatorial possibilities
to define both, code table and dataset encoding, are numerous. Thus, common algorithms rely on
heuristics that determine the encoding in a static order [SV12, VvLS11].

We present a unifying formulation of these tasks, pointing out how encodings describe binary matrix
factorizations and vice-versa. Applying optimization methods to a relaxed formulation of this objective
task enables an unrestricted usage of codes for a user-defined number of patterns. We initialize a
cross-over of the applications and interpretations of the regarded data models, applying this method
to the well studied medulloblastoma dataset [BTGM04]. We depict the results in terms of clustering
and encoding and compare the robustness of derived models with the successfully applicable method of
Nonnegative Matrix Factorization, visualizing the consistency of cluster assignments by a heatmap as
proposed in [BTGM04].
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High-throughput sequencing of mRNA is a promising approach to determine the expressed repertoire of
genes in a species and to quantify changes in expression levels under different conditions. In this study
we analyse the transcriptomes of 18 species of a widespread aquatic protistan taxon, Chrysophyceae.

For a molecular characterization of the species transcriptomes were sequenced using the Illumina plat-
form. The sequencing reads were assembled to transcripts with Trinity [GHY+11] and annotated to
KEGG orthologous genes and pathways [KG00]. In a comparative approach we investigated the dif-
ferences between species as well as the influence of the trophic mode – phototrophic, mixotrophic, and
heterotrophic – on gene expression and shifts in metabolic pathways.

In addition, we propose a novel transcriptome-scale approach to determine the evolutionary relationship
between the organisms. Since the methods for transcriptome assemblies based on Illumina reads are
still in need of improvement, an alignment-free approach is preferable over the phylogenetic inference
based on multiple sequence alignments of orthologous genes. Furthermore, the calculated signature is
a holistic characteristic of the expressed genome and its computation is extremely efficient.
In this study we compare and contrast both phylogenetic inference approaches using transcriptome
signatures and orthologous genes identified in all 18 organisms.
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Due to the decreasing costs of DNA sequencing, metagenomics became a flourishing area of research
in the recent years. The amount of metagenomics datasets, their sizes and the diversity of tasks to
analyse them are constantly growing. Several solutions for a semi-automatic analysis of metagenomics
data are available. However, most of them can hardly be installed locally (e.g. MG-Rast, [MPD+08];
WebCarma, [GJT+09]) or are difficult to integrate with other tools (e.g. MEGAN, [HMW+11]).

Here we present MeTavGen, a flexible analysis pipeline for shotgun metagenomics datasets based on
Taverna [W+13]. MeTavGen can be run locally on a single computer or an SGE computer cluster. The
pipeline glues together several external software tools using custom Ruby and Bash scripts. MeTavGen
can easily be extended by the user to include more analysis steps.

As input the pipeline expects either preprocessed reads or metagenomics contigs. Genes in the input
sequences are annotated and their protein products are aligned to the NCBI NR database. The results
are analyzed with MEGAN to determine the distribution of taxa in the metagenome. Furthermore, the
genes are functionally annotated and a statistical analysis of the functional profiles of the most common
taxonomic groups is performed by STAMP [PTHB14], using a similar workflow to the one adopted in
[PGKL14].

The results of the analysis are presented in an automatically generated dynamic HTML report, which
allows to easily access a large number of tables, metabolic pathway maps, bar and hierarchical plots,
generated using MEGAN, STAMP, R and KronaTools [OBP11].
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A classic unrooted phylogenic tree is a simple undirected graph. Edges are either present or absent
and searching for a phylogenetic tree is a discrete optimisation problem. We have been developing an
alternative view. Allowed trees are just points within a continuous space. Connections are continuous
properties which behave like coordinates. If we know the similarities between objects like sequences,
we can see how well the set of coordinates (connections) fits the experimental data. The greater the
disagreement, the greater the force acting on the connections. This leads to a method for generating
phylogenetic trees. One can perform classic, conservative Newtonian dynamics in the space which
includes all possible trees.

A problem with current methods is that there may be more than one tree that is supported by the data.
If they are separated by high barriers, as in the figure, current sampling methods will find it difficult
to reach both trees [MV05].

At the moment, we are limited to distance-based phylogenies, but the method has advantage over Monte
Carlo methods, that it uses gradient information, so sampling can be quite efficient. Like Monte Carlo
methods, extensions such as simulated annealing or replica exchange are easy to implement. We see
the long term benefit as a means of providing efficient sampling for seeding more sophisticated methods
such as Bayesian inference.
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Circularly permutated proteins are an event in which part of the C-terminus has moved to the N-
terminus or vice versa, as if on a circle. Thus a protein ABCD may be related to BCDA or DABC.
These permutations are thought to arise from gene duplications/deletions, fusions and fissions or the
cutting and pasting mechanisms of the restriction modification system. [WBB06]

Such evolutionary events are considered to be rare, but their detection can help determining structural
domains and engineering recombinant proteins. [Kam11]

With traditional dynamic programming methods, these rearrangements lead to partial similarities,
meaning that distant evolutionary events will be missed. We use an extended alignment matrix to
detect permuted relations, but perform structural instead of sequence comparisons. [MST09]

Our method is not free of thresholds and adjustable parameters, but as set now, we find 95% of
previously documented examples. We can, however, process very large data sets, while still working
with structural alignments. Applying the method to a set of about 18 × 106 candidate pairs leads to
many surprises. Circular permutations are not as infrequent as one might expect and about 85 % of
the detected events correspond to annotated protein domain boundaries [VBAS04][MBDG+15].
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