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ABSTRACT
Dengue virus (DENV) infection is one of the major health issues and a substantial
epidemic infectious human disease. More than two billion humans are living in dengue
susceptible regions with annual infection mortality rate is about 5%–20%. At initial
stages, it is difficult to differentiate dengue virus symptoms with other similar diseases.
Themain objective of this research is to diagnose dengue virus infection in humanblood
sera for better treatment and rehabilitation process. A novel and robust approach is
proposed based onRaman spectroscopy anddeep learning. In this regard, theResNet101
deep learningmodel is modified by exploiting transfer learning (TL) concept on Raman
spectroscopic data of human blood sera. Sample size was selected using standard
statistical tests. The proposed model is evaluated on 2,000 Raman spectra images in
which 1,200 are DENV-infected of human blood sera samples, and 800 are healthy
ones. It offers 96.0% accuracy on testing data for DENV infection diagnosis. Moreover,
the developed approach demonstrated minimum improvement of 6.0% and 7.0% in
terms of AUC and Kappa index respectively over the other state-of-the-art techniques.
The developed model offers superior performance to capture minute Raman spectral
variations due to the better residual learning capability and generalization ability
compared to others deep learning models. The developed model revealed that it might
be applied for diagnosis of DENV infection to save precious human lives.

Subjects Bioinformatics, Artificial Intelligence, Computer Vision, Data Mining and Machine
Learning, Multimedia
Keywords Dengue, Deep Learning, Raman Spectroscopy, Plasma, Spectra

INTRODUCTION
Dengue virus (DENV) infection is a substantial epidemic infectious human disease (Hasan
et al., 2016; World Health Organization, 2020). Female mosquitos’ specie Aedes aegypti
transmitting dengue viral infection through bites (Cucunawangsih & Lugito, 2017). The
patient with DENV infection have severe feelings of headache, fatigue, high grade fever
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associated with rigor and chill (40 ◦C/104◦F), severe retro orbital pain, bone breaking fever,
and enlarge petechial rashes (World Health Organization, 2020). DENV infected patient
needs special assistance and rehabilitation management plan and if not properly managed,
it may cause severe illness and even leads to death. One of the studies reported that there
could be 390 million dengue patients worldwide every year. In another study, 3.9 billion
persons mostly infected in Asian countries (Brady et al., 2012; Bhatt et al., 2013).

Various laboratory tests are used such as detection of the virus itself (Tsai et al., 2019),
antibodies (Narayan et al., 2016) or a combination of both (Chan, How & Ng, 2017).
Nonstructural protein-1 (NS1) may be secreted into patients’ blood sera can be used for
early DENV infection diagnosis (Lai et al., 2019). After four to five days of illness, virus
might be diagnosed using blood serum (World Health Organization, 2009). The clinical
tests such as antibodies immunoglobulin M (IgM) or immunoglobulin G (IgG) and
IgM/IgG ratios are commonly used for diagnosis of DENV infection (Chatterjee et al.,
2016). All these tests are costly and time consuming, therefore, it is inevitable to develop an
automated, fast, reliable, and economical DENV diagnostic tests to support the health care
system. Owing to inelastic light scattering by molecular vibrations, Raman spectroscopy
applied to get the chemical signatures of cells and tissues (Pence & Mahadevan-Jansen,
2016). It has been extensively used for the detection of hepatitis C virus (HCV) (Naseer
et al., 2019b), hepatitis B virus (HBV) (Tong et al., 2019; Ali et al., 2021; Saleem et al.,
2020), malaria fever (Naseer et al., 2019a) human immunodeficiency virus (HIV) (Lee
et al., 2015), tuberculosis (TB) (Stöckel et al., 2017) and DENV infections (Mahmood et
al., 2018). For the diagnosis of DENV infection, different multivariate algorithms are
employed including principal component analysis (PCA) 20 partial least square regression
(PLSR) (Bilal et al., 2017), support vector machine (SVM) (Khan et al., 2016) and random
forest algorithms (Khan et al., 2017).

Raman spectroscopy is an economical and efficient method of disease diagnosis.
However, the diagnosis process involves some challenges; for instance, the variation
between healthy and infected spectra is very small (Fig. 1), and it may lead to false
diagnosis. Moreover, the conventional machine learning approaches may overlook such
minute variations. There is vital to develop a robust and automatic diagnostic technique
to differentiate these small spectral variations efficiently. In this paper, we have developed
a DEVN infection diagnosis approach using Raman spectroscopic data and convolutional
neural networks (CNN) by exploiting the transfer learning (TL) concept. It has an ability
to learn the Raman spectra patterns of both infected and healthy samples for accurate
diagnosis.

In literature several approaches are proposed by utilizing statistical features and
conventional machine learning techniques using Raman spectroscopic data for various
disease detection. Koljenović et al. (2007) used Raman spectrum in the range of 2,400–3,800
cm−1 to characterize the brain tissues (ex-vivo porcine). Kong et al. (2014) varied spectrum
range 799–1,098 cm−1 for diagnosis of breast cancer. At certain wavelength of Raman
spectroscopy, the malignant breast tissues are successfully segregated.

Lin et al. (2018) developed a diagnosis method for in-vivo nasopharyngeal cancer
by employing reflectance and Raman spectroscopy using fluorescence imaging technique.
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Figure 1 Raman spectra visualization of DENV infected and healthy samples.
Full-size DOI: 10.7717/peerjcs.985/fig-1
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Orringer et al. (2017) proposed microscopic technique using fiber-laser approach for neuro
patients. Similarly, Hollon et al. (2018) used modified fiber-laser imaging for brain tumor
detection and reported accuracy between 92–96%. Medyukhina et al. (2012) also detected
brain tumor using Raman spectroscopic data. Authors have used image registration
techniques for the purpose of tumor boundary estimation, if corresponding mapping
varies, it may lead towards misclassification.

Haka et al. (2005) reported breast cancer tissue classification method using Raman
spectra. Similarly, Kong et al. (2014) identified breast tumor by applying specific samples
of Raman spectra. Magee et al. (2010) explored different Raman spectra for classification
of lung tissues into health and diseased. Gao et al. (2012) proposed surgical section tissue
estimation using Raman spectroscopy and reported 73% and 74% sensitivity and specificity,
respectively. Lieber et al. (2008) proposed skin cancer detection by employing Raman
spectroscopy and reported sufficient performance.

Recently, several studies explored machine learning based approaches by employing
PCA, LDA, SVM and Random Forest for classification of Raman data. These methods
gained popularity among researchers and obtained sufficient performance on Raman
spectroscopic data (Smola & Schölkopf, 2004). In summary, these conventional approaches
extract various statistical descriptors from Raman spectra data and performed classification
tasks.

Khan et al. (2018) used SVM for the detection of HBV from Raman spectroscopic data.
They explored various Kernel functions and obtained an accuracy of 98.0%. Amin et al.
(2017) used Raman spectroscopic images and proposed DENV infection diagnosis and
reported classification performance 96.5% in terms of accuracy by employing PCA-LDA
models. Bilal et al. (2016) reported DENV infection classification by employing Raman
spectra. In another study, Teh et al. (2008) used Raman spectra for the classification
of dysplasia. Ong, Lim & Liu (2012) proposed leukemia cell classification approach and
employed PCA.

CNN attracted many researcher across the globe for the solution of real world
challenging problems particularly in the domain of medical diagnosis using Raman
spectroscopy (Zhang, Ding & Hou, 2020; Dong et al., 2019). Liu et al. (2017) developed
chemical species identification model using CNN by employing Raman spectroscopic
image data. The reported results show that the CNN based classification model offers
better performance compared to PCA and SVMmultivariate approaches. Fan et al. (2019),
developed CNN models to identify components in a chemical mixture by exploiting
Raman spectral features and obtained sufficient performance on both real and simulated
Raman spectra as compared to conventional approaches. In another study, Ho et al.
(2019) reported classification of pathogenic bacteria by CNN and Raman spectroscopy
based approach and yielded 99.70% accuracy. Yan et al. (2020) proposed ‘‘Cornu-Caprae-
Hircus’’ hydrolysis observation system based on CNN and Raman spectral data. They have
developed calibration models by employing live Raman spectroscopy for evaluation of
GH hydrolysis using optimized PLS models. Siddiqua, Rahman & Uddin (2021) proposed
DNN based approach for the detection of Dengue mosquito. They used various approaches
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such as faster R-NN, inceptionV3 and ResNet101 in their approach and achieved a good
performance.

In general, the variation in healthy and diseased Raman spectra is very small. Such
changes occurred due to the small biochemical changes induced by the dengue virus
infections. These minute variations make it very challenging for a common clinician to
classify diseased and healthy Raman spectra such as DENV infection. To assist this, recent
development in machine learning and neural networks have capability to mimic such
minute change and classify it efficiently and accurately. In this scenario, we developed a
new approach for the identification of DENV infected human blood sera samples using
CNN models with TL in combination with Raman images. CNN is efficiently solving the
scalability issue and can be applied at enterprise level. This aspect makes our developed
models more effective to handle the real time DENV disease identification problem. The
new proposed approach based on deep learning and Raman spectra for identification of
DENV infected and healthy samples did not explore previously.

The following are main contributions of the proposed approach:
• Statistical study design and sample size selection for validation and trustworthiness of
the experiments
• Human blood sera samples of DENV infection and healthy subjects are collected from
hospitals
• Raman spectroscopy is employed to obtain the various spectra of healthy and infected
samples
• Exploitation of TL concept for improved performance on Raman spectroscopic data of
human blood sera
• Design, development, and identification of the best deep learning model TL-ResNet101
amongTL-InceptionV3, TL-DenseNet201, TL-GoogleNet, andTL-MobileNetV2models
for DENV infection diagnosis problem
• Modified ResNet101 model by replacing ‘FC_1000’, ‘FC1000_Softmax’ and
‘FC_Classification’ with new layers of ‘FC_2’, ‘FC2_Softmax’ and ‘Class_output’ for
present binary class problem
• Built novel framework ‘DENV-TLDNN’ for improved performance of DENV
identification
• Automatic approachwithout any user intervention andnopost-processing requirements
• Flexible architecture and can be extended for other types of disease diagnosis

Following are rationales for development of DENV-TLDNN deep learning approach:

• It has residual learning capability which helps the model better classification and
generalization capability compared to others deep learning models.
• Secondly, owing to the residual blocks of ResNet101, the vanishing gradient problem
is reduced using residual transfers (skip connection). The skip connection concept of
ResNet101 model helps to learn an identity function that ensure the better learning
performance of succeeding higher residual blocks.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 5/25

https://peerj.com
http://dx.doi.org/10.7717/peerj-cs.985


In this way, ResNet101 performs better detection compared to others deep learning
models.

The remainder of the article is structured as: Section 2 explains the materials and
methods. The experimental results are shown in Section 3; Section 4 describes the
discussions. The conclusion and future work are given in Section 5.

MATERIALS AND METHOD
Materials
Study design and sample size selection
One of the important steps in the process of designing an empirical study is to select
an appropriate sample size for clinical data. If sample size is insufficient or not selected
carefully, the study might not be discovered underlying some important treatment effects.
An optimal sample size selection saves personnel effort, time, and cost. Sample size must
be selected and justified based on statistical calculations. A statistically selected sample size
plays crucial role for validation and trustworthiness of the experiments.

For this study design, number of samples are determined using power calculations in
G*Power 3.1.9.6 (Faul et al., 2007). Statistical power depends on different factors such
as effect size, sample size, and the decision criterion (α-value). We used the criteria
of 0.20, 0.50, and 0.80 provided by Cohen for small, medium, and large effect sizes,
respectively (Cohen, 1992). For this purpose, statistical t -test with difference between two
independent means are employed. The α error probability (false positive result or type-I
error) is set equal to 0.05 and Power (1−β error prob.) that a false negative result or type-II
error is considered 0.95. Figure 2 depicts the detectable total sample size as a function of
required power (1−β error prob.). Statistical power calculations revealed that this study
can be design using minimum sample size of 85 with actual power of 0.952, and minimal
effect size of 0.8. However, using this criterion, we have chosen 100 samples (60 Dengue
positive and 40 negative samples). The current sample size is sufficient to design this study
for DENV infection detection to capture underlying chemical signatures for treatment and
rehabilitation of the patients.

Human blood sera and sample preparation
On the basis of the experimental study design (‘Method’), 60 DENV infected and 40 non-
infected blood samples were obtained from different hospitals of Rawalpindi, Pakistan
during dengue epidemic outbreak in 2019. Verbel consent of volunteer patients was
obtained and approved by the Research and Ethical Committee of Rawalpindi Medical
College (RMC) and Allied Hospitals (Holy Family Hospital, Benazir Bhutto Hospital,
District Headquarters Hospital, Rawalpindi), Pakistan. Collected samples were kept in
freezer and thawed before recording Raman spectra. For acquisition of Raman spectra,
there is no need of any special preparation.

Raman spectra collection
The spectra of sera samples were collected using PeakSeeker Pro-785 Raman system with
RSM-785 microscope. The associated diode laser @785 nm was used for acquiring of
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Figure 2 Statistical G*power test for sample size selection.
Full-size DOI: 10.7717/peerjcs.985/fig-2

Raman spectra at resolution of 10 cm−1. To focus the laser on sera sample, a 10X objective
lens was employed with back-scattering configuration to obtain Raman spectra at the
20 µl quantity placed at aluminum holder. The collected Raman spectra lies in the range
of 200–2,000 cm−1. Owing to the range 540–1,830 cm−1 which contains notable spectral
variations is chosen for analysis of spectra.

The presence of additive noise makes it difficult to analyze the recorded spectra at band
of interest with naked eyes. Spectral fluorescent of closely bands is visualized and analyzed
for annotation. Prior to analysis, it is imperative to reduce the effect of noisy bands in
the Raman spectra. All these spectra were pre-processed using Matlab2014a for noise
reduction, reference point normalization and correction to make the bands of interest and
groups recognized precisely. The polynomial of degree 5 with 13-point window size is used
for smoothing by employing Savitzky–Golay method. The fluorescence backgrounds of all
spectra were corrected by the removal of baseline.

Dataset of Raman images
In this study, we have a dataset of 100 subjects (60 infected and 40 non-infected healthy
subjects). For each subject, 20 Raman spectra images were acquired to prevent any
experimental artifacts, human error, and for an unbiased statistical analysis. These spectra
were recorded from different positions by shining a laser power of 150 mW for 10 s. Such
20 different spectra of a subject are reasonably different from others. These images are
varying in intensities while keeping the same molecular changes. In terms of intensity
variation, all 2,000 Raman spectra are different from each other. Out of 2,000 spectra 1,200
are infected and 800 are healthy (Naseer et al., 2019b; Saleem et al., 2020).
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Figure 3 The proposed framework of the DENV-TLDNN.
Full-size DOI: 10.7717/peerjcs.985/fig-3

METHOD
The proposed framework developed using TL concept on Deep neural networks for DENV
infection identification DENV-TLDNN is shown in Fig. 3. It comprised Raman spectra of
human blood sera as an input followed by pre-processing and modified ResNet101 Deep
learning model development. For relatively small size of annotated dataset, TL utilizes
the power of partially learned model weights to solve the new challenging classification
problem efficiently. To validate the effectiveness, DENV-TLDNN is assessed on unseen
dataset. Following sub-sections explain components of the proposed approach in detail.

Pre-processing
The only single pre-processing step is to resize the Raman spectra for compatibility of
ResNet101 input of size 224× 224 by employing TL concept. The whole dataset was resized
and fed it to the modified ResNet101 for training and testing. The dataset is randomly
divided into 67%:33% ratio for model development and testing respectively, as shown
in Fig. 3. In first step, modified ResNet101 deep learning model is developed on 67% of
dataset. After successful training, the TL-ResNet101 model is evaluated on independent
33%unseen dataset which is not used duringmodel training. All experiments are performed
on Intel Xeon E-2246G, 3.6 GHz processor using NVIDIA GeForce RTX-2080 GPU.
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Figure 4 The thematic diagram for ResNet101-TL architecture for DENV identification.
Full-size DOI: 10.7717/peerjcs.985/fig-4

Convolutional neural networks (CNN)
Owing to precision and scalability, CNN gains popularity among researchers. It is being
widely used in several real-life applications such as, computer vision, pattern recognition,
medical disease diagnosis and natural language processing. CNN has ability to solve
complex and non-linear classification problems by extracting most discriminant image
features using cascading layers (LeCun et al., 1998). Several convolutional, and pooling
layers are stacked to extract most influential features followed by the classification layers.

TL is brilliant idea to use already learned weights of deep neural networks and modify
some of the network layers for new classification problems. In such scenario, the modified
fully connected layers of the networks are re-train on new dataset. The ResNet101 deep
learning model is trained on ImageNet dataset for 1,000 categories. In this research, the
modified ResNet101 network is trained for binary class instead of 1,000 classes for DENV
infection diagnosis using Raman spectroscopic images.

To solve the DENV infection diagnosis, ResNet101 (He et al., 2016) is modified by
employing TL concept. DENV infection diagnosis using human blood Raman spectra has
not yet explored using Deep TL approach. The thematic diagram of modified ResNet101
by employing TL concept is shown in Fig. 4. It is highlighted in Fig. 4 that last three layers
of ResNet101 are modified and trained for DENV infection diagnosis. TL and its associated
CNN concepts are explained in the following sub-sections.

Convolutional layers
Like other CNN, ResNet101 composed several convolution, pooling, and FC (fully
connected) layers which are depicted in Fig. 4. The weights are learned at different
stages of convolutional layers using various kernels/filters to generate activation maps
for neurons. In this way hidden patterns present in spectroscopic images are explored
at various convolutional layers to detect DEVN infection. CNN learns maximum input
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network response because of its cascading nature of connectivity. The generalization of
network is achieved by weight sharing process layer by layer. The output map of the
network is obtained using following equations:

Mn
x =

Mn−1
x −K n

x

Snx+1
+1

Mn
y =

Mn−1
y −K n

y

Sny+1
+1

(1)

where, Mx and My are the input and output maps respectively with same size maps
M .Kx andKy represent kernel sizes with S and n stride rate and layer index, respectively.
Additionally, pooling layers are embedded in convolutional layers as shown in Fig. 4.

Pooling layers
These layers are used to reduce image size by down sampling for translation invariant and
decreasing computational cost through dimension reduction. For object identification,
max pooling is a well-known operation to be performed (Yamashita et al., 2018; Zhao et
al., 2018). The result of max pool yi is obtained by the following equation:

yi= max
1≤j≤M×M

(
xj
)
,xj ∈Xi (2)

whereX={X0,X1,..,Xn} combines local areasX0,X1,..,Xn of input image. For instance, for
i th sub-image Xi= (x1,x2,..,xM×M ) each element of x haveM size. The pooling operation
identifies the discriminant image features used DENV identification from Raman spectra.
We used a kernel size 2 × 2 of stride S= 2.

Cost function
It assesses the difference between target and networks predicted output in feed-forward
fashion. Cross entropy is utilized as cost function for deep neural networks training.
Generally, multi class cost function is defined in Eq. (3).

LF =−
1
N

N∑
i=1

zi.log
(
p(zi)

)
+(1−zi).log

(
1−p(zi)

)
(3)

For our binary classification problem, Eq. (3) is modified as follows:

LFBinary =−zi.log
(
p(zi)

)
+(1−zi).log

(
1−p(zi)

)
(4)

where, z and p(z)are output class labels and corresponding probability.

FC layers
The image features obtained from the ‘avg_pool’ layer of ResNet101 are fed to the FC layers
to yield output. FC layers produce likelihood for each class generated by the output neurons
(classes) which may vary for problem to problem. Finally, softmax function is employed
to output neurons (two for our problem) and get predicted class of DENV-infected or
non-infected subjects. The softmax function is defined below:

soft_max(Ŷ i)=
exp

(
yi
)∑n

j=1
(
yj
) . (5)
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Transfer learning (TL)
Design and development of a deep learning model from scratch required significantly
large amount of annotated data. For relatively small dataset, Transfer Learning (TL) is an
alternative and popular idea to exploit the pre-learned weights of deep learning models.
In this way, the partial knowledge of previously trained model is utilized to solve multiple
new classification problems. Principally, TL based deep learning network is to start with
pre-initialized weights from training of other related problem and accordingly required
less training time. In TL, the existing architectures are modified, and new layers are added
for the solution of new problem. In the proposed DENV infection diagnosis, we modified
ResNet101 deep learning model by employing TL concept. Three layers of the existing
ResNet101 are removed and new layers are added and trained for the diagnosis of DENV
infection.

Recently, TL concept gains popularity among researchers that exploit the networks
learned weights and used for entirely new classification problem. In TL, the networks
weights are frozen except few of the last layers (Russakovsky et al., 2015; Xie et al., 2015).
Generally, development of DNN models from scratch requires enormous amount of
annotated data. Inherently, medical images labelled data is very small in amount for Deep
learning model development. To cope this, it is suitable to modify existing models and
apply TL concept on relatively small dataset. TL is employed successfully to classify colon
polyps, thyroid, skin cancer, lung nodule, COVID etc. (Esteva et al., 2017; Shin et al., 2016;
Nayak et al., 2021).

The original ResNet101 was trained for 1,000 classes and having last three layers of
ResNet101 namely ‘FC_1000’, ‘FC1000_Softmax’ and ‘FC_Classification’. We modified
ResNet101 by replacing the mentioned layers with new layers of ‘FC_2’, ‘FC2_Softmax’
and ‘Class_output’ for our binary classes ‘Infected’, and ‘Healthy’ as depicted in Fig. 4. The
‘avg_pool’ layer of the TL-ResNet101 having 2,048 neurons connected with succeeding
layers of two neurons each representing a class. The replaced layers produced high level
abstract pattern representation for effective DENV-infection identification.

In training process, hyper-parameters of the networks are tuned for improved
performance. The TL-ResNet101 parameters are set empirically as: learning rate of
0.0001, batch size of 20, data augmentation of (−30, 30) and epochs limit 600 to avoid
overfitting and performed generalization. Owing to the residual learning capability and
better generalization, ResNet101 architecture is selected that have advantage over the
other architectures such as AlexNet and VGG (Simonyan & Zisserman, 2014; Krizhevsky,
Sutskever & Hinton, 2012). The architectural diagram of residual learning is shown in Fig. 5.

In Fig. 5, x and F(x) are the input and its corresponding activation function. When the
activation function produces F (x)= 0 the residual process returned an identity y = x . This
process reduces the over-fitting risk hence get better generalization. ResNet101 architecture
detail is given in He et al. (2016).

Performance assessment
Performance of the developed training and testing models are evaluated using quality
measures of accuracy, MCC, F-score ROC (true positive rate vs false positive rates),
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Figure 5 The residual learning flow of ResNet101 architecture.
Full-size DOI: 10.7717/peerjcs.985/fig-5

sensitivity, specificity, Kappa index and AUC. These measures are also used to compare
the developed approach performance over the other models on the similar dataset.
Mathematical definitions of quality measures are given below:

Accuracy =
TP+TN
P+N

(6)

Senstivity(orrecall)=
TP
P

(7)

Specificity =
TN
N

(8)

F_Score = 2×
precision× senstivity
precision+ senstivity

(9)
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Precision=
TP

TP+FP
(10)

MCC =
TP×TN −FP×FN

√
(TP+FP)(TP+FN )(TN +FP)(TN +FN )

(11)

where, P, N FP, FN, and TP represent, total positive, total negative, False Positive, False
Negative, and True Positive, respectively.

EXPERIMENTAL RESULTS
The performance of proposed DENV-TLDNN is assessed via extensive experiments for
diagnosis of DENV infection using Raman Spectroscopic images. The dataset used in this
research is obtained from the real patient’s blood samples. The developedmodel is evaluated
by various quality measures and is compared with other state-of-the-art techniques. Results
indicated that DENV-TLDNN outperformed over the previously developed approaches.
The developed model has potential to use for DENV infection diagnosis at massive scale.
Training and testing data randomly split into 67%:33% ratio for model development and
evaluation as indicated in Fig. 3. Data splitting presumed that it follows sampling criteria
that it marginally distinct the overall data.

Training and testing accuracies along with loss curves of the DENV-TLDNN are
shown in Figs. 6 and 7, respectively. Both curves show that model learns parameters
consistently and efficiently. Similarly, the average training and testing performance is
shown in Fig. 8. Performance comparison in terms of ROC curves of DENV-TLDNN and
TL-ResNet50 is shown in Fig. 9. Moreover, AUC values of the developed and TL-ResNet50
are 0.965 and 0.901 respectively. Table 1 highlights the various performance comparisons
of developed approach with TL-ResNet50, and SVM. It is observed from Table 1 that the
proposed approach outperformed others. The computational complexity comparison of
the DENV-TLDNN and other approaches is shown in Table 2.

DISCUSSION
Raman spectroscopy provides the opportunity of probing molecular signature of sample
and produce qualitative knowledge for decision making. It needs minimal or no sample
preparation that made it ideal label free technique for assessing molecular information.
Infectious diseases cause a variation in blood chemistry of patients at a certain molecular
level with the appearance of antibodies, concentration variance of certain biomolecules in
blood sera which can help to disease diagnosis. Deep TL is contemporary approach for
robust and efficient diagnosis.

The averaged spectra of DENV-infected and healthy spectra are shown in Fig. 1. It is
evident that spectral variations at Raman shifts 622, 647, 680, 698, 746, 760, 800, 814,
840, 873, 890, 944, 1,002, 1,018 and 1,080 cm−1 where their relative intensities increase.
Whereas, at 1,235, 1,253, 1,273, 1,330, 1,387, 1,405, 1,446, 1,609 and 1,647 cm−1 the
relative intensities decrease. It is challenging to diagnose DENV-infections using Raman
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Figure 6 Accuracy performance of the DENV-TLDNN approach.
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Figure 7 Loss curves for the DENV-TLDNN approach.
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 Figure 8 The proposed DENV-TLDNN training and testing measures.
Full-size DOI: 10.7717/peerjcs.985/fig-8

spectra with very small variation present between healthy and infected samples that can
be observed from Fig. 1. These spectral variations are exploited to develop the diagnostic
model using Deep neural networks.

Raman spectroscopy is an effective and non-invasive and scale invariant for DENV
infection diagnosis. It is vital to develop an economical technique to mimic the small
variations present in the spectra. The DENV-TLDNN is developed for the accurate
diagnosis of DENV infection detection using human blood sera. The blood samples were
collected with informed consent of patients.

In this paper, the DENV-infection is diagnosed by Raman spectra data by employing TL
concept on ResNet101 deep learning model. The TL approach is suitable especially when
there is relatively small amount of annotated data. For DENV-infection diagnosis problem,
last three layers (fully connected, softmax and classification) of the ResNet101 have been
modified. The thematic diagram of TL approach is shown in Fig. 4. It is established that
owing to the residual learning (Fig. 5) capability, ResNet101 offers better generalization as
compared to other deep learning models such as AlexNet, VGG and GoogleNet (He et al.,
2016).

There are tens of millions of weights which are generated and adjusted during training
of deep learning network. These weights are connected through various layers of neurons.
Weights of preceding layers acted as inputs to next layers and to an output classification. In
this fashion, network learns from very generic to very specific features. Usually, the initial
layers of deep learning networks such as ResNet101 model learn very generic features and
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Figure 9 ROC performance of the DENV-TLDNN approach and TL-ResNet50.
Full-size DOI: 10.7717/peerjcs.985/fig-9

may also be used a feature extractor. In TL concept, weights of these layers are frozen.
Whereas the higher layers of network mimics specific task-oriented features hence used
for classification. In TL concept, these layers are removed and replaced with new related
problem.

In this study, early layers weights of ResNet101 are frozen (for very generic features) and
the higher layers of the network (e.g., ‘FC_1000’, ‘FC1000_Softmax’ and ‘FC_Classification’)
are replacedwith new layers (e.g., ‘FC_2’, ‘FC2_Softmax’ and ‘Class_output’) for our specific
problem of DENV infection diagnosis. In this way, training of newly added layers started
to learn specifically weights for DENV infection diagnosis problem. For experimental
setup, hyper parameter tuning process has been incorporated and training epochs limit
empirically set to 600, learning rate 0.0001, and data augmentation range (−30, 30). To
assess networks learning process visually, accuracy and loss functions of the proposed
models are shown in Figs. 6 and 7, respectively. It has been observed that the model
performance becomes stable after 500 epochs. Although, training curve trends decline, on
the other hand, testing error curve start increasing which indicates model sufficiently learn
hidden patterns present in the dengue infectious and non-infectious samples. The trained
model provides optimal performance at 600 epochs and offers high performance accuracy
of 96%. Moreover, it can be observed from Fig. 7 that model testing loss is oscillating even
after 500 epochs. This oscillation is due to minute variation present in spectra as observed
in Fig. 1. However, at 600 epochs, the variations sufficiently learned and attained 96%
performance accuracy.
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Table 1 Comparison of the proposed approach with other state of the art approaches.

Models Accuracy Specificity Sensitivity F-Score Precision MCC Kappa

SVM 0.928 0.895 0.950 0.941 0.932 0.850 0.849
TL-ResNet50 0.914 0.889 0.933 0.927 0.922 0.823 0.823
GoogleNet 0.705 0.587 0.864 0.714 0.608 0.457 0.428
InceptionV3 0.736 1.000 0.697 0.821 1.000 0.482 0.377
MobileNetV2 0.815 0.870 0.794 0.860 0.939 0.613 0.595
DenseNet201 0.826 0.710 0.955 0839 0.747 0.679 0.656
The proposed
DENV-TLDNN

0.960 0.945 0.973 0.966 0.961 0.919 0.918

Notes.
The highest values are shown in bold.

Table 2 Computational complexity comparison of ResNet101, DENV-TLDNN and SVM.

Classifiers Classes Frozen parameters Parameters at ‘pool5’ Total FLOPS

ResNet101 1000 42606504 2048 44654504
DENV-TLDNN 2 42606504 2048 42610600
SVM 2 – – O(n3)

For comparison, we have trained ResNet101 and DenseNet201 deep learning model
from scratch, i.e., without using ImageNet weights, for DENV infection diagnosis. During
the model construction, various data augmentation techniques have been applied to get
optimal weights. However, after running 900 and 300 iterations for both models, its
performance did not improve and random prediction of models were observed. In medical
diagnosis, misclassification have very serious effects. To get high classification performance
in the presence of limited dataset, TL might be a good choice.

The modified ResNet101 and DenseNet201 training from scratch offers test accuracy
of 39.44% and 55.38% respectively for DENV infection diagnosis. It clearly indicates that
these models are not performing well for training from scratch on such limited dataset.
Although, we have applied various data augmentation on the data to improve model
performance, but it did not work. It is observed that performance of deep learning models
(ResNet101 and DenseNet201) trained from scratch offer poor performance over the TL
based models.

For relatively small dataset instead of training a deep learning model from scratch,
TL is a very popular and highly recommended concept. However, medical diagnosis
data is inherently limited. In this scenario, TL is an alternative to solve a new problem.
For comparison (Table 1), in addition to modified ResNet101, we have developed other
recently deep learning models by modifying InceptionV3, DensNet201, GoogleNet, and
MobileNetV2 using TL concept for DENV infection diagnosis problem. Table 1 shows the
performance comparison of various approaches for the detection of DENV infection.

For assessment and validation, beside accuracy, some other important classification
performance measures such as sensitivity, specificity, precision, F-score, MCC and Kappa
indices are given in Table 1. The high values of the classification measures indicated
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that the DENV-TLDNN can be used for DENV-infection diagnosis. In medical domain,
both sensitivity and specificity measures are crucial, and clinicians desires high rate of
these measures because treatment and rehabilitation processes are depending on disease
detection. Sensitivity of the proposed approach is 97% which represents that detection
rate of positive cases is high. On the other hand, specificity of the proposed approach is
very high that reduces false positive results. Similarly, all other measures demonstrate the
improved model performance.

ROC and AUC are another important performance indicators especially in clinical
decision making. ROC shows the diagnostic capability of a model for classification of
DENV-infected and non-infected (binary) problem. AUC value of the developed model
is 96% which shows good model performance. AUC of developed approach is enhanced
by 6% than the TL-ResNet50 model which indicates its effectiveness compared to others
(Table 1). Performance of the DENV-TLDNN in term of AUC and ROC is better compared
to TL-ResNet50 due to: (i) better learning ability of minute Raman spectral variations (ii)
use of deeper neural networks and (iii) better generalization capability.

Training and testing results of the DENV-TLDNN are shown in Fig. 8. It is evident
from Fig. 8 that training results are better compared to testing and having similar trend to
support the validity of robustness model training. This fact validates the effectiveness of
the proposed approach.

It is interesting to compare the proposed approach performance with conventional
approaches on similar problems. For comparison purpose, we have employed SVM
classifier on the DENV infection dataset and it offers 92% classification accuracy as
shown in Table 1. The developed DENV-TLDNN approach demonstrated the improved
performance over SVM classifier in terms of accuracy, sensitivity, specificity, and Kappa
index is 3%, 2%, 5% and 7%, respectively. This enhanced performance shows its efficacy.

Performance comparison of the proposed DENV-TLDNN is compared with other
state of the art deep learning models such as, GoogleNet, InceptionV3, MobileNetV2, and
DensNet201 by employing TL concept. Table 1 shows the comparison statistics, and it
can be observed that the proposed approach offers superior performance at all quality
measures. Moreover, the ResNet101 and DenseNet201 models are modified for DENV
infection diagnosis and trained from scratch. Various data augmentation steps employed
and an accuracy of 39.35% and 55.38% respectively. It is observed that performance of
ResNet101 and DenseNet201 which are trained from scratch on relatively small dataset
provided poor performance over the TL based models. It is deduced that TL based models
satisfactorily improved the performance for DENV infection diagnosis.

For experimental evaluation, computational complexity is one the parameters to assess
models’ performance. Usually, the big O notation is used for time complexity calculation
of various algorithms. However, in case of CNN models, the computational complexity is
assessed in terms of total FLOPS runs on specific hardware. The computational complexity
in terms of parameters (FLOPS) of ResNet101 and the proposed DENV-TLDNN is
reduced by 4.6% as shown in Table 2. Whereas the SVM is conventional ML approach
with computational complexity O(n3). For testing, both the SVM and CNN models
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executes in single step. The developed DENV-TLDNN is understandable and reproducible
(mathematically and graphically) for verification and evaluation of results.

It is recognized that the developed TL-ResNet101 deep learning models performed well
in fact of that: (i) it has residual learning capability and generalization ability compared
to others deep learning models; (ii) existence of residual blocks to minimize overcome
vanishing gradient problem using skip connection concept. This concept helps to learn an
identity function that ensure the better learning performance of succeeding higher residual
blocks. In this way, DENV-TLDNN performs better diagnosis compared to other deep
learning models.

Generally, training of CNN based approaches are computationally expensive. However,
once the final trainedmodel is obtained then its testing does not requiremuch time. Simply,
once the model is developed, the practitioners only present the Raman spectra as input
and fed to DENV-TLDNN for predication. On the other hand, conventional approaches
have several issues, such as pre-processing, feature extraction, filter size, and parameter
tuning for classification. However, our developed approach is fully automatic and does not
require any user intervention.

In this research, deep TL concept utilized effectively for DENV-infection identification
and can be utilized in real time. It is a non-invasive diagnosis approach which did not
create discomfort or health hazards to the patients. The only limitation of the developed
approach is that it requires a trained staff to acquire Raman spectra and feed it to the
DENV-TLDNN for diagnosis.

CONCLUSIONS
In this research, a scalable, reliable, and non-invasive new approach is developed for
DENV-infection identificationusing deep learning andRaman spectra of humanblood sera.
Deep learning ResNet101model is modified by employing TL concept for DENV-infection
diagnosis. The proposed approach is evaluated onRaman spectroscopic data of real patients’
blood sera. The developed DENV-TLDNN demonstrated high classification performance
at various standard quality measures. The proposed approach offers superior performance
over the other state of the art techniques such as TL-ResNet50, TL-DenseNet201, TL-
InceptionV3, TL-MobileNetV2, TL-GoogleNet, and SVM. The superior classification
performance reveled that the DENV-TLDNN is effective for DENV-infection diagnosis.
This work can be extended for other diseases such as tuberculosis, HIV and COVID-19.

ACKNOWLEDGEMENTS
The authors are thankful to Dr. Khushbakht Safdar, PAEC General Hospital Islamabad,
Pakistan for her expert opinion on medical terminologies and results validation.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 19/25

https://peerj.com
http://dx.doi.org/10.7717/peerj-cs.985


ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This research was supported by the BK21 FOUR Program (Fostering Outstanding
Universities for Research, 5199991714138) funded by the Ministry of Education (MOE,
Korea) and National Research Foundation of Korea (NRF). The funders had no role
in study design, data collection and analysis, decision to publish, or preparation of the
manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
The BK21 FOUR Program (Fostering Outstanding Universities for Research):
5199991714138.
The Ministry of Education (MOE, Korea).
National Research Foundation of Korea (NRF).

Competing Interests
The authors declare there are no competing interests.

Author Contributions
• Mehdi Hassan conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.
• Safdar Ali conceived and designed the experiments, performed the experiments, analyzed
the data, performed the computation work, prepared figures and/or tables, authored or
reviewed drafts of the article, and approved the final draft.
• Muhammad Saleem conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures
and/or tables, authored or reviewed drafts of the article, and approved the final draft.
• Muhammad Sanaullah conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures
and/or tables, authored or reviewed drafts of the article, and approved the final draft.
• Labiba Gillani Fahad conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures
and/or tables, authored or reviewed drafts of the article, and approved the final draft.
• Jin Young Kim conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.
• Hani Alquhayz conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.
• Syed Fahad Tahir conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 20/25

https://peerj.com
http://dx.doi.org/10.7717/peerj-cs.985


Data Availability
The following information was supplied regarding data availability:

The data is available at figshare: Hassan, Mehdi (2022): DENV-TLDNN (Dengue Virus
InfectionDetection usingDeep Transfer Learning and Raman SpectroscopyData). figshare.
Dataset. https://doi.org/10.6084/m9.figshare.18771410.v1.

REFERENCES
Ali S, HassanM, SaleemM, Tahir SF. 2021. Deep transfer learning based hepatitis B

virus diagnosis using spectroscopic images. International Journal of Imaging Systems
and Technology 31:94–105 DOI 10.1002/ima.22462.

Amin A, Ghouri N, Ali S, AhmedM, SaleemM, Qazi J. 2017. Identification of new
spectral signatures associated with dengue virus infected sera. Journal of Raman
Spectroscopy 48:705–710 DOI 10.1002/jrs.5110.

Bhatt S, Gething PW, Brady OJ, Messina JP, Farlow AW,Moyes CL, Drake JM,
Brownstein JS, Hoen AG, Sankoh O. 2013. The global distribution and burden of
dengue. Nature 496:504–507 DOI 10.1038/nature12060.

Bilal M, SaleemM, Bial M, Khan S, Ullah R, Ali H, AhmedM, IkramM. 2017. Raman
spectroscopy based screening of IgG positive and negative sera for dengue virus
infection. Laser Physics Letters 14:115601 DOI 10.1088/1612-202X/aa829e.

Bilal M, SaleemM, Bilal M, KhurramM, Khan S, Ullah R, Ali H, AhmedM. 2016.
Raman spectroscopy based discrimination of NS1 positive and negative dengue virus
infected serum. Laser Physics Letters 13:095603 DOI 10.1088/1612-2011/13/9/095603.

Brady OJ, Gething PW, Bhatt S, Messina JP, Brownstein JS, Hoen AG, Moyes CL,
Farlow AW, Scott TW, Hay SI. 2012. Refining the global spatial limits of dengue
virus transmission by evidence-based consensus. PLOS Neglected Tropical Diseases
6:e1760 DOI 10.1371/journal.pntd.0001760.

Chan HBY, How CH, Ng CWM. 2017. Definitive tests for dengue fever: when and which
should I use? Singapore Medical Journal 58:632–635 DOI 10.11622/smedj.2017100.

Chatterjee SS, Sharma A, Choudhury S, Chumber SK, KaurM, Bage R, Parkhe N,
Khanduri U. 2016. Significance of IgG optical density ratios (index value) in single
reactive anti-Dengue virus IgG capture ELISA. Iranian Journal of Microbiology
8:395–400.

Cohen J. 1992. A power primer. Psychological Bulletin 112:155–159
DOI 10.1037/0033-2909.112.1.155.

Cucunawangsih NPH, Lugito . 2017. Trends of dengue disease epidemiology. Virology
(Auckl) 8:1178122X17695836–11178122X17695836.

Dong J, HongM, Xu Y, Zheng X. 2019. A practical convolutional neural network
model for discriminating Raman spectra of human and animal blood. Journal of
Chemometrics 33:e3184.

Esteva A, Kuprel B, Novoa RA, Ko J, Swetter SM, Blau HM, Thrun S. 2017. Dermatologist-
level classification of skin cancer with deep neural networks. Nature 542:115–118
DOI 10.1038/nature21056.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 21/25

https://peerj.com
https://doi.org/10.6084/m9.figshare.18771410.v1
http://dx.doi.org/10.1002/ima.22462
http://dx.doi.org/10.1002/jrs.5110
http://dx.doi.org/10.1038/nature12060
http://dx.doi.org/10.1088/1612-202X/aa829e
http://dx.doi.org/10.1088/1612-2011/13/9/095603
http://dx.doi.org/10.1371/journal.pntd.0001760
http://dx.doi.org/10.11622/smedj.2017100
http://dx.doi.org/10.1037/0033-2909.112.1.155
http://dx.doi.org/10.1038/nature21056
http://dx.doi.org/10.7717/peerj-cs.985


Fan X, MingW, Zeng H, Zhang Z, Lu H. 2019. Deep learning-based component
identification for the Raman spectra of mixtures. Analyst 144:1789–1798
DOI 10.1039/C8AN02212G.

Faul F, Erdfelder E, Lang A-G, Buchner A. 2007. G*Power 3: a flexible statistical power
analysis program for the social. Behavioral, and Biomedical Sciences, Behavior
Research Methods 39:175–191 DOI 10.3758/BF03193146.

Gao L,Wang Z, Li F, Hammoudi AA, Thrall MJ, Cagle PT,Wong ST. 2012. Dif-
ferential diagnosis of lung carcinoma with coherent anti-Stokes Raman scat-
tering imaging. Archives of Pathology & Laboratory Medicine 136:1502–1510
DOI 10.5858/arpa.2012-0238-SA.

Haka AS, Shafer-Peltier KE, Fitzmaurice M, Crowe J, Dasari RR, Feld MS. 2005.
Diagnosing breast cancer by using Raman spectroscopy. Proceedings of the Na-
tional Academy of Sciences of the United States of America 102:12371–12376
DOI 10.1073/pnas.0501390102.

Hasan S, Jamdar SF, Alalowi M, Al Ageel Al Beaiji SM. 2016. Dengue virus: a global
human threat: review of literature. Journal of International Society of Preventive &
Community Dentistry 6:1–6.

He K, Zhang X, Ren S, Sun J. 2016. Deep residual learning for image recognition.
In: Proceedings of the IEEE conference on computer vision and pattern recognition.
Piscataway: IEEE, 770–778.

Ho C-S, Jean N, Hogan CA, Blackmon L, Jeffrey SS, Holodniy M, Banaei N, Saleh
AA, Ermon S, Dionne J. 2019. Rapid identification of pathogenic bacteria us-
ing Raman spectroscopy and deep learning. Nature Communications 10:1–8
DOI 10.1038/s41467-018-07882-8.

Hollon TC, Lewis S, Pandian B, Niknafs YS, GarrardMR, Garton H, Maher CO,
McFadden K, Snuderl M, Lieberman AP. 2018. Rapid intraoperative diagnosis
of pediatric brain tumors using stimulated Raman histology. Cancer Research
78:278–289 DOI 10.1158/0008-5472.CAN-17-1974.

Khan S, Ullah R, Khan A, Ashraf R, Ali H, Bilal M, SaleemM. 2018. Analysis of hepatitis
B virus infection in blood sera using Raman spectroscopy and machine learning.
Photodiagnosis and Photodynamic Therapy 23:89–93
DOI 10.1016/j.pdpdt.2018.05.010.

Khan S, Ullah R, Khan A, Sohail A, Wahab N, Bilal M, AhmedM. 2017. Random
forest-based evaluation of raman spectroscopy for dengue fever analysis. Applied
Spectroscopy 71:2111–2117 DOI 10.1177/0003702817695571.

Khan S, Ullah R, Khan A,Wahab N, Bilal M, AhmedM. 2016. Analysis of dengue
infection based on Raman spectroscopy and support vector machine (SVM).
Biomedical Optics Express 7:2249–2256 DOI 10.1364/BOE.7.002249.

Koljenović S, Bakker Schut T,Wolthuis R, Vincent A, Hendriks-Hagevi G, Santos
L, Kros J, Puppels G. 2007. Raman spectroscopic characterization of porcine
brain tissue using a single fiber-optic probe. Analytical Chemistry 79:557–564
DOI 10.1021/ac0616512.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 22/25

https://peerj.com
http://dx.doi.org/10.1039/C8AN02212G
http://dx.doi.org/10.3758/BF03193146
http://dx.doi.org/10.5858/arpa.2012-0238-SA
http://dx.doi.org/10.1073/pnas.0501390102
http://dx.doi.org/10.1038/s41467-018-07882-8
http://dx.doi.org/10.1158/0008-5472.CAN-17-1974
http://dx.doi.org/10.1016/j.pdpdt.2018.05.010
http://dx.doi.org/10.1177/0003702817695571
http://dx.doi.org/10.1364/BOE.7.002249
http://dx.doi.org/10.1021/ac0616512
http://dx.doi.org/10.7717/peerj-cs.985


Kong K, Zaabar F, Rakha E, Ellis I, Koloydenko A, Notingher I. 2014. Towards intra-
operative diagnosis of tumours during breast conserving surgery by selective-
sampling Raman micro-spectroscopy. Physics in Medicine & Biology 59:6141
DOI 10.1088/0031-9155/59/20/6141.

Krizhevsky A, Sutskever I, Hinton GE. 2012. Imagenet classification with deep con-
volutional neural networks. In: Advances in neural information processing systems.
1097–1105.

Lai S-C, Huang Y-Y, Shu P-Y, Chang S-F, Hsieh P-S, Wey J-J, Tsai M-H, Ben R-J,
Hsu Y-M, Fang Y-C, HsiaoM-L, Lin C-C. 2019. Development of an enzyme-
linked immunosorbent assay for rapid detection of dengue virus (DENV) NS1
and differentiation of DENV serotypes during early infection. Journal of Clinical
Microbiology 57:e00221-00219.

LeCun Y, Bottou L, Bengio Y, Haffner P. 1998. Gradient-based learning applied to
document recognition. Proceedings of the IEEE 86:2278–2324 DOI 10.1109/5.726791.

Lee JH, Kim BC, Oh BK, Choi JW. 2015. Rapid and sensitive determination of HIV-
1 Virus based on surface enhanced raman spectroscopy. Journal of Biomedical
Nanotechnology 11:2223–2230 DOI 10.1166/jbn.2015.2117.

Lieber CA, Majumder SK, Ellis DL, Billheimer DD,Mahadevan-Jansen A. 2008. In
vivo nonmelanoma skin cancer diagnosis using Raman microspectroscopy. Lasers
in Surgery and Medicine 40:461–467 DOI 10.1002/lsm.20653.

Lin D, Qiu S, HuangW, Pan J, Xu Z, Chen R, Feng S, Chen G, Li Y, Short M. 2018.
Autofluorescence and white light imaging-guided endoscopic Raman and diffuse
reflectance spectroscopy for in vivo nasopharyngeal cancer detection. Journal of
Biophotonics 11:e201700251 DOI 10.1002/jbio.201700251.

Liu J, OsadchyM, Ashton L, Foster M, Solomon CJ, Gibson SJ. 2017. Deep convolu-
tional neural networks for Raman spectrum recognition: a unified solution. Analyst
142:4067–4074 DOI 10.1039/C7AN01371J.

Magee ND, Beattie JR, Carland C, Davis R, McManus K, Bradbury I, Fennell DA,
Hamilton P, Ennis M, McGarvey JJ. 2010. Raman microscopy in the diagnosis and
prognosis of surgically resected nonsmall cell lung cancer. Journal of Biomedical
Optics 15:026015 DOI 10.1117/1.3323088.

Mahmood T, Nawaz H, Ditta A, MajeedMI, Hanif MA, Rashid N, Bhatti HN, Nargis
HF, SaleemM, Bonnier F, Byrne HJ. 2018. Raman spectral analysis for rapid screen-
ing of dengue infection. Spectrochimica Acta. Part A, Molecular and Biomolecular
Spectroscopy 200:136–142 DOI 10.1016/j.saa.2018.04.018.

Medyukhina A, Meyer T, Schmitt M, Romeike BF, Dietzek B, Popp J. 2012. Towards
automated segmentation of cells and cell nuclei in nonlinear optical microscopy.
Journal of Biophotonics 5:878–888 DOI 10.1002/jbio.201200096.

Narayan R, Raja S, Kumar S, SambasivamM, Jagadeesan R, Arunagiri K, Krishnasamy
K, Palani G. 2016. A novel indirect ELISA for diagnosis of dengue fever. Indian
Journal of Medical Research 144:128–133 DOI 10.4103/0971-5916.193300.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 23/25

https://peerj.com
http://dx.doi.org/10.1088/0031-9155/59/20/6141
http://dx.doi.org/10.1109/5.726791
http://dx.doi.org/10.1166/jbn.2015.2117
http://dx.doi.org/10.1002/lsm.20653
http://dx.doi.org/10.1002/jbio.201700251
http://dx.doi.org/10.1039/C7AN01371J
http://dx.doi.org/10.1117/1.3323088
http://dx.doi.org/10.1016/j.saa.2018.04.018
http://dx.doi.org/10.1002/jbio.201200096
http://dx.doi.org/10.4103/0971-5916.193300
http://dx.doi.org/10.7717/peerj-cs.985


Naseer K, Amin A, SaleemM, Qazi J. 2019a. Raman spectroscopy based differentiation
of typhoid and dengue fever in infected human sera. Spectrochimica Acta. Part A,
Molecular and Biomolecular Spectroscopy 206:197–201 DOI 10.1016/j.saa.2018.08.008.

Naseer K, SaleemM, Ali S, Mirza B, Qazi J. 2019b. Identification of new spectral
signatures from hepatitis C virus infected human sera. Spectrochimica Acta Part A:
Molecular and Biomolecular Spectroscopy 222:117181 DOI 10.1016/j.saa.2019.117181.

Nayak SR, Nayak DR, Sinha U, Arora V, Pachori RB. 2021. Application of deep
learning techniques for detection of COVID-19 cases using chest X-ray images:
a comprehensive study. Biomedical Signal Processing and Control 64:102365
DOI 10.1016/j.bspc.2020.102365.

Ong YH, LimM, Liu Q. 2012. Comparison of principal component analysis and
biochemical component analysis in Raman spectroscopy for the discrimination
of apoptosis and necrosis in K562 leukemia cells. Optics Express 20:22158–22171
DOI 10.1364/OE.20.022158.

Orringer DA, Pandian B, Niknafs YS, Hollon TC, Boyle J, Lewis S, GarrardM, Hervey-
Jumper SL, Garton HJ, Maher CO. 2017. Rapid intraoperative histology of un-
processed surgical specimens via fibre-laser-based stimulated Raman scattering
microscopy. Nature Biomedical Engineering 1:0027 DOI 10.1038/s41551-016-0027.

Pence I, Mahadevan-Jansen A. 2016. Clinical instrumentation and applications of Ra-
man spectroscopy. Chemical Society Reviews 45:1958–1979 DOI 10.1039/C5CS00581G.

Russakovsky O, Deng J, Su H, Krause J, Satheesh S, Ma S, Huang Z, Karpathy A, Khosla
A, BernsteinM. 2015. Imagenet large scale visual recognition challenge. Interna-
tional Journal of Computer Vision 115:211–252 DOI 10.1007/s11263-015-0816-y.

SaleemM, Ali S, KhanMB, Amin A, Bilal M, Nawaz H, HassanM. 2020. Optical
diagnosis of hepatitis B virus infection in blood plasma using Raman spectroscopy
and chemometric techniques. Journal of Raman Spectroscopy 51:1067–1077
DOI 10.1002/jrs.5896.

Shin H-C, Roth HR, GaoM, Lu L, Xu Z, Nogues I, Yao J, Mollura D, Summers RM.
2016. Deep convolutional neural networks for computer-aided detection: CNN
architectures. Dataset Characteristics and Transfer Learning, IEEE Transactions on
Medical Imaging 35:1285–1298.

Siddiqua R, Rahman S, Uddin J. 2021. A deep learning-based dengue mosquito detection
method using faster R-CNN and image processing techniques. Annals of Emerging
Technologies in Computing (AETiC) 5:11–23.

Simonyan K, Zisserman A. 2014. Very deep convolutional networks for large-scale image
recognition. ArXiv preprint. arXiv:1409.1556.

Smola AJ, Schölkopf B. 2004. A tutorial on support vector regression. Statistics and
Computing 14:199–222 DOI 10.1023/B:STCO.0000035301.49549.88.

Stöckel S, Meisel S, Lorenz B, Kloz S, Henk S, Dees S, Richter E, Andres S, Merker M,
Labugger I, Rösch P, Popp J. 2017. Raman spectroscopic identification of Mycobac-
terium tuberculosis. Journal of Biophotonics 10:727–734 DOI 10.1002/jbio.201600174.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 24/25

https://peerj.com
http://dx.doi.org/10.1016/j.saa.2018.08.008
http://dx.doi.org/10.1016/j.saa.2019.117181
http://dx.doi.org/10.1016/j.bspc.2020.102365
http://dx.doi.org/10.1364/OE.20.022158
http://dx.doi.org/10.1038/s41551-016-0027
http://dx.doi.org/10.1039/C5CS00581G
http://dx.doi.org/10.1007/s11263-015-0816-y
http://dx.doi.org/10.1002/jrs.5896
http://arXiv.org/abs/1409.1556
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88
http://dx.doi.org/10.1002/jbio.201600174
http://dx.doi.org/10.7717/peerj-cs.985


Teh S, ZhengW, Ho K, TehM, Yeoh K, Huang Z. 2008. Diagnostic potential of near-
infrared Raman spectroscopy in the stomach: differentiating dysplasia from normal
tissue. British Journal of Cancer 98:457–465 DOI 10.1038/sj.bjc.6604176.

Tong D, Chen C, Zhang J, Lv G, Zheng X, Zhang Z, Lv X. 2019. Application of Raman
spectroscopy in the detection of hepatitis B virus infection. Photodiagnosis and
Photodynamic Therapy 28:248–252 DOI 10.1016/j.pdpdt.2019.08.006.

Tsai J-J, LiuW-L, Lin P-C, Huang B-Y, Tsai C-Y, Chou P-H, Lee F-C, Ping C-F, Lee P-
YA, Liu L-T, Chen C-H. 2019. An RT-PCR panel for rapid serotyping of dengue
virus serotypes 1 to 4 in human serum and mosquito on a field-deployable PCR
system. PLOS ONE 14:e0214328-e0214328.

World Health Organization. 2009.Dengue guidelines for diagnosis, treatment, prevention
and control: new edition. Geneva: World Health Organization.

World Health Organization. 2020. Dengue and severe dengue. Available at https://www.
who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue (accessed on August
2020).

Xie S, Yang T,Wang X, Lin Y. 2015.Hyper-class augmented and regularized deep
learning for fine-grained image classification. In: Proceedings of the IEEE conference
on computer vision and pattern recognition. Piscataway: IEEE, 2645–2654.

Yamashita R, Nishio M, Do RKG, Togashi K. 2018. Convolutional neural networks:
an overview and application in radiology. Insights Into Imaging 9:611–629
DOI 10.1007/s13244-018-0639-9.

Yan X, Zhang S, Fu H, QuH. 2020. Combining convolutional neural networks and
on-line Raman spectroscopy for monitoring the Cornu Caprae Hircus hydrolysis
process. Spectrochimica Acta Part A: Molecular and Biomolecular Spectroscopy
226:117589 DOI 10.1016/j.saa.2019.117589.

Zhang L, Ding X, Hou R. 2020. Classification modeling method for near-infrared
spectroscopy of tobacco based on multimodal convolution neural networks. Journal
of Analytical Methods in Chemistry 2020.

Zhao Q, Lyu S, Zhang B, FengW. 2018.Multiactivation pooling method in convolu-
tional neural networks for image recognition.Wireless Communications and Mobile
Computing 2018:8196906 DOI 10.1155/2018/8196906.

Hassan et al. (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.985 25/25

https://peerj.com
http://dx.doi.org/10.1038/sj.bjc.6604176
http://dx.doi.org/10.1016/j.pdpdt.2019.08.006
https://www.who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue 
https://www.who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue 
http://dx.doi.org/10.1007/s13244-018-0639-9
http://dx.doi.org/10.1016/j.saa.2019.117589
http://dx.doi.org/10.1155/2018/8196906
http://dx.doi.org/10.7717/peerj-cs.985

