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ABSTRACT

Open-domain question answering (OpenQA) is one of the most challenging yet
widely investigated problems in natural language processing. It aims at building a
system that can answer any given question from large-scale unstructured text or
structured knowledge-base. To solve this problem, researchers traditionally use
information retrieval methods to retrieve the most relevant documents and then use
answer extractions techniques to extract the answer or passage from the candidate
documents. In recent years, deep learning techniques have shown great success in
OpenQA by using dense representation for document retrieval and reading
comprehension for answer extraction. However, despite the advancement in the
English language OpenQA, other languages such as Arabic have received less
attention and are often addressed using traditional methods. In this paper, we use
deep learning methods for Arabic OpenQA. The model consists of document
retrieval to retrieve passages relevant to a question from large-scale free text resources
such as Wikipedia and an answer reader to extract the precise answer to the given
question. The model implements dense passage retriever for the passage retrieval task
and the AraELECTRA for the reading comprehension task. The result was compared
to traditional Arabic OpenQA approaches and deep learning methods in the English
OpenQA. The results show that the dense passage retriever outperforms the
traditional Term Frequency-Inverse Document Frequency (TF-IDF) information
retriever in terms of the top-20 passage retrieval accuracy and improves our end-to-
end question answering system in two Arabic question-answering benchmark
datasets.

Subjects Artificial Intelligence, Computational Linguistics, Natural Language and Speech
Keywords Arabic open domain question answering, Transformer-based models for question
answering, Dense information retrieval approach

INTRODUCTION

Throughout the history of Natural Language Processing (NLP), OpenQA has remained a
long-standing issue. OpenQA is an intelligent system that answers questions based on
large-scale data. The data can be in a structured form (e.g., knowledge bases), semi-
structured form (e.g., tables), and unstructured form (e.g., open textual content). Since
1999, when the National Institute of Standards and Technology (NIST) first included the
QA track in the Text Retrieval Conference (TREC) contests, OpenQA research has
exploded (Chen et al., 2017).

Question Answering (QA) research has received considerable attention in recent years
due to the importance of QA applications. Traditional QA methods are often performed in
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three stages first, analyze the question, retrieve the relevant articles, and then extract

the answer (Zhu et al., 2021). Reading comprehension tasks have progressed to offer QA
researchers a simple two-stage framework. In the first stage, a passage retriever returns
a subset of passages that include some of the answers to the question. While in the second
stage, a passage reader analyzes the retrieved passages to extract the correct answer (Chen
et al., 2017).

The passage retrieval task often uses classical Information Retrieval (IR) approaches
such as TF-IDF (Sammut e Webb, 2017) and BM25 (Amati, 2009) to retrieve relevant
candidates passages. Recent passage retrieval approaches have used deep learning
techniques to replace classical IR approaches. They, in particular, utilize dense
representations which learn to encode questions and documents into a latent vector space
where text semantics beyond term match can be measured (Zhu et al., 2021). The dense
passage retrieval models work by feeding dense representations of a question and
passages into a language model. The most relevant passages are then ranked using the
dot-product of these two representations. The passage reading task in the OpenQA system
aims to infer the answer to a question from a set of candidate passages. This task is
more complicated than the original Machine Reading Comprehension (MRC) that takes
only a passage and corresponding question to extract the answer. To understand the
progress in the passage reading task, one needs to have some background about transformer-
based pre-trained NLP models such as the Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) that have contributed heavily to the success of
many NLP applications (Hedderich et al., 2021). Similar to other NLP tasks, pre-trained
transformer-based models, more specifically BERT-based models, have been successfully
utilized in many English QA systems (Qiu et al., 2020). However, few studies have
investigated the effects of using pre-trained models for Arabic QA tasks, despite the
availability of several Arabic pre-trained transformer models, such as AraBERT (Antoun,
Baly & Hajj, 2020) and AraELECTRA (Antoun, Baly ¢ Hajj, 2021).

In this paper, we contribute to improving the performance of the Arabic OpenQA
system. We implement a two-stage (Retriever-Reader) architecture which is the most
efficient and promising way to create OpenQA systems (Huang et al., 2020). We use deep
learning techniques to build the information retriever and reading comprehension models.
To create our OpenQA system, we first fine-tuned the Dense Passage Retrieval (DPR)
(Karpukhin et al., 2020) using the ARCD (Mozannar et al., 2019) and TyDiQA-GoldP
(Clark et al., 2020) datasets. Then, we connected the DPR with the AraELECTRA passage
reader. Finally, we compared the performances of the OpenQA on different benchmark
datasets.

In this paper, “Related works” presents studies related to OpenQA and transformer-
based QA; “Model Overview” presents details of the model; “Dataset” provides details of
the datasets used in our experiments; “End-to-End System: Arabic OpenQA” presents our
end-to-end OpenQA system; and finally “Experiments and Results” covers the
experiments and evaluations of the system.

Alsubhi et al. (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.952 2/21


http://dx.doi.org/10.7717/peerj-cs.952
https://peerj.com/computer-science/

PeerJ Computer Science

RELATED WORKS

Modern OpenQA systems combine IR and neural MRC models to answer open-domain
factual questions. The IR system’s goal is to find and rank relevant passages likely to
contain the correct answers to natural language questions. Traditional IR approaches
incorporate the sparse representation approach (TF-IDF or BM25) to rank articles based
on the weighted similarity score between documents and questions. However, in recent
years, several dense representation-based IR approaches have been developed that learn to
encode questions and passages into a latent vector space where text semantics beyond term
match can be measured.

Dense approaches outperform traditional sparse retrieval methods due to their ability to
capture lexical or semantic similarities, not only matching keywords (Karpukhin et al.,
2020). Karpukhin et al. (2020) focused on creating the correct dense embedding model
using only pairs of questions and answers by combining the BERT pre-trained model and a
dual-encoder architecture. Their dense passage retriever uses a dense encoder to convert
any text into a dimensional real-valued vector and creates an index for all passages to
be retrieved. Their proposed model achieved better results than multiple open-domain QA
on many QA datasets, including SQuAD, Natural Questions, and TriviaQA.

Lee, Chang & Toutanova (2019) designed a QA model in a supervised manner, where
the retriever and reader are trained together to optimize the marginal log-likelihood of the
right answers. There is no specific IR system for this QA model. Instead, the model can
retrieve any text from a corpus that is open to the public. The ORQA system only requires
(question, answer) string pairs during the training, rather than ground-truth context
passages (i.e., reading comprehension datasets). The retriever and reader components were
designed using BERT.

Guu et al. (2020) proposed an effective approach that combines a learned textual neural
knowledge retriever with the language model pre-training methods. Unlike models that
store knowledge in their parameters, this approach directly highlights the role of world
knowledge by requiring the model to choose which knowledge to extract and employ
during inference. The language model uses the retriever to retrieve documents from
Wikipedia before making each prediction, and then the documents are examined. On three
QA benchmarks, the Guu et al. (2020) model outperformed all the previous models, even
when compared to state-of-the-art models.

Neural MRC models offer a powerful solution for answer extraction in OpenQA,
eliminating the need for traditional linguistic analytic techniques and revolutionizing
OpenQA systems. Neural MRC models utilize the pre-trained language models for QA
tasks in a self-supervised manner. In Yang et al. (2019), BERT was integrated with the
open-source Anserini information retrieval toolkit to create an end-to-end question
answering system. Unlike multi-stage retrieval systems, which retrieve documents first and
then rank the retrieved passages, they employed a single-stage retriever to identify
Wikipedia text segments to send directly to the BERT reader. They fine-tuned BERT to
remove the final SoftMax layer over several answer spans.
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Several researchers have used ELECTRA (Efficiently Learning an Encoder that Classifies
Token Replacements Accurately) for OpenQA reading comprehension. ELECTRA is a
self-supervised language representation learning approach pre-trained on a large corpus.
Antoun, Baly & Hajj (2021) developed the pre-training text discriminators for the Arabic
language understanding named AraELECTRA. The discriminator network has the same
architecture and layers as a BERT model. To fine-tune their approach, they added a linear
classification layer on top of ELECTRA’s output and fine-tuned the whole model with the
added layer on reading comprehension tasks. Researchers evaluated the model on many
Arabic NLP tasks, including reading comprehension. Compared to QA in the English
language, the progress in Arabic language QA systems is very slow. This is due to the shortage
of NLP resources and datasets for Arabic QA. Arabic OpenQA research incorporates the
sparse approach for passage retrieval. SOQAL (Mozannar et al., 2019) was the first attempt at
developing modern Arabic OpenQA systems, and it was created by integrating hierarchical
TF-IDF traditional IR approaches with a Multilingual Pre-trained Bi-directional Transformer
(mBERT) neural MRC model to answer open-domain factual queries. The system gets a set
of documents relevant to the query, retrieves the text most linked to the user’s query, and
returns the text as an answer using mBERT. An Arabic Reading Comprehension Dataset
(ARCD) with 1,395 questions in diverse fields was created based on Wikipedia articles. The
ARCD dataset experiment with the BERT-based reader achieved a 50.10 F1-score, and the
experiment on the Arabic-SQuUAD dataset achieved a 48.6 F1 score. The overall performance
on the top five answers was 20.7 EM and a 42.5 F1 score.

Ahmed, Bibin ¢ Babu Anto (2017) proposed a model called question answering based
on neural networks to answer factoid questions by accessing a knowledge base. The system
consisted of a question analyser, a knowledge retriever, and an answer generator. The
question is represented as a vector in the question analyser module using a bidirectional
Gated Recurrent Unit (GRU). The retrieved facts and the short-term memory of the
recurrent neural network are used to generate the answer. The accuracy of their system was
tested using a knowledge base, and the results showed a 53% accuracy rate.

Ahmed, Ahmed & Babu Anto (2017) proposed an Arabic QA based on machine-
learning techniques for question classification and answer selection tasks. Their system
consisted of a question-analysis module that included a tokenizer, a stemmer, stop-word
removal, and a question class identifier. Then, the passage retrieval module returned
related passages from the document set. The last component was the answer extraction.
They used a Support Vector Machine (SVM) classifier for question classification and
answer selection. They tested their system using a set of 434 translated questions from
TREC-QA Track, and the MRR score was 57.7%.

Ahmed ¢ Babu Anto (2016) proposed an Arabic QA system that answers two types of
questions: “how” and “why” questions. The system consisted of question analysis, question
expansion, document retrieval, and answer extraction. They used TF-IDF weighing to
retrieve the related documents from the corpus. The F1 measure was 56% for the “how”
questions and 64% for the “why” questions.

Almiman, Osman & Torki (2020) discussed the Arabic community question answering
problem. They used different types of similarity features and studied the effect of using
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preprocessing. They produced a novel deep neural network ensemble model from the
semantic and lexical similarity features. The model utilized recent advances in language
models using the BERT model. The model achieved an MRR value of 68.86%.

MODEL OVERVIEW

The OpenQA problem is formulated in this study with the retriever-reader approach that
consists of two major modules. The first is the dense passage retriever which, given a large
corpus (e.g., Arabic Wikipedia), retrieves a passage or several passages that likely contain
the correct answer to a given query. The second is the passage reader, which is a neural
MRC model that finds the answer from the retrieved passages. The following subsections
provide more details about both modules.

Dense passage retriever

Dense Passage Retrieval (DPR) was introduced in 2020 by Karpukhin et al. (2020) for
open-domain QA tasks as an alternative to the TF-IDF, and BM25 passage retrieval
approaches. This retriever improves the reader by working as a lightweight filter reducing
the number of documents that must be processed. Dense methods, such as a dual-encoder
in DPR, have outperformed the sparse techniques in English open-domain QA. These
methods use deep neural networks to embed both the document and the question into a
shared embedding space. The dense model uses transformer-based encoders that are more
sensitive to characteristics such as lexical variations or semantic relationships, whereas the
sparse methods consider the text as a “bag of words,” without considering word order and
grammar (Karpukhin et al., 2020).

DPR uses two independent BERT encoders to train a retriever using pairwise questions
and answers. To train DPR, we need a question, their answer, positive passages, and
negative passages. The negative samples can be obtained using methods such as BM25 to
return negative samples to a question from the corpus that does not contain the correct
answer or the in-batch negatives method to return samples that are paired with other
questions in the same batch. The representation-based method used in DPR can be very
fast since passages can be calculated and indexed offline in advance. However, because the
representations of the question and passage are generated independently, only shallow
interactions between them are captured, which may reduce retrieval efficiency. The
experiments on this method show that the inner product function is the best way to
calculate a dual-encoder retriever’s similarity score.

This allows the DPR model to capture the lexical or semantic similarities. Thus, phrases
that contain different tokens (keywords), but the same meaning may still be mapped to
vectors that are located relatively close to each other. For example, the DPR would be able
to better match (“258” with “%.” - money) and extract the correct context. The purpose of
DPR is to index all passages in a low-dimensional, continuous space so that it may
efficiently retrieve the top passages relevant to the input question for the reader at run-time
(Karpukhin et al., 2020).
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Training data pairs
Question (q) Passage (p)

Where is NEOM The Neom is located

located ? in Tabuk, Saudi
Arabia in the
northwest of the
kingdom.
question passage :
E, (p) smaller distance =
p (P -
M larger sim(q,p)
Ep BERT Encoder ’—-I Ep Vector Optimize Ep
. e and E, weights

Dot Product to increase

Eq BERT Encoder |—{ E, Vector similarity

EQ(CI)

sim(q,p)= Eq(a)” Ep (p)

Figure 1 The process of data flow through a DPR model during training. Where Ep is the passage
encoder, and E, is the question encoder adapted from Briggs (2021).
Full-size K&l DOT: 10.7717/peerj-cs.952/fig-1

Dense passage retriever methodology

DPR is an efficient retrieval method that uses dense representations to compute relevancy.
Dense techniques use text as the input to neural network encoders, and the text is
represented as a vector of a fixed size, usually 768. Despite the fact that the individual
dimensions do not match any specific language or linguistic feature, each dimension stores
some information about the text. The relative density of these vectors is due to the rarity of
a zero value in them. The model architecture used a dual encoder, that is, two BERT base
models, one to encode the query and the other to encode the passage. The dot product
similarity between the query and the document embeddings is used to rank documents.
The passage encoder is used in all the passages and indexes them using FAISS (Johnson,
Douze ¢ Jegou, 2021). During training, the question-context pair is sent into the DPR
model, and the weights are tuned to maximize the dot product between the two model
outputs. The dot product value of the two model outputs measures the similarity between
both vectors. A higher dot product correlates to higher similarity. The context encoder and
the question encoder were both trained to give very similar vectors as output for relevant
question-context pairs (see Fig. 1). Separate encoders will help with queries shorter than
documents, and employing "in-batch negatives," gold labels used as negative examples for
other data in the same batch, is more effective.

DPR (Karpukhin et al., 2020) employs a dense encoder Ep(-), which converts any text
into a d-dimensional vector and generates an index for all M passages. DPR uses a separate
encoder called Eq(-) during run-time, which converts the input question to a d-
dimensional vector and returns K nearest passages vectors to the question vector. Using
the dot product of their vectors, the similarity between the question g and the passage p can
be defined as the following (Karpukhin et al., 2020):
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sim(q, p) = Eq(q)"Er(p) (1)

The DPR encoder outputs the representation at the unique initial token of the sequence
[CLS] by combining two independent BERT networks (base, uncased). When training the
DPR, the training data consists of m examples. Each example includes one question (g;)
and one related positive passage (p;") along with n unrelated negative passages (p; ).
The training data can be formulated as follows: 2 = {(q;,p;", Py P n>}:11
(Karpukhin et al., 2020) and the optimizing loss function for the negative log-likelihood of
the positive passage as follows (Karpukhin et al., 2020):

esim(q,-,p?’)

L(‘ZiaP?aPZy"'aP@;) = —log (2)

esim(q,-,pi*) 4 Z;lzl esim (th,-_,j)

Retriever evaluation

The main metrics used in IR evaluations are the recall, the precision, the accuracy, and
the Mean Average Precision (MAP) (Teufel, 2007). The fraction of relevant documents that
are retrieved is described as the recall (see Eq. (3)). Precision is the fraction of retrieved
documents that are relevant (see Eq. (4)). The proportion of correctly classified documents,
whether relevant or irrelevant, is defined as the accuracy (see Eq. (5)). The Mean Average
Precision (MAP) for a set of queries is the average of each query’s average precision scores
(see Eq. (6)). MAP is a value that ranges from zero (no matches) to one (the system
found correct documents for all top results). It’s extremely helpful when there’s more than
one correct document to find.

Number of relevant documents retrieved
Recall = (3)
Number of relevant documents

o Number of relevant documents retrieved
Precision = - (4)
Number of retrieved documents

Number of relevant retrieved and irrelevant documents not retrieved

(5)

A =
ceuracy Total number of all documents

qQ:1 AveP(q)

Mean Average Precision(MAP) = 3

where Q is the number of queries. (6)

AraELECTRA passage reader

ELECTRA (Efficiently Learning an Encoder that Classifies Token Replacements
Accurately) is a new and more efficient self-supervised language representation learning
approach. ELECTRA, similar to the Generative Adversarial Network (GAN) (Zhang et al.,
2018), trains two transformer models, the generator and discriminator. The model
performs a pre-training task called Replaced Token Detection (RTD) to replace some
tokens with plausible alternatives sampled from a small generator model. In doing this, the
discriminator model tries to predict whether a token is an original or a replacement by a
generator sample instead of training a model to predict the identities of the masked tokens.
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Figure 2 Replaced token detection pre-training approach (Antoun, Baly & Hajj, 2021).
Full-size K&] DOT: 10.7717/peerj-cs.952/fig-2

ELECTRA was initially released as three pre-trained models: small, base, and large.
ELECTRA achieved state-of-the-art results on the SQuAD2.0 dataset in 2019 (Clark et al.,
2020).

AraELECTRA

AraELECTRA is an Arabic language representation model pre-trained using the RTD
(Antoun, Baly ¢ Hajj, 2021) methodology on a large Arabic text corpus. AraELECTRA
consists of 12 encoder layers, 12 attention heads, 768 hidden sizes, and 512 maximum
input sequence lengths for a total of 136 million parameters. Figure 2 shows the replaced
token detection pre-training task for AraELECTRA.

Reader evaluation
We evaluated our model based on two metrics that are commonly used in QA tasks. The
first is the exact match (EM), and the second is the F1-score.

F1 METRICS: The F1 score is a widely used metric in QA tasks. It is useful when both
precision and recall need to be considered when evaluating the model performance. It is
calculated by the individual words in the prediction against those in the correct answer.
Precision is the ratio of correctly predicted tokens divided by the number of all predicted
tokens. The recall is also the ratio of correctly predicted tokens divided by the number
of ground truth tokens. If a question has many answers, then the answer that provides the
highest F1 score is considered to be the ground truth.

Precision * Recall

F1=2 (7)

*
Precision + Recall

Exact Match: This is a true/false metric that measures each question-answer pair. If the
predictions match the correct answers exactly, then the EM = 1 or else the EM = 0.

N
; F i i i =
EM — > izt Fxi) ,where F(x;) — 1, if pred%cted answer = correct answer (8)
N 0, otherwise
DATASET

To train the DPR and AraELECTRA reader, two public release datasets are used. The
format of the dataset matches the format of the well-known SQuAD1.0 dataset (Rajpurkar
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{
"question": "....",
"answers": ["...", "...", "..."],
"positive_ctxs": [{
"title": "...",
"text": "...."
H,
"negative_ctxs": ["..."],
"hard_negative_ctxs": ["..."]
h

Figure 3 The dataset Structure for DPR. Where positive_ctxs: passages that are relevant to the ques-
tion, negative_ctxs: this was used by the original DPR authors to compare it against the in-batch negatives
approach and not used in our DPR so, we set it to an empty list, hard_negative_ctxs: passages that are not
related to the question. Full-size K&] DOT: 10.7717/peerj-cs.952/fig-3

et al., 2016). For training the DPR, we convert all used datasets from SQuAD structure to
DPR structure (see Fig. 3). This structure includes questions, answers, positive passages,
and hard negative passages. For every question, 30 hard negative passages are initialized
using the BM25 IR passage retrieval. Hard negative examples are the passages that do
not contain the answer but match most of the questions’ tokens. Positive passages are
the ones that appear in the training set paired with the questions.

Arabic reading comprehension dataset

ARCD was created by Mozannar et al. (2019) in 2019 and contained 1,395 questions posed
by crowd workers on Arabic Wikipedia articles. This dataset was written by professional
Arabic speakers.

TyDiQA

TyDiQA is a multilingual, human-annotated question-answer dataset including
typologically diverse languages with 204 thousand question-answer pairs. The data is
collected directly from different languages without translation and is written without
seeing the answer. The dataset was designed for the training and evaluation of automatic
QA systems. The size of the Arabic dataset is 15,645 question-answer pairs. The primary
tasks of this dataset are the Passage Selection task (SelectP) and the Minimal Answer Span
task (MinSpan). The secondary task is the Gold Passage task (GoldP), which, given a
passage that contains the answer, predicts the single contiguous span of letters that answers
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Table 1 Arabic reading comprehension datasets.

Reference Name Train Test
(Mozannar et al., 2019) ARCD 695 700
(Clark et al., 2020) TyDiQA-GoldP (Arabic) 14,724 921

the question. In this research, we used the Arabic TyDiQA-GoldP dataset (Clark et al.,
2020). Table 1 shows the size of the used datasets.

END-TO-END SYSTEM: ARABIC OPENQA
We built an OpenQA model that employs DPR and the AraELECTRA (Antoun, Baly &
Hajj, 2021) passage reader to answer open-domain questions based on Arabic Wikipedia
articles. First, the question is passed to the DPR retriever to return the top 20 passages.
Then, the candidate passages are fed into the AraELECTRA reader to produce the top
three answers. The reader returns an answer span and gives a span score to each passage.
The final three answers are chosen from the best span with the highest passage selection
score. We use the open-source NLP framework Haystack (Rusic, 2021) for our joint
retriever and reader approach.

The probability of a token starting and ending for an answer span and selecting a
passage are calculated as follows:

Pstart,i(s) = SOftmaX(Piwstart)s )

Penai(t) = softmax(P;Wend), (10)
. ~T

P selected(l) = softmax <P wselected>i (11)

where P; € RE*P(1 < i < k) is the reader representation for the i-th passage, L is the
passage’s maximum length, and h is the hidden dimension.

EXPERIMENTS AND RESULTS

This section details the dataset we used for the experiments on the passage retriever and
the reader, including the basic setup.

Fine tuning multilingual dense passage retriever on Arabic datasets
DPR examines all the documents in the database and then identifies what is relevant and
discards what is not. It passes only a small set of candidate documents to the reader. This
results in computationally intensive indexing but quick querying.

We fine-tune the multilingual Dense Passage Retriever (mDPR) model from Hugging
tace (Voidful, 2021) which trained based on multilingual BERT (Devlin et al., 2019). The
model is trained on a training set that contains 644,217 multilingual questions and 73,710
questions in the development set. The model trained using the following translated
datasets: NQ (Kwiatkowski et al., 2019), Trivia (Joshi et al., 2017), SQuAD (Rajpurkar et al.,
2016), Delta Reading Comprehension Dataset (DRCD) (Cui et al., 2020), and MLQA
(Lewis et al., 2020). Training the model from scratch requires initializing the embeddings
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of both the passage and the query models with an Arabic language model and a large
Arabic dataset containing enough unique passages. However, applying such a method
requires a large amount of well-labeled, clean, non-translated data. Thus, in this step, we
decided to fine-tune the mDPR with the ARCD (Mozannar et al., 2019) and TyDiQA-
GoldP (Clark et al., 2020) datasets. We used the pre-trained mDPR weights for fine-tuning
and initialized both the query and the passage models using the mBERT pre-trained
model. We used the previous DPR (Karpukhin et al., 2020) parameters for the maximum
passage length, but we reduced the maximum query length to 64 because the queries are
rarely longer than 64. We trained the merged and the single training set of the ARCD
(Mozannar et al., 2019) and TyDiQA-GoldP (Clark et al., 2020) datasets to 16 epochs since
we searched for the best number of train epochs from (4-16), and we used each test set for
testing the model.

We implemented our passage retriever module using dense representations, where
embeddings are learned from a number of questions and passages using a dual-encoder
model. To implement our dense passage retriever, we followed the steps below:

e We used the 01-09-2021 dump of Arabic Wikipedia (Wikimedia Foundation, 2021) as
our knowledge source to answer the factoid questions. Only the plain text was extracted
and all other data, such as lists and figures, were removed using the WikiExtractor
tool (Attardi, 2015). After removing the internal disambiguation, list, index, and outline
pages, we were able to extract 3.2 million pages with 2,130,180 articles. Due to memory
limitations, we only used 491,253 articles.

o We used Elasticsearch (elastic, 2021) to store the document text and other metadata. We
pre-processed by removing empty lines, whitespaces, and long headers and footers.
We also split files into small documents of around 100 words, storing these documents
in the Elasticsearch document storage. The text’s vector embeddings were indexed based
on Elasticsearch Indexing, which was then searched to get answers.

e We initialized our DPR to search for documents in DocumentStore, retrieve some
documents, and return the top 20 passages that are most related to the query. Initializing
and training the DPR retriever contained the following arguments:

1. document_store: A DocumentStore object from which documents can be retrieved.

2. query_embedding model: A question encoder checkpoint. We used the mDPR
(Voidful, 2021) by hugging-face transformers.

3. passage_embedding model: A passage encoder checkpoint. We used also the mDPR
(Voidful, 2021) by hugging-face transformers.

4. max_seq_len_query: The Maximum number of tokens for the query is 64.

5. max_seq_len_passage: The Maximum number of tokens for the passage is 256.
batch_size: The number of queries and passages to encode. The batch size is set to 4.

6. similarity_function: During training, the dot_product function is used to calculate the
similarity of the query and passage embeddings.

7. query: The question
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Question Slball de (1B jen 5A (e
Who is Hamza bin Abdul Muttalib?
Answer delin ) e o saly dee 5 caen 2Dl Jsuy Aaia (40 aia

e day Y 4 )55 sl
One of the companions of the Messenger of Islam,
Muhammad, and his uncle and brother from infancy,
and one of his fourteen ministers.

Passage from the dataset: Jsuy Uaia (e (Aaia L3 il bl ae 38 ea
e A W) 435 anl 5 Aol e 05l s iy caana Yl
i el i dle 53 Ry A adeel LR
e B (pa)
Hamzah bin Abdul Muttalib al-Hashimi al-Qurashi, one
of the companions of the Messenger of Islam
Muhammad, and his uncle and brother from infancy
and one of his fourteen ministers, and he is the best
of his uncles because he said: “The best of my
brothers is Ali, and the best of my uncles are Hamzah.

Predicted passage: s Haa (e e Qi) allgd) Cllaall 2o 008 3ea
e Aag N1 4 )55 aal 5 Aol I (e 0 sal 5 de 5 caana 2DY)
e el dle 38 Ry W el ja g
L B )y
Hamzah bin Abdul Muttalib al-Hashimi al-Qurashi, one
of the companions of the Messenger of Islam
Muhammad, and his uncle and brother from infancy
and one of his fourteen ministers, and he is the best
of his uncles because he said: “The best of my
brothers is Ali, and the best of my uncles are Hamzah.

Figure 4 Sample prediction of our DPR from the ARCD test.
Full-size K&l DOT: 10.7717/peerj-cs.952/fig-4

8. filters: Contains the dictionary of the keys that indicate a metadata field and the value,
which is a list of acceptable values for that field.

9. top_k: Contains the number of passages to retrieve per question.

10. index: Contains the name of the DocumentStore index from which documents can be
retrieved.

In our work, we also applied a Term Frequency-Inverse Document Frequency (TF-IDF)
document retriever to compare the results to other approaches. In our TF-IDF document
retriever, each document is initially preprocessed with the NLTK Arabic tokenizer (Bird
et al., 2008) and stop words removal. The TF-IDF weights matrix in the document set, like
Arabic Wikipedia, were created using n-gram numbers to take local word order into
consideration. The retriever becomes more accurate as the number of documents goes up;
however, the retrieving procedure becomes longer and more memory costly. The vector is
normalized for every document, and the weights of the TF-IDF vector of question are
calculated according to the document’s vocabulary. The score is then calculated as the
cosine similarity between the question and vectors of the document. Finally, the top
documents with the highest similarity are returned (Mozannar et al., 2019).

When evaluated on the TyDiQA-Goldp dev set and the ARCD test set, our dense
retriever largely out-performs a TF-IDF in terms of the top-20 and top-100 passage
retrieval accuracy and improves our end-to-end OpenQA. Figure 4 shows an example of
our DPR prediction. In addition, we run the Elasticsearch’s default BM25 algorithm
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Q: Where is NEOM located? ¢ pss & oyl o
Our DPR TF-IDF BM25
top_k=2

) 4l cagaall 5 e gl abade il (g pmas £ s pke A pg
a4 B ay b easad gl Yy cdgman a0 2ana
Jad ol g 04 alay 2017 S 24 Gilsd & 1439

Sy el Aiilae ol 5 Aikiie 5y A0 gead) Ly el A8 oy

¥ ad dale e oS 460
NEOM is a Saudi project for a city planned to be built
across the border, launched by Prince Muhammad bin
Salman Al Saud, the Saudi Crown Prince on Tuesday, 4
Safar 1439 AH corresponding to October 24, 2017. The
project is located in the far northwest of the Kingdom of
Saudi Arabia in the Emirate of Tabuk region, Duba
Governorate, and extends 460 km on the coast of the Red
Sea.

Gla sall Jatll Jal 43 8 oY elua Cyan B gl By 5al) ASledl)
la ol ol sall i Qg by s (o S ina i
Oind ol eliza g gy Lap oyl g i jE g 588 (Ginay i)
O slaa dnyy il Lila 5535 sl el Jladi 3 apally 5 lad)
By el a5y WUS ool 5 giall ey Baall o st Aine Judl)
Aganll
Duba is a governorate on the Red Sea coast that belongs
to the Tabuk region in the northwest of the Kingdom of
Saudi Arabia. It was called Duba because in the language
of the people of the north, the weather is cloudy or dub,
meaning katm, meaning hot and humid. It is said that the
weather has become hot and humid, meaning m And
fishing in the north of the Red Sea and its abundance of
fresh water. Duba is bordered on the north by the new
city of Neom, and on the south by Wadi Kafafa, Wadi
Salma and the village of al-Amud.

B A Bl Qligigdl e (2) oW A0 oW
Al 53 5 iy SN IS anell Jiag A CB ) sy 353
(505 sl b el eainl £ 5 oL 2l ay Aindl
b bl lih 2y peal il ualiah iy i 8 Lz
ang il (s 5 20 A Gk i 5 of Lim ) Aie) ol 30
syl
The atomic number or atomic number (Z) is the number of
protons in the nucleus of an atom, which is, at the same
time, the standard number of electrons in a neutrally
charged atom. Road index. When dish from dish.

4 1341 - 1286) Al sl Jadl de o ) 33 0 Al 2e
adaal aal J@l Jua) e gia & 3e Gl (1923 - 1869/
daalaa gl Jany e A AT ) daiy e (ol )
B b Ay gl B 4B il (el b DY) Aaade i
Gl 13y (oS el m epbn gl 32l (om il ko) il e yudl
o368 bl S (mngy Yl
Abd al-Hay ibn Fakhr al-Din ibn Abd al-Ali al-Hasani al-Talbi
(1286 - 1341 AH / 1869 - 1923) was an Indian scholar and
historian of Arab origin. One of his ancestors (Qutb al-Din)
moved from Baghdad to Ghazni in the fitna of the
Mughals, entered India as a mujahid, and assumed the
Sheikhdom of Islam in Delhi, and his descendants settled
in India. He was born in the Zawiya of Syed Alamullah (two
miles from the town of Rai Bareilly, a business of
Lucknow) and read jurisprudence, literature and some
medical books at Lakhno.

s (e gras seli (1949-1901) puigdl 4b dgena o
Oy Gl e e R ol g ol gl Bl )
¢ praladll QJ_).-JI adll (‘j‘“ Ga A _,:1‘ USJ JA“, Ja
Lo s and ) 4wy (o3 gLl o Glkf Ny 5 ) puaially cila) 53
ol i Ala e 0 Yy )
Ali Mahmoud Taha al-Muhandis (1901-1949) was an
Egyptian poet who illustrated the Arab romance of his
poetry alongside Gibran Khalil Gibran, al-Bayati, al-Sayyab,
Amal Dunqul and Ahmed Zaki Abu Shadi. He is one of the
prominent figures of contemporary Arabic poetry, Al-
Khawajat in Mansoura. The street in which the house is
located was called Our Great Street, and the house is still
intact today.

0% 0S5 b ke Db LaJl o8 2021 A sl Aualpud) D31
@ K31 oyl gl A8y R gl G sSally s 8 s
Jeo penly AagSall A gl Gut M Se) a2y <2021 sis 25
A 5n aa clalaia¥l e Aludi aay Gt )l @) 8 Gl ol
@ 19 38 VA i ) gl Yy AlaBY) Gl gl y gl
A A Al R i) (55 Y s S i
The Tunisian political crisis 2021 is an ongoing political
crisis in Tunisia between President Kais Saied, the Tunisian
government and the Ennahda movement. The crisis
erupted on July 25, 2021, after the Tunisian President
announced the dismissal of the government and the
freezing of Parliament. The president's decisions came
after a series of protests against the Ennahda movement,
economic difficulties, and a significant rise in COVID-19
cases in Tunisia, which led to the collapse of the Tunisian
health system.

Figure 5 Example of the top two passages retrieved by our DPR, BM25, and TF-IDF.

Full-size k] DOT: 10.7717/peerj-cs.952/fig-5

Table 2 Results of the DPR model on TyDiQA-GoldP and ARCD datasets with different training

settings.
Training dataset Testing dataset Recall MAP
TyDiQA-GoldP TydiQA dev set 98.11 93.56
ARCD ARCD test 96.13 73.68
ARCD+TyDiQA-GoldP TydiQA dev set 98.00 94.12
ARCD+TyDiQA-GoldP ARCD test 93.28 68.94

(elastic, 2021) and the TF-IDF retriever for comparison to get an example of what each

retriever retrieves (see Fig. 5).

Retriever results

Table 2 shows the results of our DPR trained on combined datasets and a single dataset of
ARCD and TyDiQA-GoldP. In all experiments, DPR’s provide higher recall and MAP
scores in comparison with traditional methods. Table 3 compares different passage

retrieval systems on two Arabic QA datasets, using the top-20 accuracy and top-100
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Table 3 The results of DPR in comparison with TF-IDF on TydiQA and ARCD datasets.

Model Training dataset Test dataset Dataset size Accuracy Top-20 Accuracy Top-100
TF-IDF N/A TydiQA dev set 921 37.03 48.70
TF-IDF N/A ARCD test 696 33.61 40.19
DPR TyDiQA-GoldP TydiQA dev set train:14797 test:917 56.54 62.96
DPR ARCD ARCD test train:684 test:696 46.01 55.41
DPR ARCD+TyDiQA-GoldP TydiQA dev set train:15481 test:917 58.82 65.00
DPR ARCD+TyDiQA-GoldP ARCD test train:15481 test:696 50.56 57.26

Note: Boldfaced score indicates highest accuracy.

accuracy. Our DPR performs better than the TE-IDF on all datasets. When training with a
single dataset, ARCD is limited to a small set of Wikipedia documents, thus causing low
results. In contrast, the TyDiQA-GoldP dataset improves the results. Using combined
datasets for training improves the accuracy scores in all the experiments.

Fine-tuning AraELECTRA for reading comprehension task
We trained the AraELECTRA on the TyDiQA-GoldP and the ARCD training sets. In the
pre-processing step, we applied a pre-processing method that does the following:

e Replace emojis

e Remove HTML markups, except in the TyDiQA-GoldP dataset
e Replace email

e Remove diacritics and tatweel

o Insert whitespaces before and after all non-Arabic digits, English digits, and Arabic and
English Alphabet letters

o Insert whitespace between words and numbers or numbers and words

For dataset splitting, we followed the previous work of Antoun, Baly ¢» Hajj (2020) and
used the original training and testing set of the ARCD and the TyDiQA-GoldP. We
implemented the AraELECTRA-base-discriminator on the reading comprehension
datasets, namely the TyDiQA-GoldP set and ARCD. To fine-tune, we searched for the best
number of train epochs (2,4,3), and we tried different learning rates [1e—4, 2e—4, 3e—4, 5e¢
—3]. We chose the hyper-parameters that gave us the best results. We used the following
hyper-parameters: three epochs and four batch sizes, with a learning rate 3 x 10>, The
maximum total input sequence length after WordPiece (Wu et al., 2016) tokenization is
384. The maximum number of tokens for the question is 64, and the maximum length of
an answer that can be generated is 30. To provide a valid comparison, we used the same
hyperparameters on all experiments.

In the first experiment, we used the ARCD to train the AraELECTRA model. The
results, as shown in Table 4, demonstrate a large improvement in our models over the
mBERT model. The AraELECTRA achieved the best F1 score and EM. The small size of
the ARCD affected the performance of the model. The low results of the ARCD are due to
the poor quality of the training examples. The ARCD training set contained text in
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Table 4 Comparison of two text reader models on ARCD.

Model ARCD (F1-EM)
mBERT (Mozannar et al., 2019) 50.10-23.9
AraELECTRA (ours) 68.15-35.47

Note: Boldfaced score indicates best performance.

Table 5 Comparison of the different text reader models on TyDiQA-GoldP.

Model TyDiQA-GoldP (F1-EM)
mBERT (Clark et al., 2020) 81.7-
AraBERTV0.1 (Antoun, Baly ¢& Hajj, 2020) 82.86-68.51
AraBERTvV1 (Antoun, Baly & Hajj, 2020) 79.36-61.11
AraBERTVO0.2-base (Antoun, Baly & Hajj, 2020) 85.41-73.07
AraBERTV2-base (Antoun, Baly ¢ Hajj, 2020) 81.66-61.67
AraBERTvO0.2-large (Antoun, Baly & Hajj, 2020) 86.03-73.72
AraBERTv2-large (Antoun, Baly ¢ Hajj, 2020) 82.51-64.49
ArabicBERT-base (Antoun, Baly ¢ Hajj, 2020) 81.24-67.42
ArabicBERT-large (Antoun, Baly & Hajj, 2020) 84.12-70.03
Arabic-ALBERT-base (Antoun, Baly ¢ Hajj, 2020) 80.98-67.10
Arabic-ALBERT-large (Antoun, Baly ¢ Hajj, 2020) 81.59-68.07
Arabic-ALBERT-xlarge (Antoun, Baly & Hajj, 2020) 84.59-71.12
AraELECTRA (Antoun, Baly ¢ Hajj, 2020) 86.86-74.91
AraELECTRA (ours) 86.01-74.07

Note: Boldfaced score indicates best performance.

languages other than Arabic, which can reduce performance due to the unknown words
and characters (Antoun, Baly & Hajj, 2021).

In the second experiment of AraELECTRA, we used the TyDiQA-GoldP dataset. In this
experiment, we obtained a better result for the F1 score and EM compared to the ARCD that
used the same model (see Table 5). We recorded an increase in the exact match score over the
ARCD. EM measures the percentage of predictions that match any of the ground truth.

In our OpenQA system, we used the AraELECTRA based on the TyDiQA-GoldP
dataset because the results were much higher than those of the ARCD dataset. We believe
that this is because the dataset is much cleaner and is correctly labeled, without any
translations (Clark et al., 2020). This dataset was created by experts in the Arabic language.
We recognize that a deep understanding of the data itself is key to understanding what
modeling techniques are best suited for the data. Running those experiments was
computationally high, and the model took more than 12 h to train only three epochs. In
Fig. 6, we capture one of the results from the TyDiQA-GoldP development set. It can be
seen that the predicted answer exactly matches the exact ground truth answer.

Final results
Our system focuses on answering questions using Arabic Wikipedia. We used 491,253
documents to build an OpenQA system that can answer any type of factoid question where
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Question Salall aaedl A le
What is the Holy Mosque?

Context QB 3 ady g A (B 2aia plic ] ga o) jall sadll
a5 iy g yal) ALl 2 A D
4yl pll gy Jf (A A A0 LSl
o 03 5 dpadluy saall (g 48 1 ) yamd )Y
Opaleadl die )Y aay e dady el alac
Al peiha A cpaladll i pa ol jall sanadlly
e 4 Jull A el alsadl daidly o g2
Oty o e SA A0 ) ilaad)) il Jgds
Oa il daa Jolad 4 33l of ) salidl
The Holy Mosque is the greatest mosque in
Islam and is located in the heart of the city
of Mecca, in the west of the Kingdom of
Saudi Arabia, in the center of which is the
Holy Kaaba, which is the first house placed
for people on the earth to pray for Allah in
it according to the Islamic belief, and this is
the greatest and holiest spot on the earth
for Muslims. It is the Qiblah of Muslims in
their prayers, and to him they perform Hajj.
It is called the Holy Mosque because of the
sanctity of fighting there since the
Prophet’s Chosen One entered Mecca in
victory. Muslims believe that a prayer in it
is equivalent to a hundred thousand
prayers.

Ground Truth Cf A e Al b ady g a2Y) A daaa i

400 ) A yall ASledl
The greatest mosque in Islam and is located
in the heart of the city of Mecca, in the
west of the Kingdom of Saudi Arabia.

Predicted Answer Qo A e Gl A ady g a2Y) A daaa alic|

400 ) A pall ASladl
The greatest mosque in Islam and is located
in the heart of the city of Mecca, in the
west of the Kingdom of Saudi Arabia.

Figure 6 Example of results from the TyDiQA-GoldP development set.
Full-size ] DOT: 10.7717/peerj-cs.952/fig-6

the answer can be found on and retrieved from Wikipedia. Table 6 compares our OpenQA
and SOQAL (Mozannar et al., 2019) system on the ARCD dataset, using the top-1, top-3,
and top-5 answers. Our OpenQA system achieves better results than the SOQAL system.
We conclude that using deep learning techniques in all modules will improve the results.
Table 7 summarizes our final end-to-end QA results, measured by the F1 score and EM,
with the aspects of different training datasets of DPR for the passage retriever. Table 7
shows how increased retriever accuracy usually leads to better QA results in every dataset.
In addition, the models perform well when evaluated to the TyDiQA-GoldP dataset.
However, the ARCD dataset performs poorly in multi and single-training settings.
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Table 6 Comparison of our OpenQA and SOQAL when returning the top k answers.

Model Evaluation dataset EM F1

SOQAL (top-1) (Mozannar et al., 2019) ARCD 12.8 27.6
SOQAL (top-3) (Mozannar et al., 2019) ARCD 17.8 379
SOQAL (top-5) (Mozannar et al., 2019) ARCD 20.7 42.5
our OpenQA (top-1) ARCD 15.7 36.4
our OpenQA (top-3) ARCD 23.1 39.6
our OpenQA (top-5) ARCD 26.8 43.1

Note: Boldfaced score indicates best performance.

Table 7 End-to-end QA results. Our DPR is trained using single or merged training datasets, as

indicated by the terms single and multi.

Training setting Model Evaluation dataset EM F1
Single ORQA (Lee, Chang & Toutanova, 2019) NQ 333 -
TriviaQA 45.0
wQ 36.4
TREC 30.1
SQuAD 20.2
Single REALM (Guu et al., 2020) NQ 39.2 -
wQ 40.2
TREC 46.8
Single DPR (Karpukhin et al., 2020) NQ 41.5 -
TriviaQA 56.8
wQ 34.6
TREC 25.9
SQuAD 29.8
Single DPR + BM25 (Karpukhin et al., 2020) NQ 39.0 -
TriviaQA 57.0
wQ 35.2
TREC 28.0
SQuAD 36.7
Multi DPR (Karpukhin et al., 2020) NQ 41.5 -
TriviaQA 56.8
wQ 04
TREC 49.4
SQuAD 24.1
Multi DPR + BM25 (Karpukhin et al., 2020) NQ 388 -
TriviaQA 57.9
wQ 41.1
TREC 50.6
SQuAD 35.8
Single our DPR TyDiQA-GoldP 41.8 50.1
Single our DPR ARCD 15.1 353
Multi our DPR TyDiQA-GoldP 43.1 51.6
Multi our DPR ARCD 15.7 36.3
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CONCLUSIONS

OpenQA is an important research area in the NLP field. The goal of a QA system is to
answer any questions written in a natural language. The current growth of language
models like BERT and ELECTRA has made it possible for all kinds of NLP tasks to make
significant progress. In this paper, we evaluate the performance of an OpenQA system
using the DPR and the AraELECTRA models in the Arabic language. Our paper addresses
the problem of Arabic OpenQA and how different factors like datasets will affect the
results. For initializing our OpenQA system, a model is trained to answer questions from
the retrieved passages. The DPR and the AraELECTRA passage reader were trained in the
context of QA with ARCD and TyDiQA-GoldP datasets. Our DPR outperforms the
traditional TF-IDF information retriever in terms of top-20 and top-100 passage retrieval
accuracy and improves our end-to-end QA system. For future work, the retriever can be
improved by combining DPR with BM25 or other IR models using a hybrid approach.
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