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Urdu is a widely used language in South-Asia and worldwide. While there are similar
datasets available in English, we created the first multi-label emotion dataset consisting of
6,043 tweets and six basic emotions in the Urdu Nastalíq script. A Multi-Label (ML)
classification approach was adopted to detect emotions from Urdu. The morphological and
syntactic structure of Urdu makes it a challenging problem for multi-label emotion
detection. In this paper, we build a set of baseline classifiers such as machine learning
algorithms (Random forest (RF), Decision tree (J48), Sequential minimal optimization
(SMO), AdaBoostM1, and Bagging), deep-learning algorithms (Convolutional Neural
Networks (1D-CNN), Long short-term memory (LSTM), and LSTM with CNN features) and
transformer-based baseline (BERT). We used a combination of text representations:
stylometric-based features, pre-trained word embedding, word-based n-grams, and
character-based n-grams. The paper highlights the annotation guidelines, dataset
characteristics and insights into different methodologies used for Urdu based emotion
classification. We present our best results using Micro-averaged F1, Macro-averaged F1,
Accuracy, Hamming Loss (HL) and Exact Match (EM) for all tested methods.

PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science



Multi-Label Emotion Classification of Urdu1

Tweets2

Noman Ashraf1, Lal Khan2, Sabur Butt1, Hsien-Tsung Chang2,3,4, Grigori3

Sidorov1, and Alexander Gelbukh1
4
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ABSTRACT14

Urdu is a widely used language in South-Asia and worldwide. While there are similar datasets available in
English, we created the first multi-label emotion dataset consisting of 6,043 tweets and six basic emotions in
the Urdu Nastalíq script. A Multi-Label (ML) classification approach was adopted to detect emotions from
Urdu. The morphological and syntactic structure of Urdu makes it a challenging problem for multi-label
emotion detection. In this paper, we build a set of baseline classifiers such as machine learning algorithms
(Random forest (RF), Decision tree (J48), Sequential minimal optimization (SMO), AdaBoostM1, and
Bagging), deep-learning algorithms (Convolutional Neural Networks (1D-CNN), Long short-term memory
(LSTM), and LSTM with CNN features) and transformer-based baseline (BERT). We used a combination
of text representations: stylometric-based features, pre-trained word embedding, word-based n-grams, and
character-based n-grams. The paper highlights the annotation guidelines, dataset characteristics and in-
sights into different methodologies used for Urdu based emotion classification. We present our best results
using Micro-averaged F1, Macro-averaged F1, Accuracy, Hamming Loss (HL) and Exact Match (EM) for
all tested methods.
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1 INTRODUCTION28

Twitter is amicro blogging platformwhich is used bymillions daily to express themselves, share opinions,29

and to stay informed. Twitter is an ideal platform for researchers for years to study emotions and predict30

the outcomes of experimental interventions (Mohammad and Bravo­Marquez, 2017; Mohammad et al.,31

2015). Studying emotions in text helps us to understand the behaviour of individuals (Plutchik, 1980,32

2001; James A Russell, 1977; Ekman, 1992) and gives us the key to people’s feelings and perceptions.33

Social media text can represent various emotions: happiness, anger, disgust, fear, sadness, and surprise.34

One can experience multiple emotions (Strapparava and Mihalcea, 2007; Li et al., 2017) in a small chunk35

of text while there is a possibility that text could be emotionless or neutral, making it a challenging36

problem to tackle. It can be easily categorized as a multi­label classification task where a given text can37

be about any emotion simultaneously. Emotion detection in its true essence is a multi­label classification38

problem since a single sentence may trigger multiple emotions such as anger and sadness. This increases39

the complexity of the problem and makes it more challenging to classify in a textual setting.40

While there are multiple datasets available for multi­label classification in English and other Europian41

languages, low resource language like Urdu still requires a dataset. The Urdu language is the combination42

of Sanskrit, Turkish, Persian, Arabic and recently English making it even more complex to identify the43

true representation of emotions because of the morphological and syntactic structure Adeeba and Hussain44

(2011). However, the structural similarities of Urdu with Hindi and other South Asian languages make45

it resourceful for the similar languages. Urdu is the national language of Pakistan that is spoken by more46
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than 170million people worldwide as first and second language.1 Needless to say that Urdu is also widely47

used on social media using right to left Nastalíq script.48

Therefore, a multi­label emotion dataset for Urdu was long due and needed for understanding public49

emotions, especially applicable in natural language applications in disaster management, public policy,50

commerce, and public health. It should also be noted that emotion detection directly aids in solving other51

text related classification tasks such as sentiment analysis (Khan et al., 2021), human aggressiveness and52

emotion detection (Bashir et al., 2019; Ameer et al., 2021), humor detection (Weller and Seppi, 2019),53

question answering and fake news detection (Butt et al., 2021a; Ashraf et al., 2021a), depression detection54

(Mustafa et al., 2020), and abusive and threatening language detection (Ashraf et al., 2021b, 2020; Butt55

et al., 2021b; Amjad et al., 2021).56

We created a Nastalíq Urdu script dataset for multi­label emotion classification consisting of 604357

tweets using Ekman’s six basic emotions (Ekman, 1992). The dataset is divided into the train and test split58

which is publicly available along with the evaluation script. The task requires you to classify the tweet59

as one, or more of the six basic emotions which is the best representation of the emotion of the person60

tweeting. The paper presents machine­learning and neural baselines for comparison and shows that out61

of the various machine­ and deep­learning algorithms, RF performs the best and gives macro­averaged62

F1 score of 56.10%, micro­averaged F1 score of 60.20%, and M1 accuracy of 51.20%.63

The main contributions of this research are as follows:64

• Urdu language dataset for multi­class emotion detection, containing six basic emotions (anger,65

disgust, joy, fear, surprise, and sadness) (publicly available; see a link below);66

• Baseline results of machine­learning algorithms (RF, J48, DT, SMO, AdaBoostM1, and Bagging)67

and deep­learning algorithms (1D­CNN, LSTM, and LSTM with CNN features) to create a bench­68

mark for multi­label emotion detection using four modes of text representations: word­based n­69

grams, character­based n­grams, stylometry­based features, and pre­trained word embeddings.70

The rest of the paper is structured as follows.71

Section 2 explains the related work on multi­label emotion classification datasets and techniques. Sec­72

tion 3 discusses the methodology including creation of the dataset. Section 4 presents evaluation of our73

models. Section 5 analyzes the results. Section 6 concludes the paper and potential highlights for the74

future work.75

2 RELATED WORK76

Emotion detection has been extended across a number of overlapping fields. As a result, there are a77

number of publicly available datasets for emotion detection.78

2.1 Emotion Datasets79

EmoBank (Buechel and Hahn, 2017) is an English corpus of 10,000 sentences using the valence arousal80

dominance (VAD) representation format annotated with dimensional emotional metadata. EmoBank81

distinguishes between emotions of readers and writers and is built upon multiple genres and domains.82

A subset of EmoBank is bi­representationally annotated on Ekman’s basic emotions which helps it in83

mapping between both representative formats. Affective text corpus (Strapparava and Mihalcea, 2007)84

is extracted from news websites (Google News, Cable News Network etc.,) to provide Ekman’s emotions85

(e.g., joy, fear, surprise), valence (positive or negative polarity) and explore the connection between86

lexical semantics and emotions in news headlines. The emotion annotation is set to [0, 100] where87

100 is defined as maximum emotional load and 0 indicates missing emotions completely. Whereas,88

annotations for valence is set to [­100,100] in which 0 signifies neutral headline, ­100 and 100 represent89

extreme negative and positive headlines respectively. DailyDialog (Li et al., 2017) is a multi­turn dataset90

for human dialogue. It is manually labelled with emotion information and communication intention91

and contains 13,118 sentences. The paper follows the six main Ekman’s emotions (fear, disgust, anger,92

and surprise etc.,) complemented by the “no emotion” category. Electoral Tweets is another dataset93

(Mohammad et al., 2015) which obtains the information through electoral tweets to classify emotions94

(Plutchik’s emotions) and sentiment (positive/negative). The dataset consists of over 100,000 responses95

1https://www.ethnologue.com/language/urd
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of two questionnaires taken online about style, purpose, and emotions in electoral tweets. The tweets96

were annotated via Crowdsourcing.97

Emotional Intensity (Mohammad and Bravo­Marquez, 2017) dataset was created to detect the writers98

emotional intensity of emotions. The dataset consists of 7,097 tweets where the intensity is analysed by99

best­worst scaling (BWS) technique. The tweets were annotated with intensities of sadness, fear, anger,100

and joy using Crowdsourcing. Emotion Stimulus is a dataset (Ghazi et al., 2015) that identifies the textual101

cause of emotion. It consists of the total number of 2,414 sentences out of which 820 were annotated102

with both emotions and their cause, while 1594 were annotated just with emotions. Grounded Emotions103

dataset (Liu et al., 2017) was designed to study the correlation of users’ emotional state and five types104

of external factors namely user predisposition, weather, social network, news exposure, and timing. The105

dataset was built upon social media and contains 2,557 labelled instances with 1,369 unique users. Out106

of these, 1525 were labelled as happy tweets and 1,032 were labelled as sad tweets.107

Fb­Valence­Arousal dataset (Preotiuc­Pietro et al., 2016) consisting of 2,895 social media posts were108

collected to train models for valence and arousal. It was annotated by two psychologically trained persons109

on two separate ordinal nine­point scales with valence (sentiment) or arousal (intensity). The time interval110

was the same for every message with distinct users. Lastly, Stance Sentiment Emotion Corpus (SSEC)111

dataset (Schuff et al., 2017) is an extension of SemEval 2016 dataset with a total number of 4,868 tweets.112

It was extended to enable a relation between annotation layers (sentiment, emotion and stance). Plutchik’s113

fundamental emotions were used for annotation by expert annotators. The distinct feature of this dataset114

is that they published individual information for all annotators. A comprehensive literature review is115

summarized in Table 1. Although we have taken English language emotion data set for comparison,116

many low resource languages have been catching up in emotion detection tasks in text (Kumar et al.,117

2019; Arshad et al., 2019; Plaza del Arco et al., 2020; Sadeghi et al., 2021; Tripto and Ali, 2018).118

XED is a fine­grained multilingual emotion dataset introduced by (Öhman et al., 2020). The collec­119

tion comprises human­annotated Finnish (25k) and English (30k) sentences, as well as planned annota­120

tions for 30 other languages, bringing new resources to a variety of low­resource languages. The dataset121

is annotated using Plutchik’s fundamental emotions, with neutral added to create a multilabel multiclass122

dataset. The dataset is thoroughly examined using language­specific BERT models and SVMs to show123

that XED performs on par with other similar datasets and is thus a good tool for sentiment analysis and124

emotion recognition.125

The examples of annotated dataset for emotion classification show that the difference lies between126

annotation schemata (i.e., VAD or multi­label discreet emotion set), the domain of the dataset (i.e., social127

news, questionnaire, and blogs etc.,), the file format, and the language. Some of the most popular datasets128

released in the last decade to compare and analyze in Table 1. For a more comprehensive review of129

existing datasets for emotion detection, we refer the reader to (Murthy and Kumar, 2021).130

2.2 Approaches to Emotion Detection131

Sentiment classification has been around for decades and has been the centre of the research in natural132

language processing (NLP) (Zhang et al., 2018). Emotion detection and classification became naturally133

the next step after sentiment task, while psychology is still determining efficient emotion models (Barrett134

et al., 2018; Cowen and Keltner, 2018). NLP researchers embraced the most popular (Ekman, 1992;135

Plutchik, 1980) definitions and started working on establishing robust techniques. In the early stages,136

emotion detection followed the direction of Ekman’s model (Ekman, 1992) which classifies emotions in137

six categories (disgust, anger, joy, fear, surprise, and sadness). Many of the recent work published in138

emotion classification follows the wheel of emotions (Plutchik, 1980, 2001) which classifies emotions139

as (fear­anger, disgust­trust, joy­sadness, and surprise­anticipation) and Plutchik’s (Plutchik, 1980) eight140

basic emotions (Ekman’s emotion plus anticipation and trust) or the dimensional models making a vector141

space of linear combination affective states (James A Russell, 1977).142

Emotion text classification task has been divided into two methods: rule­based and machine­learning143

based. Famous examples stemming from expert notation can be SentiWordNet (Esuli and Sebastiani,144

2007) andWordNet­Affect (Strapparava and Valitutti, 2004). Linguistic inquiry and word count (LIWC)145

(Pennebaker et al., 2001) is another example assigning lexical meaning to psychological tasks using a146

set of 73 lexicons. NRC word­emotion association lexicon (Mohammad et al., 2013) is also an avail­147

able extension of the previous works built using eight basic emotions (Plutchik, 1980), whereas, values148

of VAD (James A Russell, 1977) were also used for annotation (Warriner et al., 2013). Rule­based149
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work was superseded by supervised feature­based learning using variations of features such as word em­150

beddings, character n­grams, emoticons, hashtags, affect lexicons, negation and punctuation’s (Jurgens151

et al., 2012; Aman and Szpakowicz, 2007; Alm et al., 2005). As part of emotional computing, emotion152

detection is commonly employed in the educational domain. The authors presented a methodology in153

the study (Halim et al., 2020) for detecting emotion in email messages. The framework is built on au­154

tonomous learning techniques and uses three machine learning classifiers such as ANN, SVM and RF155

and three feature selection algorithms to identify six (neutral, happy, sad, angry, positively surprised,156

and negatively surprised) emotional states in the email text. Study (Plaza­del Arco et al., 2020) offered157

research of multiple machine learning algorithms for identifying emotions in a social media text. The158

findings of experiments with knowledge integration of lexical emotional resources demonstrated that159

using lexical effective resources for emotion recognition in languages other than English is a potential160

way to improve basic machine learning systems. IDS­ECM, a model for predicting emotions in textual161

dialogue, was also presented in (Li et al., 2020). Textual dialogue emotion analysis and generic textual162

emotion analysis were contrasted by the authors. They also listed context­dependence, contagion, and163

persistence as hallmarks of textual dialogue emotion analysis.164

Neural network­based models (Barnes et al., 2017; Schuff et al., 2017) techniques like bi­LSTM,165

CNN, and LSTM achieve better results compared to feature­based supervised model i.e., SVM and Max­166

Ent. The leading method at this point is claimed using bi­LSTM architecture aided by multi­layer self167

attention mechanism (Baziotis et al., 2018). The state­of­the­art accuracy of 59.50% was achieved. In168

Study (Hassan et al., 2021) authors examine three approaches: i) employing intrinsically multilingual169

models; ii) translating training data into the target language, and iii) using a parallel corpus that is au­170

tomatically labelled. English is used as the source language in their research, with Arabic and Spanish171

as the target languages. The efficiency of various classification models was investigated, such as BERT172

and SVMs, that have been trained using various features. For Arabic and Spanish, BERT­based monolin­173

gual models trained on target language data outperform state­of­the­art (SOTA) by 4% and 5% absolute174

Jaccard score, respectively. For Arabic and Spanish, BERT models achieve accuracies of 90% and 80%175

respectively.176

One of the exciting studies (Basiri et al., 2021) proposed a CNN­RNN Deep Bidirectional Model177

based on Attention (ABCDM). ABCDM evaluates temporal information flow in both directions utilizing178

two independent bidirectional LSTM and GRU layers to extract both past and future contexts. Attention179

mechanisms were also applied to the outputs of ABCDM’s bidirectional layers to place more or less180

focus on certain words. To minimize feature dimensionality and extract position­invariant local features,181

ABCDM uses convolution and pooling methods. The capacity of ABCDM to detect sentiment polarity,182

which is the most common and significant task in sentiment analysis, is a key metric of its effectiveness.183

ABCDMachieves state­of­the­art performance on both long review and short tweet polarity classification184

when compared to six previously suggested DNNs for sentiment analysis.185

2.3 Research Gap186

Some of the important work in RomanUrdu sentiment detection is done bymultiple researchers (Mehmood187

et al., 2019; Arshad et al., 2019), however, to the best of our knowledge, no prior work on multi­label188

emotion classification exists for the Nastalíq Urdu language. From Table 1, one can observe that no189

annotated dataset was available for multi­label emotion classification task in Nastalíq script. Detecting190

Nastalíq script on Twitter requires attention and can further aid in solving problems like abusive language191

detection, humor detection and depression detection in text. Our motivation was to provide an in­depth192

feature engineering for the task, describing not only lexical features but also embedding, comparing the193

performance of these features for Nastalíq script in Urdu. We also saw a lack of comparison between194

classifiers. Most of the studies used either only machine learning or only deep learning (DL) techniques,195

while no comparison was done between ML and DL models, whereas, we gave the baseline results for196

both ML and DL classifiers.197

3 MULTIPLE-FEATURE EMOTION DETECTION MODEL198

The emotion detection model is illustrated in Figure 1. The figure explains the basic architecture followed199

for both machine learning and deep learning classifiers. Our model has three main phases: data collection,200

feature extraction (i.e., character n­grams, word n­grams, stylometry­based features, and pre­trained201

word embedding), and emotion detection classification.202
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Table 1. Comparison of state­of­the­art in multilabel emotion detection.
Link Size Language Data source Composition
EmoBank 10,000 English (MASCIde et al.

(2010)+SE07Strapparava
and Mihalcea (2007))

VAD

Affective Text 1,250 English News websites (i.e. Google
news, CNN)

Ekmans emotions + valence in­
dication (positive/negative).

DailyDialog 13,118 English Dialogues from human
conversations

Ekman’s emotion + No emotion
Electoral
Tweets

100,000 English Twitter Plutchik’s emotions + sentiment
(positive/negative)

EmoInt 7,097 English Twitter Intensities of sadness, fear,
anger, and joy

Emotion
Stimulus

2,414 English FrameNets annotated data Ekman’s emotions and shame
Grounded
Emotions

2,557 English Twitter Emotional state (happy or sad)
+ five types of external fac­
tors namely user predisposition,
weather, social network, news
exposure, and timing

Fb­Valence­
Arousal

2,895 English Facebook valence (sentiment) + arousal
(intensity)

Stance
Sentiment
Emotion
Corpus

4,868 English Twitter Plutchik’s emotions

Section 3.1 explains all the details related to dataset: data crawling, data annotation, and character­203

istics and standardization while Section 4.1 talks about features types and features extraction methods.204

Classification algorithms and methodology thoroughly explained in Section 4.2.205

3.1 Dataset206

Multi­label emotion dataset in Urdu is neither available nor has any experiments conducted in any do­207

main. Tweets elucidate the emotions of people as they describe their activities, opinions, and events with208

the world and therefore is the most appropriate medium for the task of emotion classification. The goal209

of this dataset is to develop a large benchmark in Urdu for the multi­label emotion classification task.210

This section describes the challenges confronted during accumulation of a large benchmark twitter­based211

multi­label emotion dataset and discusses the data crawling method, data collection requirements, data212

annotation process and guidelines, inter­annotator agreement, and dataset characteristics and standard­213

ization. Figure 2 contains the examples of the dataset.214

3.1.1 Data Crawling215

The dataset was obtained through Twitter and we use Ekman’s emotion keywords for the collection of216

tweets. Twitter developer application programming interface (API) (Dorsey, 2006) was used and the217

resulting tweets were collected in a CSV file. The script for the purpose of scrapping was developed in218

python which was filtered using hashtags, query strings, and user profile name through Twitter rest API.219

For each emotion, the maximum of two thousand tweets were extracted which were later refined and220

shrunk per keyword based on tweet quality and structure. All the tweets with multiple languages (i.e.,221

Arabic and Persian) were eliminated from the dataset and only the purest Urdu tweets were kept. The222

total collected tweets, in the end, were twelve thousand. Table 2 mentions the final distribution of tweets223

per label. The features mentioned in each example of tweet included tweetid, tweet, hashtags, username,224

date, and time. The dataset is publicly available on GitHub.2225

2https://github.com/Noman712/Mutilabel_Emotion_Detection_Urdu/tree/master/dataset
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Figure 1. Multi­label emotion detection model for Urdu language

Table 2. Distribution of emotions in the dataset

Emotions Train Test
Anger (⨜) 833 191
Disgust (䎸ت) 756 203
Fear (⁏ف) 594 184

Sadness (ادا⑬) 2,206 560
Surprise (Ὀت) 1,572 382
Happiness (⚨⁏) 1,040 278

3.1.2 Data Annotation226

As mentioned previously, the Twitter hashtags were used for extracting relevant tweets of a particular227

emotion. However, since a tweet can contain multiple emotions, the keywords alone cannot be a reliable228

method for annotation. Therefore, data annotation standards were prepared for expert annotators to follow229

and maintain consistency throughout the task.230

• Anger (⨜) also includes annoyance and rage can be categorized as a response to a deliberate231

attempt of anticipated danger, hurt or incitement.232
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Figure 2. Examples in our dataset (translated by Google).

• Disgust (䎸ت) in the text is an inherent response of dis­likeness, loathing or rejection to contagious­233

ness.234

• Fear (⁏ف) also including anxiety, panic and horror is an emotion in a text which can be seen235

triggered through a potential cumbersome situation or danger.236

• Sadness (ادا⑬) also including pensiveness and grief is triggered through hardship, anguish, feeling237

of loss, and helplessness.238

• Surprise (Ὀت) also including distraction and amazement is an emotion which is prompted by an239

unexpected occurrence.240

• Happiness (⚨⁏) also including contentment, pride, gratitude and joy is an emotion which is seen241

as a response to well­being, sense of achievement, satisfaction, and pleasure.242

3.1.3 Annotation Guidelines243

The following guidelines were set for the annotation process of the dataset:244

• Three specialised annotators in the field of Urdu were selected. Both annotators had the minimum245

qualification of Masters in Urdu language making them the most suitable persons for the job.246

• Complete dataset was provided to two of the annotators and they were asked to classify the tweets247

in one or multiple emotion labels with a minimum of one and maximum of six emotions. The248

existing emotions were labelled as 1 under each category and the rest were marked 0.249

• The annotator’s results were observed and analysed after every 500 tweets to ensure the credibility250

and correct pattern of annotation.251

• The annotators were asked to identify emojis in a tweet with their corresponding labels. They were252

informed of the possibility of varying context between emojis and text. In such a case, multiple253

suited labels were selected to portray multiple or mix emotions.254
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• Major conflicts where at least one category was labelled differently by the previous two annota­255

tors were identified and the labelled dataset for the conflicting tweets was resolved by the third256

annotator.257

Inter­annotator agreement (IAA) was computed using Cohan’s Kappa Coefficient (Cohen, 1960). We258

achieved kappa coefficient of 71% which shows the strength of our dataset.259

3.1.4 Dataset Characteristics and Standardization260

UrduHack3 was used to normalize the tweets. Urdu text has diacritics (a glyph added to an alphabet for261

pronunciation) which needs to be removed. For both word and character level normalization, we removed262

the diacritics, added spaces after digits, punctuation marks, and stop words4 form the data. For character263

level normalization, Unicode were assigned to each character. Table 2 shows the frequently occurring264

emotions. In a multi­label setting, several emotions appear in a tweet, hence, the number of emotions265

exceed the number of tweets. The emotion anger (⨜) is seen to be the most common emotion used in the266

tweets. Meanwhile Table 3 shows the statistics of the tweets after normalization in train and test dataset.267

The entire dataset has the vocabulary of 14101 words while each tweet average length is 9.24 words and268

46.65 characters.269

Table 3. Statistics based on train and test dataset

Dataset Tweets Words Avg. Word Char Avg. Char Vocab
All 6,043 44,525 9.24 224,806 46.65 14,101
Train 4,818 44,525 9.24 224,806 46.65 9,840
Test 1,225 11,425 9.32 57,658 47.06 4,261

4 BASELINE270

4.1 Feature Representations271

Four types of text representation were used: character n­grams, word n­grams, stylometric features, and272

pre­trained word embeddings.273

4.1.1 Count Based Features274

Character n­grams and token n­grams were used as count­based features. We generated word uni­, bi­275

, and trigrams and character n­grams from trigrams to ninegrams. Term frequency­inverse document276

frequency (TF­IDF), a feature weighting technique on count­based features5 was also used. Scikit­Learn6277

was used for the extraction of all features.278

4.1.2 Stylometry Based Features279

The second set was stylometric based features (Lex et al., 2010; Grieve, 2007)which included 47 character­280

based features, 11 word­based features and 6 vocabulary­richness based features. Stylometry based fea­281

tures are used to analyze literary style in emotions (Anchiêta et al., 2015) ,whereas, vocabulary richness282

based features are used to capture individual specific vocabulary (Mili฀ka and Kubát, 2013).283

The character­based features are as follows:284

• Number of apostrophe, ampersands, asterisks, at the rate signs, brackets, characters without spaces,285

colons, commas, counts, dashes, digits, dollar signs, ellipsis, equal signs, exclamation marks,286

greater and less than signs, left and right curly braces, left and right parenthesis, left and right287

square brackets, full stops, multiple question marks, percentage signs, plus signs, question marks,288

tilde, underscores, tabs, slashes, semicolons, single quotes, vertical lines, and white spaces;289

• Percentage of commas, punctuation characters, and semi­colons;290

3https://pypi.org/project/urduhack/
4https://github.com/urduhack/urdu-stopwords/blob/master/stop_words.txt
5We use the following parameters: use_idf=True, smooth_idf=True, and number of features 1,000
6https://scikit-learn.org/stable/
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• Ratio by N (where N = total no of characters in Urdu tweets) of white spaces by N, digits by N,291

letters by N, special characters by N, tabs by N, upper case letter and characters by N.292

The word­based features are as follows:293

• Average of word length, sentence length, words per paragraph, sentence length in characters, and294

number of sentences,295

• Number of paragraphs,296

• Ratio of words with length 3 and 4,297

• Percentage of question sentences,298

• Total count of unique words and the total number of words.299

The vocabulary­richness based features are as follows:300

• BrunetWMeasure,301

• HapaxLegomena,302

• HonoreRMeasure,303

• SichelSMeasure,304

• SimpsonDMeasure,305

• uleKMeasure.306

4.1.3 Pre-trained Word Embeddings307

Word embeddings were extracted from the tweets using fastText7 with 300 vector space dimensions per308

word. Only fastText was used as it contains the most dense vocabulary for Urdu Nastalíq script .Since309

the text was informal social media tweets, it was highly probable that some words are missing in the310

dictionary. In that condition, we randomly assigned all 300 dimensions with a uniform distribution in311

[−0.1,0.1].312

4.2 Setup and Classifiers313

We treated multi­label emotion detection problem as a supervised classification task. Our goal was to pre­314

dict multiple emotions from the six basic emotions. We used tenfold cross validation for this task which315

ensures the robustness of our evaluation. The tenfold cross validation takes 10 equal size partitions. Out316

of 10, 1 subset of the data is retained for testing and the rest for training. This method is repeated 10 times317

with each subset used exactly once as a testing set. The 10 results obtained are then averaged to produce318

estimation. For our emotion detection problem binary relevance and label combination (LC) transforma­319

tion methods were used along with various machine­ and deep­learning algorithms: RF, J48, DT, SMO,320

AdaBoostM1, Bagging, 1D CNN, and LSTM. As evidently these algorithms perform extremely well for321

several NLP tasks such as sentiment analysis, and recommendation systems (Kim, 2014; Hochreiter and322

Schmidhuber, 1997; Breiman, 2001; Kohavi, 1995; Sagar et al., 2020; Panigrahi et al., 2021a,b).323

We used several machine learning algorithms to test the performance of the dataset namely: RF, J48,324

DT, SMO, AdaBoostM1 and Bagging. AdaBoostM1 (Freund and Schapire, 1996) is a very famous en­325

semble method which diminishes the hamming loss by creating models repetitively and assigning more326

weight to misclassified pairs until the maximum model number is not achieved. RF is another ensem­327

ble classification method based on trees which is differentiated by bagging and distinct features during328

learning. It is robust as it overcomes the deficiencies of decision trees by combining the set of trees and329

input variable set randomization (Breiman, 2001). Bagging (Bootstrap Aggregation) (Breiman, 1996)330

is implemented which aggregates multiple machine learning predictions and reduces variance to give a331

more accurate result. Lastly, SMO (Hastie and Tibshirani, 1998) which decomposes multiple variables332

into a series of sub­problems and optimizes them as mentioned in the previous studies. DT and J48 were333

also tested as described in the papers (Salzberg, 1994; Kohavi, 1995), however, were unable to achieve334

7https://fasttext.cc/docs/en/crawl­vectors.html
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substantial results. For machine learning algorithms we used MEKA8 default parameters to provide the335

baseline scores.336

Weexperimentedwith ourmulti­label classification taskwith two deep learningmodels: 1­dimensional337

convolutional neural network (1D CNN) and long short­term memory (LSTM). We used LSTM (Hochre­338

iter and Schmidhuber, 1997) which is the enhanced version of the recurrent neural network with the dif­339

ference in operational cells and enables it to keep or forget information increasing the learning ability for340

long­time sequence data. CNN (Kim, 2014) takes the embeddings vector matrix of tweets as input with341

the multi­label distribution and then passes through filters and hidden layers. We used Adam optimizer,342

categorical cross­entropy as a loss function, softmax activation function on the last layer, and dropout343

layers of 0.2 in both LSTM and 1D­CNN. Figure 3 shows the architecture of 1D­CNN while Figure 4344

shows the architecture of LSTM model. Table 4 shows the fully connected layers and their parameters345

for 1D­CNN and LSTM.346

Figure 3. 1D­CNN Model Architecture.

Figure 4. LSTM Model Architecture.

The tweets were passed as word piece embeddings which were later channelled into a sequence.347

Keras9 and Pytorch10 framework were used for the implementation of all these algorithms. For additional348

details on the experiments, please review the publicly available code.11349

BERT (Devlin et al., 2018) has proven in multiple studies to have a better sense of flow and language350

context as it is trained bidirectionally with an attention mechanism. We used the following BERT param­351

eters: max­seq­length = 64, batch size = 32, learning rate =2e­5, and num­train­epochs = 2.0. We used352

0.1 dropout probability, 24 hidden layers, 340M parameters and 16 attention heads respectively.353

4.3 Metrics and Evaluation354

To evaluate multi­label emotion detection, we used multi­label accuracy, micro­averaged F1 and macro­355

averaged F1. Multi­label accuracy in the emotion classification considers the subsets of the actual classes356

8http://meka.sourceforge.net
9https://keras.io/
10https://pytorch.org
11https://github.com/Noman712/Mutilabel_Emotion_Detection_Urdu/tree/master/code
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Table 4. Deep learning parameters for 1D­CNN and LSTM.

Parameter 1D­CNN LSTM
Epochs 100 150
Optimizer Adam Adam
Loss categorical crossentropy categorical crossentropy

Learning Rate 0.001 0.0001
Regularization 0.01 ­

Bias Regularization 0.01 ­
Validation Split 0.1 0.1

Hidden Layer 1 Dimension 16 16
Hidden Layer 1 Activation tanh tanh
Hidden Layer 1 Dropout 0.2 ­
Hidden Layer 2 Dimension 32 32
Hidden Layer 2 Activation tanh tanh
Hidden Layer 2 Dropout 0.2 ­
Hidden Layer 3 Dimension ­ 64
Hidden Layer 3 Activation ­ tanh
Hidden Layer 3 Dropout ­ ­

for prediction as a mis­classification is not hard wrong or right i.e., predicting two emotions correctly357

rather than declaring no emotion. For multi­label accuracy, we considered one or more gold label mea­358

sures compared with obtained emotion labels or set of labels against each given tweet. We take the size359

of the intersection of the predicted and gold label sets divided by the size of their union and then average360

it over all tweets in the dataset.361

Micro­averaging, in this case, will take all True Positives (TP), True Negatives (TN), False Positives362

(FP), and False Negatives (FN) individually for each tweets label to calculate precision and recall. The363

mathematical equations of micro­averaged F1 are provided in 1,2,3 respectively:364

Pmi cr o =

∑
e∈E number o f c(e)

∑
e∈E number o f p(e)

,

Rmi cr o =

∑
e∈E number o f c(e)

∑
e∈E number o f (e)

,

F 1mi cr o =
2×Pmi cr o ×Rmi cr o

Pmi cr o +Rmi cr o
.

The c(e) notation denotes the number of samples correctly assigned to the label e out of sample E, p(e)365

defines the number of samples assigned to e, and (e) represents the number of actual samples in e. Thus,366

P­micro is the micro­averaged precision score, and R­micro is the micro­averaged recall score. Macro­367

averaging, on the other hand, uses precision and recall based on different emotion sets, calculating the368

metric independently for each class treating all classes equally. Then F1 is calculated as mentioned in the369

equation for both. The mathematical equations of macro­averaged F1 are provided in 1,2,3 respectively:370

Pe =

∑
e∈E number o f c(e)

∑
e∈E number o f p(e)

,
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Re =

∑
e∈E number o f c(e)

∑
e∈E number o f (e)

,

Fe =
2×Pe ×Re

Pe +Re
,

F 1macr o =
1

| E |

∑

e∈E

Fe .

Exact Match equation is mentioned below which explains the percentage of instance whose predicted
labels (Pt ) are exactly matching same the true set of labels (Gt ).

E xact M atch =
1

| T |

T∑

i=1

Gt = Pt

Hamming Loss equation mentioned below computes the average of incorrect labels of an instance.
Lower the value, higher the performance of the classifier as this is a loss function.

H ammi ng Loss =
1

| T S |

T∑

i=1

S∑

j=1

G i
j = P i

j

5 RESULT ANALYSIS371

We conducted several experiments with detailed insight into our dataset. Table 5 shows the result of each372

of the baseline machine and deep­learning classifiers using word n­grams to detect multi­label emotions373

from our dataset. Uni­gram shows the best result on RF in combination with a BR transformation method374

and it achieves 56.10% of macro F1. It outperforms bigram and trigram features. When word uni­, bi­,375

and trigrams, features are combined, AdaboostM1 gives the best results and obtains 42.60% of macro F1.376

However, results achieved with combined features are still inferior as compared to individual n­gram377

features. A series of experiments on character n­grams were conducted. Results of char 3­gram to char378

9­gram are mentioned in Table 6. It shows that RF consistently provides the best results paired with BR379

on character 3­gram and obtains the macro F1 of 52.70%. It is observed that macro F1 decreases while380

increasing the number of characters in our features. A combination of character n­gram (3­9) achieved381

the best results using RF with LC, but still lagged behind all individual n­gram measures. Overall, word382

based n­gram feature results are very close to each other and achieves better results than most of the char383

based n­gram features.384

Table 5. Best results for multi­label emotion detection using word n­gram features.

Features MLC SLC Acc. EM HL Micro­F1 Macro­F1

Word N–gram
Word 1­gram BR RF 51.20 32.30 19.40 60.20 56.10
Word 2­gram LC SMO 43.60 30.30 21.70 50.20 47.50

Word 3­gram BR RF 39.90 16.60 28.40 50.00 48.10

Combination of Word N–gram
Word 1­3­gram BR AdaBoostM1 35.10 14.90 30.10 44.50 42.60

Table 7 illustrates the results of stylometry­based features which were tested on a different set of385

feature groups such as character­base, word­base, vocabulary richness and combination of first three386

features. Word­based feature group depicts the macro F1 of 42.60% which is trained on Adaboost M1387

and binary relevance. Lastly, experiments on deep­learning algorithms such as 1D­CNN, LSTM, LSTM388
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Table 6. Best results for multi­label emotion detection using char n­gram features.

Features MLC SLC Acc. EM HL Micro­F1 Macro­F1

Character N–gram
Char 3­gram BR RF 47.20 28.20 21.10 56.60 52.70
Char 4­gram BR Bagging 38.60 21.70 25.60 47.30 44.60

Char 5­gram BR Bagging 38.30 16.50 28.80 47.90 46.30

Char 6­gram BR Bagging 37.80 16.90 29.30 46.30 45.50

Char 7­gram BR RF 36.10 15.50 31.00 44.70 43.80

Char 8­gram BR RF 34.80 11.80 31.50 45.30 43.50

Char 9­gram BR RF 34.80 11.80 31.50 45.10 43.40

Combination of Character N–gram
Char 3­9 LC RF 33.60 32.90 12.10 32.30 33.90

Table 7. Best results for multi­label emotion detection using stylometry­based features.

Features MLC SLC Acc. EM HL Micro­F1 Macro­F1

Character­based BR DT 33.70 10.7 31.90 44.40 42.40

Word­based BR AdaBoostM1 35.10 14.90 30.10 44.50 42.60
Vocabulary richness BR AdaBoostM1 34.10 11.80 31.10 44.50 42.50

All features BR AdaBoostM1 35.00 14.90 30.00 44.50 42.50

Table 8. Best results for multi­label emotion detection using pre­trained word embedding features.

Model Features (dim) Acc. EM HL Micro­F1 Macro­F1

1D CNN fastText (300) 45.00 42.00 36.00 35.00 54.00
LSTM fastText (300) 44.00 42.00 35.00 32.00 55.00

Table 9. Best results for multi­label emotion detection using contextual pre­trained word embedding
features.

Model Features (dim) Acc. EM HL Micro­F1 Macro­F1

LSTM fastText (300), 1D CNN (16) 46.00 35.00 36.00 34.00 53.00
BERT BERT Contextual Embeddings (768) 15.00 44.00 57.00 54.00 37.00

with CNN features show promising results for multi­label emotion detection. LSTM achieves the highest389

macro F1 score of 55.00% while 1D­CNN and LSTM with CNN features achieve slightly lower macro390

F1 scores. Table 8 and Table 9 show the results of deep­learning algorithms.391

Considering four text representations, the best­performing algorithm is RF with BR that trained on392

uni­gram features achieve macro F1 score of 56.10%. Deep learning algorithms performed well using393

fastText pre­trained word embeddings and results are consistent in all the experiments.394

Notably, machine­learning baseline using word based n­gram features achieved highest macro F1395

score of 56.10% comparatively to deep­learning baseline that achieved slightly lower F1 score of 55.00%396

using pre­trained word embeddings. Pre­trained word embedding was not able to obtain the highest397

results, it might be because fastText does not have all of the vocab for Urdu language and some of the398

words could be missed as out­of­vocabulary. Therefore, further research is needed for pre­trained word399
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embeddings and deep­learning approaches that might help to improve the results. The Table 10 shows400

the state of the art results for multi­label emotion detection in English and proves that our baseline results401

are in line with state­of­the­art work in the machine and deep learning.402

Table 10. Comparison of state­of­the­art results in multi­label emotion detection.
Reference Model Features Accuracy Micro­F1 Macro­F1 HL
Ameer et al. (2021) RF n­gram 45.20 57.30 55.90 17.90
Zhang et al. (2020) MMS2S – 47.50 – 56.00 18.30
Samy et al. (2018) C­GRU AraVec, word2vec 53.20 49.50 64.80 –
Ju et al. (2020) MESGN – 49.4 – 56.10 18.00
Proposed 1D CNN fastText 45.00 35.00 54.00 36.00
Proposed RF word unigram 51.20 60.20 56.10 19.40

5.1 Discussion403

In terms of reproducibility, our machine learning algorithm results are much easier to reproduce with404

MEKA software. It is because default parameters were used to analyze the baseline results. The main405

challenge for this task is to generate n­gram features in a specific .arff format which is the main require­406

ment of this software to run the experiments. For this purpose, we use sklearn library to extract features407

from the Urdu tweets and then use python code to convert them into .arff supported format. The code is408

publicly available. Hence, academics and industrial environments can repeat experiments by just follow­409

ing the guidelines of the software.410

In addition, computational complexity canmake the reproducibility challenging of the proposedmeth­411

ods. Few years ago, it was difficult to produce the results as they can take days or weeks, although re­412

searchers have access to GPU computing. Classifiers such as Random Forest and Adaboost that are used413

in this paper can lead to scalability issues. However, scalability can be addressed with appropriate feature414

engineering and pre­processing techniques in both academia and industry Jannach and Ludewig (2017);415

Linden et al. (2003).416

6 CONCLUSION AND FUTURE WORK417

In this research, we created a multi­label emotion dataset in Urdu based on social media which is the418

first for Urdu Nastalíq script. Data characteristics for Urdu needed to refine social media data were419

defined. Impact of results were shown by conducting experiments, analysing results on stylometric­based420

features, pre­trained word embedding, word n­grams, and character n­grams for multi­label emotion421

detection. Our experiments concluded that RF combined with BR performed the best with uni­gram422

features achieving 56.10 micro­averaged F1, 60.20 macro­averaged F1, and 51.20 M1 accuracy. The423

superiority of machine­learning techniques over neural baselines identified a vacuum for the neural net424

techniques to experiment. There are several limitations of this work: (1) Reproducibility is one of the425

major concern because of the computational complexity and scalability of the algorithms such as RF426

and Adaboost. (2) Another limitation is fastText pre­trained word embeddings does not have all of the427

vocab for Urdu language, therefore, some of the words could be missed as out­of­vocabulary. As a result,428

performance of the deep learning classifiers are poor as compared to the machine learning classifiers. Our429

dataset is expected to meet the challenges of identifying emotions for a wide range of NLP applications:430

disaster management, public policy, commerce, and public health. In future, we expect to outperform431

our current results using novel methods, extend emotions, and detect the intensity of emotions in Urdu432

Nastalíq script.433

REFERENCES434

Adeeba, F. and Hussain, S. (2011). Experiences in building urdu wordnet. In Proceedings of the 9th435

workshop on Asian language resources, pages 31–35.436

Alm, C. O., Roth, D., and Sproat, R. (2005). Emotions from text: Machine learning for text­based emo­437

tion prediction. In Proceedings of the Conference on Human Language Technology and Empirical438

Methods in Natural Language Processing, HLT ’05, pages 579–586, USA. Association for Computa­439

tional Linguistics.440

14/18PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science



Aman, S. and Szpakowicz, S. (2007). Identifying expressions of emotion in text. In Proceedings of441

the 10th International Conference on Text, Speech and Dialogue, TSD’07, pages 196–205, Berlin,442

Heidelberg. Springer­Verlag.443

Ameer, I., Ashraf, N., Sidorov, G., and Adorno, H. G. (2021). Multi­label emotion classification using444

content­based features in Twitter. Computación y Sistemas, 24(3).445

Amjad, M., Ashraf, N., Zhila, A., Sidorov, Grigori; Zubiaga, A., and Gelbukh, A. (2021). Threatening446

language detection and target identification in Urdu tweets. IEEE Access, pages 1–12.447

Anchiêta, R., Ricarte Neto, F., Sousa, R., and Moura, R. (2015). Using stylometric features for sentiment448

classification.449

Arshad, M. U., Bashir, M. F., Majeed, A., Shahzad, W., and Beg, M. O. (2019). Corpus for emotion450

detection on roman urdu. In 2019 22nd International Multitopic Conference (INMIC), pages 1–6.451

IEEE.452

Arshad, M. U., Bashir, M. F., Majeed, A., Shahzad, W., and Beg, M. O. (2019). Corpus for emotion453

detection on roman Urdu. In 2019 22nd International Multitopic Conference (INMIC), pages 1–6.454

Ashraf, N., Butt, S., Sidorov, G., and Gelbukh, A. (2021a). CIC at CheckThat! 2021: Fake news455

detection using machine learning and data augmentation. In CLEF 2021 – Conference and Labs of the456

Evaluation Forum, Bucharest, Romania.457

Ashraf, N., Mustafa, R., Sidorov, G., and Gelbukh, A. (2020). Individual vs. group violent threats clas­458

sification in online discussions. In Companion Proceedings of the Web Conference 2020, WWW ’20,459

pages 629–633, New York, NY, USA. Association for Computing Machinery.460

Ashraf, N., Zubiaga, A., and Gelbukh, A. (2021b). Abusive language detection in youtube comments461

leveraging replies as conversational context. PeerJ Computer Science, 7:e742.462

Barnes, J., Klinger, R., and Schulte im Walde, S. (2017). Assessing state­of­the­art sentiment models on463

state­of­the­art sentiment datasets. In Proceedings of the 8thWorkshop on Computational Approaches464

to Subjectivity, Sentiment and Social Media Analysis, pages 2–12, Copenhagen, Denmark. Associa­465

tion for Computational Linguistics.466

Barrett, L. F., Khan, Z., Dy, J., and Brooks, D. (2018). Nature of emotion categories: Comment on cowen467

and keltner. Trends in cognitive sciences, 22(2):97–99.468

Bashir, F., Ashraf, N., Yaqoob, A., Rafiq, A., andMustafa, R. U. (2019). Human aggressiveness and reac­469

tions towards uncertain decisions. International Journal of ADVANCEDANDAPPLIED SCIENCES,470

6(7):112–116.471

Basiri, M. E., Nemati, S., Abdar, M., Cambria, E., and Acharya, U. R. (2021). Abcdm: An attention­472

based bidirectional cnn­rnn deep model for sentiment analysis. Future Generation Computer Systems,473

115:279–294.474

Baziotis, C., Athanasiou, N., Chronopoulou, A., Kolovou, A., Paraskevopoulos, G., Ellinas, N.,475

Narayanan, S., and Potamianos, A. (2018). Ntua­slp at semeval­2018 task 1: Predicting affective476

content in tweets with deep attentive rnns and transfer learning. arXiv preprint arXiv:1804.06658.477

Breiman, L. (1996). Bagging Predictors. Machine Learning, 24(2):123–140.478

Breiman, L. (2001). Random Forests. Machine Learning, 45:5–32.479

Buechel, S. and Hahn, U. (2017). Emobank: Studying the impact of annotation perspective and represen­480

tation format on dimensional emotion analysis. In Proceedings of the 15th Conference of the European481

Chapter of the Association for Computational Linguistics: Volume 2, Short Papers, pages 578–585,482

Vancouver, Canada.483

Butt, S., Ashraf, N., Siddiqui, M. H. F., Sidorov, G., and Gelbukh, A. (2021a). Transformer­based484

extractive social media question answering on TweetQA. Computación y Sistemas, 25(1).485

Butt, S., Ashraf, N., Sidorov, G., and Gelbukh, A. (2021b). Sexism identification using BERT and data486

augmentation ­ EXIST2021. In International Conference of the Spanish Society for Natural Language487

Processing SEPLN 2021, IberLEF 2021, Spain.488

Cohen, J. (1960). A coefficient of agreement for nominal scales. Educational and psychological mea­489

surement, 20(1):37–46.490

Cowen, A. S. and Keltner, D. (2018). Clarifying the conceptualization, dimensionality, and structure of491

emotion: Response to barrett and colleagues. Trends in cognitive sciences, 22(4):274–276.492

Devlin, J., Chang, M.­W., Lee, K., and Toutanova, K. (2018). BERT: Pre­training of deep bidirectional493

transformers for language understanding.494

Dorsey, J. (2006). Twitter developer application programming API. https://developer.twitter.495

15/18PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science



com/. [Online; accessed 1­July­2016].496

Ekman, P. (1992). An argument for basic emotions. Cognition and Emotion, 6(3­4):169–200.497

Esuli, A. and Sebastiani, F. (2007). Sentiwordnet: a high­coverage lexical resource for opinion mining.498

Evaluation, 17(1):26.499

Freund, Y. and Schapire, R. E. (1996). Experiments with a new boosting algorithm. In Proceedings of500

the Thirteenth International Conference on International Conference on Machine Learning, ICML’96,501

pages 148–156, San Francisco, CA, USA. Morgan Kaufmann Publishers Inc.502

Ghazi, D., Inkpen, D., and Szpakowicz, S. (2015). Detecting emotion stimuli in emotion­bearing sen­503

tences. In Computational Linguistics and Intelligent Text Processing, volume 9042, pages 152–165.504

Springer.505

Grieve, J. (2007). Quantitative authorship attribution: An evaluation of techniques. Literary and Lin­506

guistic Computing, 22.507

Halim, Z., Waqar, M., and Tahir, M. (2020). A machine learning­based investigation utilizing the508

in­text features for the identification of dominant emotion in an email. Knowledge­Based Systems,509

208:106443.510

Hassan, S., Shaar, S., and Darwish, K. (2021). Cross­lingual emotion detection. arXiv preprint511

arXiv:2106.06017.512

Hastie, T. and Tibshirani, R. (1998). Classification by pairwise coupling. The Annals of Statistics,513

26(2):451–471.514

Hochreiter, S. and Schmidhuber, J. (1997). Long short­term memory. Neural Comput., 9(8):1735–1780.515

Ide, N., Baker, C. F., Fellbaum, C., and Passonneau, R. J. (2010). The manually annotated sub­corpus: A516

community resource for and by the people. In Proceedings of the ACL 2010 conference short papers,517

pages 68–73.518

James A Russell, A. M. (1977). Evidence for a three­factor theory of emotions. Journal of Research in519

Personality, 11(3):273 – 294.520

Jannach, D. and Ludewig, M. (2017). When recurrent neural networks meet the neighborhood for session­521

based recommendation. In Proceedings of the Eleventh ACM Conference on Recommender Systems,522

pages 306–310.523

Ju, X., Zhang, D., Li, J., and Zhou, G. (2020). Transformer­based label set generation for multi­modal524

multi­label emotion detection. In Proceedings of the 28th ACM International Conference on Multime­525

dia, pages 512–520.526

Jurgens, D. A., Turney, P. D., Mohammad, S. M., and Holyoak, K. J. (2012). Semeval­2012 task 2:527

Measuring degrees of relational similarity. In Proceedings of the First Joint Conference on Lexical528

and Computational Semantics ­ Volume 1: Proceedings of the Main Conference and the Shared Task,529

and Volume 2: Proceedings of the Sixth International Workshop on Semantic Evaluation, SemEval530

’12, pages 356–364, USA. Association for Computational Linguistics.531

Khan, L., Amjad, A., Ashraf, N., Chang, H.­T., and Gelbukh, A. (2021). Urdu sentiment analysis with532

deep learning methods. IEEE Access, pages 1–1.533

Kim, Y. (2014). Convolutional neural networks for sentence classification. In Proceedings of the534

2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 1746–1751,535

Doha, Qatar. Association for Computational Linguistics.536

Kohavi, R. (1995). The power of decision tables. In Proceedings of the 8th European Conference on537

Machine Learning, ECML ’95, pages 174–189, Berlin, Heidelberg. Springer­Verlag.538

Kumar, Y., Mahata, D., Aggarwal, S., Chugh, A., Maheshwari, R., and Shah, R. R. (2019). Bhaav­a text539

corpus for emotion analysis from hindi stories. arXiv preprint arXiv:1910.04073.540

Lex, E., Juffinger, A., and Granitzer, M. (2010). A comparison of stylometric and lexical features for web541

genre classification and emotion classification in blogs. In 2010 Workshops on Database and Expert542

Systems Applications, pages 10–14.543

Li, D., Li, Y., and Wang, S. (2020). Interactive double states emotion cell model for textual dialogue544

emotion prediction. Knowledge­Based Systems, 189:105084.545

Li, Y., Su, H., Shen, X., Li, W., Cao, Z., and Niu, S. (2017). Dailydialog: A manually labelled multi­turn546

dialogue dataset. In Proceedings of the The 8th International Joint Conference on Natural Language547

Processing, pages 986–995, Taipei, Taiwan. AFNLP.548

Linden, G., Smith, B., and York, J. (2003). Amazon. com recommendations: Item­to­item collaborative549

filtering. IEEE Internet computing, 7(1):76–80.550

16/18PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science



Liu, V., Banea, C., and Mihalcea, R. (2017). Grounded emotions. In 2017 Seventh International Confer­551

ence on Affective Computing and Intelligent Interaction (ACII), pages 477–483. IEEE.552

Mehmood, K., Essam, D., Shafi, K., and Malik, M. K. (2019). Sentiment analysis for a resource poor553

language—roman Urdu. ACM Trans. Asian Low­Resour. Lang. Inf. Process., 19(1).554

Mili฀ka, J. and Kubát, M. (2013). Vocabulary richness measure in genres. Journal of Quantitative555

Linguistics, 20:339–349.556

Mohammad, S., Kiritchenko, S., and Zhu, X. (2013). NRC­canada: Building the state­of­the­art in557

sentiment analysis of tweets. In Second Joint Conference on Lexical and Computational Semantics558

(*SEM), Volume 2: Proceedings of the Seventh International Workshop on Semantic Evaluation (Se­559

mEval 2013), pages 321–327, Atlanta, Georgia, USA. Association for Computational Linguistics.560

Mohammad, S. M. and Bravo­Marquez, F. (2017). Emotion intensities in tweets. In Proceedings of561

the 6th Joint Conference on Lexical and Computational Semantics, pages 65–77, Vancouver, Canada.562

Association for Computational Linguistics.563

Mohammad, S. M., Zhu, X., Kiritchenko, S., and Martin, J. (2015). Sentiment, emotion, purpose, and564

style in electoral tweets. 51(4).565

Murthy, A. R. and Kumar, K. A. (2021). A review of different approaches for detecting emotion from566

text. In IOP Conference Series: Materials Science and Engineering, volume 1110, page 012009. IOP567

Publishing.568

Mustafa, R. U., Ashraf, N., Ahmed, F. S., Ferzund, J., Shahzad, B., and Gelbukh, A. (2020). A multiclass569

depression detection in social media based on sentiment analysis. In Latifi, S., editor, 17th Interna­570

tional Conference on Information Technology–New Generations (ITNG 2020), pages 659–662, Cham.571

Springer International Publishing.572

Öhman, E., Pàmies, M., Kajava, K., and Tiedemann, J. (2020). Xed: A multilingual dataset for sentiment573

analysis and emotion detection. arXiv preprint arXiv:2011.01612.574

Panigrahi, R., Borah, S., Bhoi, A. K., Ijaz, M. F., Pramanik, M., Jhaveri, R. H., and Chowdhary, C. L.575

(2021a). Performance assessment of supervised classifiers for designing intrusion detection systems:576

A comprehensive review and recommendations for future research. Mathematics, 9(6):690.577

Panigrahi, R., Borah, S., Bhoi, A. K., Ijaz, M. F., Pramanik, M., Kumar, Y., and Jhaveri, R. H. (2021b).578

A consolidated decision tree­based intrusion detection system for binary and multiclass imbalanced579

datasets. Mathematics, 9(7):751.580

Pennebaker, J. W., Francis, M. E., and Booth, R. J. (2001). Linguistic inquiry and word count: LIWC581

2001. Mahway: Lawrence Erlbaum Associates, 71.582

Plaza­del Arco, F. M., Martín­Valdivia, M. T., Ureña­López, L. A., and Mitkov, R. (2020). Improved583

emotion recognition in spanish social media through incorporation of lexical knowledge. Future Gen­584

eration Computer Systems, 110:1000–1008.585

Plaza del Arco, F. M., Strapparava, C., Urena Lopez, L. A., and Martin, M. (2020). EmoEvent: A multi­586

lingual emotion corpus based on different events. In Proceedings of the 12th Language Resources and587

Evaluation Conference, pages 1492–1498, Marseille, France. European Language Resources Associa­588

tion.589

Plutchik, R. (1980). Chapter 1 ­ a general psychoevolutionary theory of emotion. In Plutchik, R. and590

Kellerman, H., editors, Theories of Emotion, pages 3 – 33. Academic Press.591

Plutchik, R. (2001). The nature of emotions: Human emotions have deep evolutionary roots, a fact that592

may explain their complexity and provide tools for clinical practice. American scientist, 89(4):344–593

350.594

Preotiuc­Pietro, D., Schwartz, H. A., Park, G., Eichstaedt, J., Kern, M., Ungar, L., and Shulman, E.595

(2016). Modelling valence and arousal in facebook posts. In Proceedings of NAACL­HLT 2016,596

pages 9–15, San Diego, California. Association for Computational Linguistic.597

Sadeghi, S. S., Khotanlou, H., and RasekhMahand, M. (2021). Automatic persian text emotion detection598

using cognitive linguistic and deep learning. Journal of AI and Data Mining, pages –.599

Sagar, R., Jhaveri, R., and Borrego, C. (2020). Applications in security and evasions in machine learning:600

A survey. Electronics, 9(1):97.601

Salzberg, S. (1994). C4.5: Programs for Machine Learning by J. Ross Quinlan. Morgan Kaufmann602

Publishers, Inc., 1993. Machine Learning, 16:235–240.603

Samy, A. E., El­Beltagy, S. R., and Hassanien, E. (2018). A context integrated model for multi­label604

emotion detection. Procedia computer science, 142:61–71.605

17/18PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science



Schuff, H., Barnes, J., Mohme, J., Padó, S., andKlinger, R. (2017). Annotation, modelling and analysis of606

fine­grained emotions on a stance and sentiment detection corpus. In Proceedings of the 8thWorkshop607

on Computational Approaches to Subjectivity, Sentiment and Social Media Analysis, pages 13–23,608

Copenhagen, Denmark. Association for Computational Linguistic.609

Strapparava, C. and Mihalcea, R. (2007). Semeval­2007 task 14: Affective text. In Proceedings of the610

4th International Workshop on Semantic Evaluations, SemEval 07, pages 70–74, USA. Association611

for Computational Linguistics.612

Strapparava, C. and Valitutti, A. (2004). Wordnet­affect: an affective extension of WordNet. Vol 4., 4.613

Tripto, N. I. and Ali, M. E. (2018). Detecting multilabel sentiment and emotions from bangla youtube614

comments. In 2018 International Conference on Bangla Speech and Language Processing (ICBSLP),615

pages 1–6. IEEE.616

Warriner, A. B., Kuperman, V., and Brysbaert, M. (2013). Norms of valence, arousal, and dominance617

for 13,915 english lemmas. Behavior research methods, 45(4):1191–1207.618

Weller, O. and Seppi, K. (2019). Humor detection: A transformer gets the last laugh. arXiv preprint619

arXiv:1909.00252.620

Zhang, D., Ju, X., Li, J., Li, S., Zhu, Q., and Zhou, G. (2020). Multi­modal multi­label emotion detection621

with modality and label dependence. In Proceedings of the 2020 Conference on Empirical Methods in622

Natural Language Processing (EMNLP), pages 3584–3593.623

Zhang, L., Wang, S., and Liu, B. (2018). Deep learning for sentiment analysis: A survey. Wiley Inter­624

disciplinary Reviews: Data Mining and Knowledge Discovery, 8(4):e1253.625

18/18PeerJ Comput. Sci. reviewing PDF | (CS-2021:06:62080:1:2:NEW 28 Nov 2021)

Manuscript to be reviewedComputer Science


