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ABSTRACT

The exponential growth in computer technology throughout the past two decades
has facilitated the development of advanced image analysis techniques which aid the
field of medical imaging. CT is a widely used medical screening method used to
obtain high resolution images of the human body. CT has been proven useful in the
screening of the virus that is responsible for the COVID-19 pandemic by allowing
physicians to rule out suspected infections based on the appearance of the lungs from
the CT scan. Based on this, we hereby propose an intelligent yet efficient CT
scan-based COVID-19 classification algorithm that is able to discriminate negative
from positive cases by evaluating the appearance of lungs. The algorithm is
comprised of four main steps: preprocessing, features extraction, features reduction,
and classification. In preprocessing, we employ the contrast limited adaptive

histogram equalization (CLAHE) to adjust the contrast of the image to enhance the
details of the input image. We then apply the q-transform method to extract features
from the CT scan. This method measures the grey level intensity of the pixels which
reflects the features of the image. In the feature reduction step, we measure the mean,
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INTRODUCTION

The rapid spread of “coronavirus SARS-CoV-2” during the first few months of 2020

has led the World Health Organization (WHO) to classify the disease as a pandemic.
The total reported number of cases for COVID-19 has exponentially increased from
only 282, as of 21 January 2020, to 11 million, as of February 2021 (World Health
Organization, 2021). With such a high number of cases, it is imperative to find ways to
reduce the burden of diagnosis on the healthcare systems. One of such ways is to help
clinicians make faster yet accurate decisions. COVID-19 is routinely diagnosed using a
number of methods, one of which is through the use of computed tomography (CT) scan.
CT is a non-invasive imaging technology used to obtain high quality images of the body for
the diagnosis or monitoring of several diseases (Hasan et al., 2020). The CT imaging
utilizes X-ray radiation to quantify the density of the target tissue. Highly-dense tissues,
such as bones, absorb greater amounts of radiation, thereby exhibiting stronger signal
intensity. In contrast, softer tissues, such as lungs, absorb less radiation and exhibit weaker
signals. Accordingly, it is not always feasible to clearly distinguish the boundaries between
different types of tissues and organs. The SARS-CoV-2 mainly attacks the lungs. This
causes the formation of fibrotic tissue which can be detected through CT imaging (World
Health Organization, 2021). Lung fibrosis involves the scarring and stiffening of the lung
tissue, thereby giving the tissue a dense appearance in the CT scan.

Generally, the majority of the image classification algorithms use either handcrafted or
deep learning for features extraction. In the handcrafted model, the primary features
such as shape and texture are extracted. While the deep learning algorithm extracts
features from images through the convolutional layers (Ahmad, Farooq & Ghani, 2021).
Recent work presents some benefits of using the deep learning CNN as a feature extraction
(Bhattacharya et al., 2021). However, the limited amount of patient data and the
computational load are inevitable challenges for the training of CNN (Gadekallu
et al., 2020). To overcome this limitation, there are methods that work on the basis of
combination of handcrafted and deep learning CNN features extraction (Hasan et al.,
2019). However, these techniques require high hardware capacity and balanced image
dataset. This can lead to poor performance, not only when using the dataset with CNN but
also the classification of features with other classifiers (Vasan et al., 2020). This observation
motivated us to ensure that the extracted features should represent the image
characteristics that are related to the classification.

Unlike the existing techniques of machine learning with large number of extracted
features, the proposed work relays on the new g-transform model to extract the optimal
teatures from the CT scans.

Based on this, we propose in this study an automated algorithm for the classification of
COVID-19 cases based on the appearance of lungs in CT scans. The fully-automated
computer algorithm in the clinical setting could reduce the diagnosis time and improve the
workflow at the medical facility. This could ultimately alleviate the burden on the
healthcare system. The proposed algorithm comprises four primary steps: preprocessing,
features extraction, features reduction, and classification. In the first step, the contrast of
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the input image is adjusted using CLAHE to enhance the details of the input image. This
helps improve the overall accuracy of the algorithm by allowing features to be extracted
properly. In the second and third steps, the g-transform method is used to extract only the
essential features from the image. Finally, a number of classifiers are used for the
classification process. Moreover, 5-fold cross validation is employed to determine
whether an input image is healthy (i.e., not infected) or pathological (i.e., infected). These
classifiers include the “k-nearest neighbor”, “decision tree”, and “support vector machine”.
Judging by the obtained experimental results, the proposed algorithm is accurate and
efficient, and can be considered a suitable algorithm to be implemented in real-world
applications and clinical settings.

RELATED WORK

The process of image classification perquisites the extraction of visual features from
input images. When considering the features extraction methods, the reported image
classification algorithms can be classified under two main categories: handcrafted, and
deep learning. In the handcrafted model, the shape and texture comprise the primary
features that are extracted from medical images for the purpose of classification (Olayemi,
Zare & Fermi, 2019; Venkatraman ¢ Alazab, 2018). These features are either extracted
from the whole image or from subregions within the images to obtain a large set of features
that represents the input image (Dimitrovski et al., 2015; Kumar et al., 2016). In that
sense, the input image is represented by a set of features which depict certain
characteristics of the image, such as textures, colors, shapes, and patterns.

Oztiirk, Ozkaya ¢ Barstugan (2021) proposed a low dimension handcrafted features
for image classification to detect COVID-19 in X-ray and CT images. The extracted
features were based on GLCM; LBGLCM; GLRLM, and SFTA. The achieved classification
accuracy was 98%. The good classification performance was due to the limited testing
image samples used.

Correspondingly, the type and quality of the extracted features define the robustness of
methods that use the handcrafted model. This constitutes the primary limitation of the
handcrafted model, since some essential features may be overlooked while non-essential
counterparts are over-represented. To mitigate this, several works have been proposed to
automate the classification of COVID-19 using deep learning with handcrafted model as
feature extraction.

Zhang et al. (2021) proposed a combination of deep convolutional and handcrafted
features extracted from X-ray chest scans. The extracted features included the GTexture;
the Gray-Level Co-Occurrence Matrix (GLCM); the Gray Level Difference Method
(GLDM); the Fast Fourier Transform, Wavelet transform, and Local Binary Pattern.
The combining of features has improved the performance of the classification task up to
98.8%. This method used a large number of features and relays on both image content and
image quality.

In another work, Hasan et al. (2020) proposed an algorithm which combines deep
learning with q-deformed entropy for feature extraction to classify lung CT scans as
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COVID-19, pneumonia, or healthy cases. The reported SVM classification accuracy was
96.20% for a collected dataset comprising 321 lung CT scans. However, the feature
extraction using deep learning approach needs large datasets to be capable of
distinguishing between COVID-19 and other infectious viral diseases. Moreover,
Shankar & Perumal (2020) proposed a novel fusion model hand-crafted with deep learning
features model for diagnosis and classification of COVID-19. The feature extraction
model incorporated the fusion of handcrafted features with the help of local binary
patterns and deep learning features. The achieved accuracy was 94.85% on a dataset
composed of 27 images under normal class, 220 images under COVID-19, 11 images
under SARS and 15 images in Pneumocystis class. The limitation of this method is
associated with the small training dataset.

Methods implementing CNNs demonstrate high classification accuracy and better
overall performance compared to their handcrafted counterparts (Bhattacharya et al.,
2021). However, despite their advantages, CNNs may sometimes extract inadequate
features from images, which may affect the accuracy of the classification process. To
overcome this, a feature selection technique can be used to define essential features for each
specific classification application. Hasan et al. (2019) used deep learning to extract features
from brain MRI scans. In their work, the handcrafted features were extracted using the
“modified gray level co-occurrence matrix” (MGLCM) method to enhance the
classification accuracy of the SVM classifier. The reported results demonstrated that
the classification accuracy has increased up to 99.30%. This work has demonstrated a
novel approach to enhance the overall classification accuracy of deep learning-based
algorithms. Li et al. (2020) proposed a CNN-based, fully-automated algorithm that
analyzes CT scans to detect COVID-19 cases and differentiate COVID-19 from
pneumonia. The reported COVID-19 detection accuracy was 96% for a dataset that
comprised 400 CT scans. The work in Song et al. (2020) presented a deep learning-based,
automated diagnosis system to identify COVID-19-positive cases through analysis of
lung CT scans. The achieved accuracy was 95% when tested with a collected dataset
comprising 88, 86 and 100 CT scans of COVID-19, healthy and bacterial pneumonia cases,
respectively.

In a recent study (Ahmad, Farooq & Ghani, 2021), a deep COVID-19 classification
method has been proposed to distinguish between four different chest-related infections
using a large and balanced dataset. The method uses ensemble learning, fine-tuning,
data augmentation, and transfer learning. The achieved accuracy was 94%. The limitation
of the study was the dataset which was not sufficient for practical COVID-19
identification. The summary of recent studies which deal with the classification of
COVID-19 cases from medical images is presented in Table 1.

It is noteworthy that most of the datasets employed in earlier COVID-19 image
classification studies are imbalanced. Meaning the number of images for different
classification categories are not equal (Ahsan et al., 2021). This can introduce bias and
reduce the classification accuracy of the method in real life applications. Moreover, other
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Table 1 Summary of recent studies which deal with the classification of COVID-19 cases from medical images.

Reference

Aim

Dataset

Evaluation

Limitations

Oztiirk, Ozkaya

& Barstugan
(2021)

Zhang et al.
(2021)

Hasan et al.
(2020)

Shankar &
Perumal
(2020)

Li et al. (2020)

COVID-19 X-ray and CT scans
classification using low
dimension features, inlcuding:
GLCM, LBGLCM, GLRLM, and
SFTA

Classification of COVID-19 in
chest X-ray scans by using deep
convolutional and handcrafted
features.

The extracted features are:
GTexture, GLCM, GLDM,

Fast Fourier Transform, Wavelet
transform, and LBP

Classification of COVID-19 cases
by using chest CT scans through
a combination of Q-Deformed
entropy and deep learning
features

Classification of COVID-19 cases
from chest X-ray images using
LBP with deep learning features

Classification of COVID-19 cases
from volumetric chest CT scans
using the deep learning model
COVNet

Song et al. (2020) Classification of COVID-19 cases

from CT scans using deep
learning

Chest X-ray and CT scans, with 4 Achieved a

ARds images, 101 COVID-19
images, 2 pneumocystis-
pneumonia images, 11 SARS
images, and 6 streptococcus
images

The dataset contained 5,143 X-
ray images categorized into
COVID-19, normal and
pneumonia cases

The dataset comprised 321 chest
CT scans, of which 118 were
from infected COVID-19
patients, 96 from infected
pneumonia patients, and 107
from healthy people

The images from the dataset
included 27 healthy cases, 220
COVID-19 cases, 11 SARS
cases, and 15 Pneumocystis
cases

The dataset included 4352 scans
from 3322 patients

The images from the dataset
included 88 COVID-19 cases,
86 healthy cases, and 100
bacterial pneumonia cases

classification
accuracy of
98%

Achieved a
classification
accuracy of
98.8%

Achieved a
classification
accuracy of
96.2%

Achieved a
classification
accuracy of
94.85%

The model
achieved
classification
sensitivity of
90% and
specificity of
96%

The achieved
accuracy was
95%

Lack of depth analysis using larger
datasets.
The good classification performance was
due to the use of limited samples of
testing images

This method has a large number of
features and relays on both image
contents and quality which could be
inconsistent and subject to artifacts.
There were 308 features extracted from
each image, and evaluated using 14
different statistical measures. This
increases the computational complexity
and reduces the efficiency of the method

Feature extraction using deep learning
approach needs large datasets, as
opposed to the small dataset used in their
proposed study. Accordingly, more in-
depth analyses using larger datasets are
needed

The use of small training dataset may have
skewed the classification accuracy of the
method

Lack of clear methodology for the
classification of COVID-19 cases

The use of deep learning for feature
extraction requires large datasets (which
is not the case here), in addition to
premium hardware

factors, such as feature extraction technique, and the machine-learning algorithm used can

play a role in determining the classification accuracy of methods.

From the above, it can be realized that the feature extraction process is the key

determinant of the classification accuracy of an algorithm. Accordingly, the extracted

features should be representative of the image characteristics and at the same time to
improve the performance of the algorithm (Al-Shamasneh et al., 2018; Ala’a et al., 2020;
Ibrahim, Hasan & Jalab, 2018; Jalab, Ibrahim ¢ Ahmed, 2017; Jalab et al., 2019).
Therefore, in this study, we propose a new and an efficient algorithm to extract essential
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Figure 1 The proposed model. Full-size K&l DOT: 10.7717/peerj-cs.553/fig-1

features from lung CT scans for the classification of COVID-19 cases. The present study
achieves the following:

1. Propose an efficient and accurate algorithm for the classification of COVID-19 cases
based on lung CT scans using the q-transform algorithm for feature extraction. As well
as, using a number of statistical measures to reduce the extracted features to optimal
levels in order to improve the overall performance of the algorithm.

2. Test the algorithm with an open-access dataset that contains a large number of CT
scans. Such datasets are considered as benchmarks since they are readily available and
enable relative comparison with relevant algorithms.

3. Compare the results of the proposed model with the results of a number of recent, state-
of-art algorithms that deal with the same topic.

MATERIALS AND METHODS

The ultimate aim of the proposed algorithm is to efficiently classify lung CT scans into
either COVID-19 -positive or -negative (healthy) cases. This is done over four main stages:
pre-processing, features extraction, features reduction, and classification, as shown in
Fig. 1.

Dataset description

In this study, lung CT scans dataset was used. The dataset is a balanced dataset and has
been obtained from the “Italian Society of Medical and Interventional Radiology (SIRM)”
(COVID-19 Database: Casistica Radiologica Italiana, https://www.sirm.org/category/
senza-categoria/covid-19/). The dataset comprises 276 lung CT scans which are equally
divided into COVID-19 positive and negative cases. The balanced dataset makes the
proposed classification model more efficient to provide better prediction accuracy. Sample
images from the dataset are presented in Figs. 2 and 3.
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(b)
Figure 2 Sample scans from the dataset before and after enhancement showing healthy lungs.
(A) Original CT scans, (B) enhanced CT scans. Full-size ka] DOI: 10.7717/peerj-cs.553/fig-2

N R
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(b)

Figure 3 Sample scans from the dataset before and after enhancement showing infected lungs.
(A) Original CT scans, with red circles highlighting some regions where fibrosis can be seen;
(B) enhanced CT scans. Full-size ] DOT: 10.7717/peerj-cs.553/fig-3

CT lung scan pre-processing

Since CT imaging relies on the measurements provided by several independent detectors,
the technology is prone to developing image artifacts. Such artifacts can lead to intensity
variation between consecutive scans, and could affect the quality of the scans’ features.
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To mitigate this issue, a preprocessing step is implemented to facilitate better features
extraction and improve the accuracy of the algorithm. Here, we used the “contrast-limited
adaptive histogram equalization” (CLAHE) as a preprocessing step for contrast
enhancement. By using CLAHE, we are able to accentuate the pixels of the image that
represent essential features. CLAHE is based on “Adaptive histogram equalization” (AHE)
technique. The contrast of an image is enhanced by computing several histograms, where
each histogram corresponds to a region of the image. This allows for local contrast
enhancement within an image. However, AHE is prone to over enhance noise under
normal circumstances. Thus, CLAHE has been made to overcome this issue by limiting
luminance amplification. CLAHE comprises three main steps: generation of tile,
equalization of histogram, and bilinear interpolation. Accordingly, the input image is
initially split into regions called tiles. Next, histogram equalization is carried out on each of
these tiles. The histogram is represented by bins for each tile where bins values that are
greater than the clip limit are gathered then distributed to other bins. The output tiles are
merged together by using a bilinear interpolation to produce a contrast-enhanced copy of
the input image.

Features extraction

In this study, we propose a new, q-transform-based feature extraction method to

extract essential features from lung CT scans for the classification of COVID-19 cases.
To improve the performance and efficiency of the algorithm, we extract an optimal
number of features from each image (Al-Shamasneh et al., 2018; Ala’a et al., 2020; Jalab,
Ibrahim ¢ Ahmed, 2017; Jalab et al., 2019; Roy et al., 2016). As mentioned in the
introduction section, COVID-19-induced lung fibrosis can be detected through CT
imaging after a few weeks of being infected. This pathological manifestation provides a
cue to identify COVID-19 cases from medical images. Therefore, by adopting the
deformation theory, we propose DTFE feature extraction model for studying the features
of lung tissue from CT scans. The q-derivative Aql of a function I(x) is given by Fitouhi ¢
Bettaibi (2006):

AI(x) = % 1)

The g-logarithm deformation is given by Eq. (2) (Umarov, Tsallis & Steinberg, 2008):

In(x) g=1,7>0

'\l_q_l
E—  q#11>0 (2)

Undefined 1 <0

lnq(%) =

The g-transform (Tq) has been intensively explored as a transformation process in
various applications, including entropy. Eq. (2) implies the generalization of the following
q- transform:
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Algorithm 1 g-transform feature extraction.

Initialization: I=Input image, q=0.5

For each Input image I do

(b1, b2, ..., bn) « divide I into n blocks of size 16 x 16 pixels
For i=1 to n do

Tq ¢ I=(1,2,...n) // Tq Features of all (n) blocks

EndFor

EndFor

T, (x) = \/—2 In4 (x) con(2nx) (3)

where x is the pixel probability, and q = 0.5 has been chosen experimentally.

To use Tq in feature extraction, we assume a positive number as the value of the pixel,
thus, we utilize the radius (|q|) to satisfy this condition. Tq is calculated here according to
the intensity of the pixels’ grey level which is representative of the features of the image.
In our proposed algorithm, the input image is divided into non-overlapping blocks
measuring “w x w” pixels, then Tq is calculated for each of these blocks. From every lung
CT scan, a total of 1,024 features are extracted. A summary outlining the steps for the
proposed Tq feature extraction model is presented in Algorithm 1.

In the proposed feature extraction algorithm, the q transform operator plays a
vital role in achieving better feature extraction results. Here, the value of q has been
experimentally set to 0.5. The distributions of textural features provide a statistical basis
for identifying healthy and infected lungs from CT scans. Hence, the advantageous effect of
the proposed Tq is shown in Fig. 4 in terms of the mean and standard deviation.

It can be seen that the features are well clustered into two different classes, which are
“healthy” and “infected” and are not overlapping. The well separation of features of the two
classes can improve the performance of classification. The logic behind using Tq for
feature extraction lies in the capability of Tq to efficiently capture the details of the image
according to the pixel’s probability ((x) in Eq. (3)), which represents the texture. This
demonstrates the contribution of Tq to this study. Therefore, we can conclude that Tq
helps widen the differences between pixel values for the healthy and infected lungs classes.

Features reduction

In order to optimize the performance of the proposed algorithm, we implemented a feature
reduction step to limit the total extracted features to only essential ones. This is done by
obtaining the following statistical measures from each extracted feature set: mean,
standard deviation, skewness and kurtosis. Feature reduction increases the performance of
the algorithm and reduces its overhead and resources allocation, without affecting its
classification accuracy. Essentially, for each feature set extracted using the q-transform
method (1,024 features for each image), the aforementioned statistical measures are
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Figure 4 The proposed feature distribution for healthy and infected lungs.
Full-size K&l DOTI: 10.7717/peerj-cs.553/fig-4

calculated. An optimal set of only 4 features for each image is stored in a one-dimensional
array and used as the final feature. This is subsequently used with the classifiers for the
classification process.

Classification

1.

Three types of classifiers were used in this study: “k-nearest neighbor”, “decision tree”, and
SVM. These classifiers are accessible from MATLAB R2020b software.

k-nearest neighbor. The “k-nearest neighbor” (k-NN) algorithm, as the name suggests,
searches for the nearest neighbors in a dataset. “Euclidean function” is often used to
calculate the distance, then the values are sorted and assigned to the corresponding class
(Nour, Comert ¢» Polat, 2020). This classifier is one of the most utilized classifiers in the
field.

. Decision tree. The “decision tree” (DT) classifier comprises roots, leaves, and branches

which descend from top to bottom. This classifier has been designed for simple
classification problems.

. Support Vector Machine. SVM is a widely used algorithm for classification as well as

regression problems. In this algorithm, a pair of data is represented by a point in an
n-dimensional space. For binary classification applications (such as the case with our
proposed work), a hyper-plane is determined, and then the classification is made.
This classifier makes it easy to have a linear hyper-plane between the two classes but the
gap between them needs to be optimized (Shafaq et al., 2021).
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Evaluation metrics
Accuracy, specificity and sensitivity were used as the primary evaluation metrics to
evaluate the performance of the proposed algorithm, and they are defined as follows:

TP+ TN
Accuracy = (4)
TP + TN + FP + FN

TP

Sensitivity = ——— (5)
TP + FN

TP
Sensitivity = ———— 6
ensitivity TP+ N (6)

where “TP” (“true positive”) and “TN” (“true negative”) respectively refer to the positive
and negative COVID-19 cases (i.e., scans) that are correctly classified as such; while “FP”
(“false positive”) and “FN” (“false negative”) represent the number of COVID-19 cases
that are incorrectly classified, where a positive case is identified as negative and vice versa.
All of the performed operations were carried out using MATLAB 2020b on a system
running Microsoft Windows 10.

EXPERIMENTAL RESULTS AND DISCUSSION

The collected dataset has been used for both training and evaluation purposes. A total of
70% of the scans were used for training, and the remaining 30% were used to evaluate the
performance of the algorithm. Five-fold cross-validation has been implemented where
the whole dataset was divided into five smaller subsets. Therefore, for each of the iterations,
210 scans were used as training samples, and 90 scans were used for testing. One of the
five subsets was used for every iteration. This approach ensures that every CT scan is
processed in training and evaluation, thus eliminating any possible bias associated with
selective data selection. The code was developed using MATLAB 2020b.

The classification results obtained from the three classifiers (i.e., KNN, Decision tree,
and SVM) are presented in Table 2. From Table 2, it can be seen that amongst the three
classifiers, SVM performed the best in terms of accuracy, sensitivity, and specificity.
Nonetheless, all of the three classifiers produced rather identical rates. This attests to the
robustness and flexibility of the proposed feature extraction method.

Table 2 shows the results of the COVID-19 classification performance of the proposed
method. It can be seen that the detection accuracy is 98.25% with 95.30% sensitivity
and 97.60% specificity when using SVM. This shows that using the q-transform method
for feature extraction yields an excellent classification accuracy rate. Additionally, it can
be noted that the proposed method achieved a rather consistent classification rate
(298%) for all of the tests, and the classifiers listed in Table 2. This demonstrates that the
proposed method works well irrespective of the feature’s complexities of the CT scans.

To further show the strengths of the proposed work, we compared our algorithm with a
number of the most popular and recent state-of-art classification methods. Wang et al.
(2020) presented a modified CNN-based, transfer-learning model to classify COVID-19
cases through the analysis of lung CT scans. The reported accuracy was 89.5% with
specificity and sensitivity of 88% and 87% respectively. Similarly, Wang, Lin ¢ Wong
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Table 2 Classification results obtained from KNN, Decision tree, and SVM classifiers.

Classifiers Accuracy TP% TN% Sens Spec
% % %
KNN 98 97.50 98.50 95 97
Decision tree 98 97.60 98.40 95 97
SVM 98.25 97.70 98.80 95.30 97.60

Table 3 Relative comparison with a number of similar, state-of-art methods.

Method Accuracy TP% TN% Sens % Spec %
%
Wang et al. (2020) 89.50 - - 87.00 88.00
Wang, Lin & Wong (2020) 92.64 - - 91.37 95.76
Hasan et al. (2020) 96.20 94.90 98.10 - -
Nour, Cémert & Polat (2020) 97.14 - - 94.61 98.29
Waheed et al. (2020) 95 - - 90 97
Proposed Method (SVM) 98.25 97,70 98.80 95.30 97.60

(2020) presented a deep CNN for the classification of COVID-19 cases. The model
managed to achieve an accuracy rate of 92.64%, with sensitivity and precision of 91.37%
and 95.75%, respectively. As described earlier, Hasan et al. (2020) proposed deep learning
and a deformed entropy-based algorithm for the classification of COVID-19 and
pneumonia. The algorithm reportedly scored an accuracy rate of 96.20%. Alternatively,
Nour, Comert ¢ Polat (2020) proposed CNN-based feature extraction model which was
trained using a novel serial network that comprised five convolution layers. The model
achieved an accuracy of 97.14%, with sensitivity and precision rates of 94.61% and
98.29% respectively. In the work presented in Waheed et al. (2020), a new approach to
enhance COVID-19 detection accuracy was proposed by developing an “Auxiliary
Classifier Generative Adversarial Network” (ACGAN)-based model to generate synthetic
chest X-ray images. This approach managed to increase the detection of COVID-19 cases
from 85% to 95%.

Comparing these results with Table 3, it is understood that the performance of the
proposed classification method is higher. Considering the proposed g-transform model
along with feature reduction, it is seen that the proposed g-transform model is more
suitable for lung CT scan feature extraction. It can thus be concluded that its effect will be
high, especially in the investigation of COVID-19 detection in CT scans.

Although the proposed classification algorithm outperforms the aforementioned
algorithms, it should still be taken into account that not all of the algorithms mentioned
use the same dataset. Moreover, the proposed method can only differentiate between
negative and positive COVID-19 cases from lung CT scans, but cannot discriminate
COVID-19 cases from other pneumonia conditions. Nonetheless, due to the proven
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flexibility of our algorithm, it is highly probable that it can still perform well if tested with
different datasets. A summary of the relative comparison is presented in Table 3.

CONCLUSION

This study presented a new automated algorithm for the classification of COVID-19 cases
from lung CT scans. The algorithm uses a proposed q-transform model along with
feature reduction to extract optimal features from the CT scans to ensure an efficient yet
accurate performance of the algorithm. The classification was carried out by three different
classifiers: the “k-nearest neighbor”, “decision tree”, and the SVM. When tested with a
dataset comprising 276 lung CT scans, the algorithm achieved classification accuracy of
98.25%, with 95.30% sensitivity and 97.60% specificity with SVM. These results prove
that the proposed method is flexible and efficient, which reflects the strengths of the
g-transform model. It is noteworthy that, although feature reduction reduces resources
allocation and improves performance, some information from the image may have been
lost due to this. Accordingly, this may have affected the classification accuracy, but
insignificantly. Possible future improvements include adding the ability to detect other
types of pneumonia, and to use other medical imaging formats (e.g., X-ray and MRI scans)
as input images while maintaining the same level of efficiency.
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