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ABSTRACT
Diabetes is one of the most prevalent diseases in the world, which is a metabolic
disorder characterized by high blood sugar. Diabetes complications are leading to
Diabetic Retinopathy (DR). The early stages of DR may have either no sign or cause
minor vision problems, but later stages of the disease can lead to blindness. DR
diagnosis is an exceedingly difficult task because of changes in the retina during
the disease stages. An automatic DR early detection method can save a patient's
vision and can also support the ophthalmologists in DR screening. This paper
develops a model for the diagnostics of DR. Initially, we extract and fuse the
ophthalmoscopic features from the retina images based on textural gray-level
features like co-occurrence, run-length matrix, as well as the coefficients of the
Ridgelet Transform. Based on the retina features, the Sequential Minimal
Optimization (SMO) classification is used to classify diabetic retinopathy. For
performance analysis, the openly accessible retinal image datasets are used, and the
findings of the experiments demonstrate the quality and efficacy of the proposed
method (we achieved 98.87% sensitivity, 95.24% specificity, 97.05% accuracy on
DIARETDB1 dataset, and 90.9% sensitivity, 91.0% specificity, 91.0% accuracy on
KAGGLE dataset).

Subjects Bioinformatics, Computer Vision
Keywords Diabetic Retinopathy, Fundus image, Textural features, Image processing, Continous
Ridgelet transform

INTRODUCTION
The World Health Organization (WHO) assesses that 347 million people currently suffer
from diabetes and that in 2030 this disease will be the seventh leading reason for death
in the world (Murugan, 2019). Over the years, diabetes patients will usually exhibit
deviations from the retina norm, causing an issue called diabetic retinopathy (DR). It is a
serious cause of visual loss, including blindness. It involves type 1 and type 2 diabetes
complications. DR is caused by impaired blood vessels in the retina. Ophthalmologists
diagnosis DR by studying exacting and time-intensive images of the retinal fundus.
Automating DR diagnosis will reduce the pressure on ophthalmologists to concentrate on
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vulnerable patients and allow further medical screening (Umapathy et al., 2019). Retinal
lesions such as hemorrhages (HRs), micro-aneurysms (MAs), and hard exudates (HE)
can be used to identify DR affected retinal images. Figure 1 shows the retinal features.

There are usually two types of DR, such as Proliferative DR (PDR) and
Non-Proliferative DR (NPDR). As new blood vessels develop on the surface of the retina,
PDR has the elements of neovascularization and vitreous fluid hemorrhage and can bleed.
But there are no signs in NPDR and it can only are identified by the retinal image
(Gharaibeh, 2016). The fundus images are graded by the clinical specialist as the normal
retina, mildly affected, moderately affected, and severely affected NPDR retina and PDR
retina (shown in Fig. 2).

The typical retina image does not display any signs of DR characteristics, including
retinal lesions, while blood vessels are clear without any leakage. In the case of mild
NPDR, the micro-aneurysms are observed. During the moderate NPDR, there are
microaneurysms, hemorrhages, damaged exudates, and blood vessels that can expand and
distort. One of the signs will recognize severe NPDR: blockage of certain blood vessels
in retinas, development of new blood vessels. The PDR damaged retina has the
consequences of forming new blood vessels, which are neovascularization of an abnormal
nature. It is developed at the back of the eye; as a result, the vision is blurry; it can burst or
bleed (Li & Li, 2013).

Many automatic DR detection techniques (Argade et al., 2015; Chetoui, Akhloufi &
Kardouchi, 2018; Lam et al., 2018) were proposed. One of the main challenges with DR
diagnosis is that at its early level, it is impossible to recognize the signs. When it goes
beyond the advanced level, it can lead to vision failure entirely. There are other approaches

Figure 1 Illustration of retinal image features. Image credit: DIARETDB1. © Tomi Kauppi, Valentina
Kalesnykiene, Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta Raninen, Raija Voutilainen, Juhani
Pietilä, Heikki Kälviäinen, and Hannu Uusitalo. Full-size DOI: 10.7717/peerj-cs.456/fig-1
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developed to diagnose DR and its intensity rating as a problematic activity for its earlier
identification. Several strategies were implemented to diagnose the difficulty in its early
stages to address this challenge. Having the methods reliable, precise, and cost-effective is
incredibly critical.

The principal cause of mortality for people living with diabetes is cardiovascular disease
(CVD). While diabetes was previously considered a risk similar to CVD, the variability
of this risk is gradually being recognized, with recent guidance available explicitly targeting
diabetic patients providing risk evaluation (Ho et al., 2017). The inclusion of retinopathy
can mean a more negative cardiovascular risk profile for people with type 2 diabetes.
It is understood that diabetics with retinopathy are at risk to have associated cardiovascular
disease factors, such as obesity and dyslipidemia, relative to those without retinopathy,
which can all increase their risk of cardiovascular disease (Klein et al., 2002). Retinopathy is
related to an increased risk of CVD in people with diabetes (Cheung et al., 2013). In
addition to these qualitative measures of microvascular pathology, novel indices of
microvascular injury such as improvements in the retinal vascular caliber can currently be
assessed using computer-assisted systems from the same retinal photographs (Ikram et al.,
2013). Research also demonstrates that certain tests of microvascular disruption are
consistent with CVD not just in the common people (McGeechan et al., 2008), and in
cronies with diabetes. It indicates the retinal tests taken from retinal images, representing
systemic properties of microvascular disease.

Retinal fundus images were often used to detect retinal diseases. Diabetic retinopathy
disorders are observed by image processing algorithms. For the identification of hard
exudates, cotton dots, hemorrhage, and microaneurysm lesions that arise in the initial
stages of the disease, an algorithm focused on retinal image processing techniques and
a decision support system was built in Akyol, Bayir & Sen (2017). Park & Summons
(2018) implemented an effective method for automatically detecting MAs in a retinal
photograph. The approach is based on an automated wavelet transformation and the
decision tree (C4.5) algorithm, which distinguishes cases of DR and non-DR. In RGB
retinal images, this employs both red and green channel data to detect tiny MAs and
obtains the image parameters. Random Forest (RF) was used in Roychowdhury & Banerjee
(2018) to identify retina anomalies caused by Diabetic Retinopathy. A collection of
mathematical and geometric features has been derived from photographs in the archive

Figure 2 Five stages of diabetic retinopathy in fundus images: (A) without DR, (B) mild, (C)
moderate, (D) severe, (E) PDR. Image credit: DIARETDB1. © Tomi Kauppi, Valentina Kalesnykiene,
Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta Raninen, Raija Voutilainen, Juhani Pietilä,
Heikki Kälviäinen, and Hannu Uusitalo. Full-size DOI: 10.7717/peerj-cs.456/fig-2
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that represent the various physical manifestations of the disorder. Machine learning
classification can aid a physician by providing an idea of the severity of the disease. The
work in Bhaskaranand et al. (2016) addressed an automatic DR screening method and
extended it to automatic microaneurysm (MA) turnover prediction, a possible DR risk
biomarker. The DR testing method systematically investigates color retinal fundus
photographs from a patient experience for the specific DR pathologies and gathers the
details from all the pictures corresponding to patient experience to produce a suggestion
for patient monitoring. The MA estimating method aligns retinal images from a
patient’s various experiences, locates MAs, and conducts MA dynamics examination to
determine recent, recurrent, and incomplete maps of lesions and predict MA turnover.

A method of identification for the five intensity stages of diabetic retinopathy has been
developed in Abbas et al. (2017) without taking preprocessing using features derived
from a semi-supervised deep-learning algorithm. The work in Gharaibeh et al. (2018)
suggested an efficient form of image analysis to diagnose diabetic retinopathy diseases
from photographs of the retinal fundus. The following procedures are used for diabetic
retinopathy diagnosis: pre-processing, optical disk identification and elimination,
segmentation, and elimination of the blood vessels, removal of the fovea, and isolation
of features, feature selection, and classification. In Gayathri et al. (2020), the author
focused on extracting Haralick and Anisotropic Dual-Tree Complex Wavelet Transform
features from retinal fundus images that can conduct accurate DR classification. This
characteristic is based on second-order data, and the positional characteristics in
photographs are accurately identified by wavelet transform features.

The work in Wang & Yang (2017) suggested a method of deep learning for the
identification of interpretable diabetic retinopathy. The interpretable visual function of the
proposed approach is accomplished by introducing the activation of the regression map
after the convolutional networks’ global averaging pooling layer. This model will find a
retina image's discriminative regions to display a particular area of concern in terms of
its intensity level. Gargeya & Leng (2017) built and tested a data-driven, deep learning
method as a novel diagnostic tool for DR detection. The algorithm evaluated and labeled
images from the color fundus as normal or having DR, identifying particular events of
patient comparison. The work in Dutta et al. (2018) suggested an automated information
model that classifies DR’s primary antecedents. This model was equipped with three forms
of neural network backpropagation, and Deep Convolutional Neural Network (CNN).

Any retinopathy diagnostics model must measure the weights that give the patient's eye
intensity level. The primary difficulty of this analysis is the exact judgment of thresholds
for each functional level. Weighted Fuzzy C-means algorithm was used to define target
level thresholds. The model should help determine the right degree of seriousness in
diabetic retinopathy photos. Orujov et al. (2020) adopted a fuzzy-based edge detection
method to segment blood vessels in retinal images, which can be adopted for retinopathy
detection. Karthiyayini & Shenbagavadivu (2020) adopted association rule mining for
disease diagnostics from retinal images.

The Deep Learning algorithms are effective in evaluating the properties of blood
pressure, fluid loss, exudates, hemorrhages, and micro-aneurysms as well as other
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structural features of biomedical images (Khan et al., 2020; Sahlol et al., 2020; Sahlol et al.,
2020). Feature fusion is an important technique employed for pattern recognition in
images. Feature fusion can be employed to fuse both manual (handcrafted) features and
features extracted from inner layers of deep neural networks (Woźniak & Połap, 2018; Afza
et al., 2021; Nisa et al., 2020). The advantages of feature fusion allow to achieve more
robust and accurate performance.

This paper aims at the detection of DR determined from retinal fundus images. The
contribution of this paper is as follows. At first, the ophthalmoscopic characteristics are
derived from the photographs of the retina, as well as extracting local binary sequence,
gray-level co-occurrence vector, run length, and adding certain morphological operations.

The novelty of our proposed method is the use of the SMO classification algorithm,
which has not been done before for DR recognition.

The remainder of this paper is structured as follows. The “Materials and methods”
section described the datasets used and the methodology applied. The “Results” section
evaluates the results of the proposed methods. The “Conclusion” section summarizes
the paper.

MATERIALS AND METHODS
This section explicitly details the processing of the diabetic retinopathy through the
fusion of features from gray level co-occurrence matrix (GLCM) and gray level run length
matrix (GLRLM) and Continuous Ridgelet Transform (CRT). Specific problems regarding
feature extraction approaches are examined, and the proposed scheme is refined.

Materials
The data image collection used for this analysis consists of photographs previously
identified as normal (without DR) images and abnormal (DR) images with different stages
like mild, moderate, and severe. Two openly accessible datasets such as DIARETDB1
(DIARETDB1, 2007) and KAGGLE (Kaggle Dataset, 2019) are collected. The DIARETDB1
contains 89 fundus color images (size of 1500 � 1152). According to the experts who
partake in the assessment, 84 images are assigned as DR, and the remaining 5 images are
normal. The fundus images were taken using the identical optical fundus camera with
different exposure settings for a similar 50-degree field of view. This collection of data is
referred to as "fundus images calibration stage 1."

The other retina data is extracted from Kaggle, which are retina scan images at APTOS
2019 Blindness Detection dataset. These images have a size of 224� 224 pixels so that they
can be conveniently used with several pre-trained neural network models. This dataset
contains 5 categories of colored fundus images: No DR, Mild, Moderate, Severe, and PDR.

Methods
This section explains the overall general workflow (shown in Fig. 3), and also explains the
features used for detecting DR. Premature clinical symptoms of diabetic retinopathy
consist of microaneurysms, hemorrhages of dots, spots of cotton wool, blots, and
intraretinal microvascular anomalies (IRMAs). Table 1 shows the clinical features of DR.
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Microaneurysms and dot hemorrhages occur on the fundus as small lesions that
characterize the ballooning of capillaries in which the vessel wall is weakened by the lack of
pericyte protection and/or glial attachment. Hemorrhages and fluid release from
microaneurysms contribute to intermittent edema which may leave heavy deposits of
lipoproteins (“exudates”) in the retinal neuropile before reabsorbed (Lechner, O’Leary &
Stitt, 2017).

Grey level co-occurrence matrix (GLCM)
The GLCM defines the texture relationship between pixels by executing an action in the
images based on the second-order statistics. For this operation, normally two pixels are
used. The GLCM calculates the frequency defined by the variations of these pixel intensity
values, which reflects the pixel-pair occurrence creation (Sastry et al., 2012). The GLCM
features are described as a matrix having the same number of rows and columns as the grey
features in the image. Based on their location, all pixel pairs can differ. Such matrix

Figure 3 Overview of the proposed methodology workflow.
Full-size DOI: 10.7717/peerj-cs.456/fig-3

Table 1 Ophthalmoscopic features for retina disease symptoms.

Retina disease symptoms Ophthalmoscopic features

No retinopathy
Mild
Moderate
Severe
Proliferative diabetic retinopathy

-
Microaneurysms
Retinal hemorrhage, Hard exudates
Hemorrhage, venous beading, intraretinal microvascular anomalies
Neovascularization, vitreous hemorrhage
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components include the mathematical probability values of second-order, based on the
rows and columns gray color. The transient matrix is very big if the intensity values are
large (Mohanaiah, Sathyanarayana & GuruKumar, 2013). The GLCM size depends on the
values of gray level retained by an image.

Assign Img be an image withN gray levels, anN-by-N dimensional matrix would be the
GLCM for the image. At position ði; jÞ, this GLCM tracks the number of times two levels
of intensity i and j co-occur at orientation h in the image Img at distance d. The GLCM
of an image Img with rows, columns and offset ðx; yÞ, can be characterized as

GLCMx;y i;jð Þ ¼
Xrow
a¼1

Xcol
b¼1

1; if Img a; bð Þ¼ i and Img aþ x; bþ yð Þ¼ j
0; otherwise

; (1)

GLCM is expected to keep the probability of co-occurrence of any two intensities, rather
than the count. And the GLCM values are translated to show probabilities. To that effect,
to determine estimates, the number of times a given mixture of intensities occurs is
determined by the overall number of potential results. A GLCM is converted into
approximate probabilities as follows:

P i; jð Þ ¼ coInteni;jPgr
i¼1

Pgr
j¼1 coInteni;j

(2)

here i and j is the row and column, coInteni;j represents the count of co-occurrences of
intensity values i and j, and gr is the total number of intensity values (Do-Hong, Le-Tien &
Bui-Thu, 2010).

The GLCM features used in this work are: autocorrelation, correlation, cluster shade,
cluster prominence, contrast, difference entropy, dissimilarity, difference variance, energy,
entropy, homogeneity, information measure of correlation, maximum probability,
inverse difference, sum of average, sum of entropy, sum of squares variance, and sum of
variance.

Gray level run length matrix (GLRLM)
GLRLM is a model representing texture that finds out the spatial plane characteristics of
each pixel using high-order statistics. In GLRLM, statistics involved are the number of
gray level value pairs and their length of runs in a region of interest (ROI). A gray level run
is a group of pixels with the same value of the gray level, spread in the ROI in consecutive
and collinear directions. The number of pixels is the length of gray level run in that
particular set. Therefore, such a set is defined by a gray level value and the length of a gray
level running mutually. GLRLM is a type of two-dimensional histogram in the structure of
a matrix that records all the different combinations of gray level values and gray level.

The gray level values and runs are conventionally indicated as row and column
keys, respectively, of the matrix, thus the ði; jÞ-th matrix value determines the count
of combinations whose gray level value is i and whose run length is j. Four major
directions are typically known, i.e., horizontal (0°), vertical (90°), diagonal (135°), and anti-
diagonal (45°).
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Suppose Pij is the ði; jÞ-th GLRLM point. Additionally, Nr is used to indicate the set of
dissimilar run lengths that currently exist in the ROI, and Ng is used to indicate the set of
different gray shades. Then at last N be the cumulative number of pixels in the ROI.

N ¼
X
i2Ng

X
j2Nr

jPi;j (3)

Table 2 shows the formulas for the GLRLM features, where:

Nve ¼
X
i2Ng

X
j2Nr

Pij (4)

Continuous ridgelet transform (CRT)
The idea of the latter is to display linear features image to point using Radon transform and
the subsequent use of wavelet transformations. The result of this operation is an effective
representation of two-dimensional functions with piecewise smooth areas separated by
linear plots. The main difference between ridge functions and wavelet functions are that
ridgelets are two-dimensional inseparable functions and determine not only the
parameters of scale and shift but also their orientation in space (Candès, 1999). The CRT of
function f ðxÞ is defined as

Table 2 Summary of gray-level run length matrix (GLRLM) features.

GLRLM features Formula

Short Run Emphasis (SRE) P
i2Ng

P
j2Nr

Pij
j2 =Nve

Long Run Emphasis (LRE)
P
i2Ng

P
j2Nr

j2Pij=Nve

Gray Level Non-uniformity (GLN) P
i2Ng

P
j2Nr

Pij

 !2

=Nve

Run Length Non-uniformity (RLN) P
j2Nr

P
i2Ng

Pij

 !2

=Nve

Run Percentage (RP)
P
i2Ng

P
j2Nr

Pij=N

Low Gray Level Run Emphasis (LGRE) P
i2Ng

P
j2Nr

Pij
i2 =Nve

High Gray Level Run Emphasis (HGRE)
P
i2Ng

P
j2Nr

i2Pij=Nve

Short Run Low Gray Level Emphasis (SRLGE) P
i2Ng

P
j2Nr

Pij
i2j2=Nve

Short Run High Gray Level Emphasis (SRHGE) P
i2Ng

P
j2Nr

i2Pij
j2 =Nve

Long Run Low Gray Level Emphasis (LRLGE) P
i2Ng

P
j2Nr

j2Pij
i2 =Nve

Short Run High Gray Level Emphasis (LRHGE)
P
i2Ng

P
j2Nr

i2j2Pij=Nve
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Rða; b; hÞ ¼
Z

wa;b;hðxÞf ðxÞdx (5)

where wa;b;h are the ridgelets defined by

wa;b;hðxÞ ¼ a�1=2wððx1 cos hþ x2 sin h� bÞ=aÞ (6)

here, w �ð Þ is the smoothly decaying function.
In images, CRT can be calculated via Radon transform (RT). RT of a two-dimensional

object f is the set of line integrals indexed by ðh;etÞ 2 ½0; e2pÞ given by

Rf ðh; tÞ ¼
Z

f ðx1; x2Þdðx1 cos hþ x2 sin h� tÞdx1dx2 (7)

where d is the Dirac distribution. Then CRT applies a 1-D wavelet transform to the
projections of the RT as follows:

Rða; b; hÞ ¼
Z

Rf ðh; tÞa�1=2wðt � b=aÞdt (8)

The Ridglet transform scheme is shown in Fig. 4. The main stages of its implementation
are as follows:

1. Calculation of direct two-dimensional transformation Fourier (FFT2D).

2. The application of forward Fourier transform from the rectangular grid of coordinates
to the polar grid using the interpolation operation coefficients of the Fourier transform.

3. The use of the inverse one-dimensional transform Fourier (IFFT1D) to each line of the
obtained polar Noah grid. The result of this operation is the Radon transform
coefficients.

4. Application to the plane of the Radon transform of the one-dimensional wavelet
transform (WT1D) along with a variable that determines the angle of the line produces
the ridgelet coefficients.

Diabetic retinopathy detection
This section explains the proposed methodology for diabetic retinopathy detection.
Figure 5 shows the proposed diabetic retinopathy detection.

Preprocessing is the initial step of the image processing techniques. It is used to enhance
the image quality which gives clear visualization. The preprocessing consists of image
conversion, filtering, morphological operation, and segmentation. The retina images
provided by ophthalmologists in the public repositories are shown in color format. The
retina image is divided into the following channels in the image conversion step: Red,
Green, and Blue (Fig. 6). The green channel image is taken for the next process due to the
high contrast.
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Figure 5 Diabetic retinopathy detection architecture. Image credit: DIARETDB1. © Tomi Kauppi,
Valentina Kalesnykiene, Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta Raninen, Raija Vouti-
lainen, Juhani Pietilä, Heikki Kälviäinen, and Hannu Uusitalo.

Full-size DOI: 10.7717/peerj-cs.456/fig-5

Figure 4 A schematic representation of Continuous Ridgelet transform.
Full-size DOI: 10.7717/peerj-cs.456/fig-4
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Image filtering is used to denoising the image. It is the method of eliminating noise from the
retina images. Laplacian filter is used for image denoising. The Laplacian of an image
shows regions with an accelerated change in intensity and is an example of a second-order or
second type of enhancement derivatives. The discovery of the fine details of an image is
especially good. A Laplacian operator can improve any function that has a sharp discontinuity.
The Laplacian Lðx; eyÞ of an image with pixel intensity Iðx;eyÞ is defined as follows:

L x; yð Þ ¼ @2I
@x2

þ @2I
@y2

(9)

Morphological processing of images is a range of non-linear operations associated with
the structure or morphology of features in an image. This technique investigates an image
called a structuring feature with a specific outline or blueprint. The structuring factor is
located in the picture at all possible positions and is contrasted with the respective pixel
neighborhood (Indumathi & Sathananthavathi, 2019). A morphological closure procedure
is performed to clear the main blood vessels. Next, we perform binarization and noise
reduction by setting a threshold to remove the isolated pixels. The morphological top and
bottom hat transform are applied for basic segmentation. The top-hat transform can be
used to improve contrast with non-uniform illumination in a grayscale setting. The
transform will distinguish tiny light objects in an image, too. The transformation of the
bottom hat can be used to locate size pits in a grayscale image. Binarization is used to
identify blood vessels and regions of the candidate (1), and other background regions (0).
By eliminating the isolated pixels with a neighborhood associated value below 25, the noise
components that appear identical to MAs can be effectively eliminated from the binarized
image. Figures 7 and 8 show the preprocessing result of normal and DR images.

Feature extraction
Texture in feature extraction is the key characteristic of an image. Numerous methods for
texture analysis are introduced in various fields of study. We use a fusion of textural GLCM
and GLRLM features and Ridgelet Transform features.

Figure 6 Red, green and blue (RGB) color channels of a fundus image: (A) input image, (B) red
channel, (C) green channel, (D) blue channel. Image credit: DIARETDB1. © Tomi Kauppi, Valen-
tina Kalesnykiene, Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta Raninen, Raija Voutilainen,
Juhani Pietilä, Heikki Kälviäinen, and Hannu Uusitalo. Full-size DOI: 10.7717/peerj-cs.456/fig-6
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Image classification
This is the last stage of the recognition process in diabetic retinopathy disease. After
extraction of features, the retina fundus image is classified as normal, or DR. SMO
(Sequential Minimal Optimization) is a straightforward algorithm that uses only two
Lagrange multipliers at each iteration to move the chunking process to the nearest possible
expression. It determines the optimal value for these multipliers and updates the SVM
until it fixes the whole QP problem. The benefit of SMO is that the optimization sub-
problem can be solved analytically with two Lagrange multipliers.

Detection of the diagnostic induced disease has its limits. When a device is prepared for
a classification task, the issues are different. It would be able to work automatically by
providing the system with proper classification instructions, which will have better
classification performance. This study uses the SMO algorithm for classifying the DR.

EXPERIMENTAL RESULTS
Performance measures
The performance analysis of the proposed system is explained in this section. The DR
detection is implemented using MATLAB 2019b (MathWorks Inc., MA, USA). This work
is evaluated based on Sensitivity, Specificity, Accuracy and F-score computed as follows:

Sensitivity ðSEÞ¼ TP
TPþ FN

�100%

Figure 7 Preprocessed result of normal retina image: (A) input image, (B) green channel,
(C) histogram enhanced, (D) filtered image, (E) after bottom hat transform, (F) after top hat
transform, (G) blood vessels segmented, (H) contours enhanced. Image credit: DIARETDB1.
© Tomi Kauppi, Valentina Kalesnykiene, Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta
Raninen, Raija Voutilainen, Juhani Pietilä, Heikki Kälviäinen, and Hannu Uusitalo.

Full-size DOI: 10.7717/peerj-cs.456/fig-7
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Specificity ðSPÞ¼ TN
TNþ FP

�100% (10)

AccuracyðACCÞ ¼ TPþ TN
N

�100%

F� scoreðFÞ ¼ 2TP
2TPþ FPþ FN

Here TP is a count of true positive class (normal retina), TN is the count of true negative
class (DR). FP is the count of false-positive (normal retina predicted as DR). FN is the
count of false-negative class (DR is predicted as the normal retina).

RESULTS AND COMPARISON
The feature extraction time of the two data set is shown in Tab. 3, while the DR recognition
results are shown in Tab. 4. The feature extraction time from the DIARETDB1 and
KAGGLE databased is about 2–2.5 min., which make the proposed method usable for real-
time clinical applications. The proposed method has achieved an accuracy of 97.05%,
sensitivity of 98.87%, and specificity 95.24% on the DIARETDB1 dataset. On the KAGGLE
dataset, the proposed method achieved an accuracy of 91.0%, sensitivity of 90.9%, and
specificity of 91.0%. The results for both datasets are summarized as classification
confusion matrices in Fig. 9.

Figure 8 Preprocessed result of diabetic retinopathy image: (A) input image, (B) green channel, (C)
histogram enhanced, (D) filtered image, (E) after bottom hat transform, (F) after top hat transform,
(G) blood vessels segmented, (H) contours enhanced. Image credit: DIARETDB1. © Tomi Kauppi,
Valentina Kalesnykiene, Joni-Kristian Kamarainen, Lasse Lensu, Iiris Sorri, Asta Raninen, Raija Vouti-
lainen, Juhani Pietilä, Heikki Kälviäinen, and Hannu Uusitalo.

Full-size DOI: 10.7717/peerj-cs.456/fig-8
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We compare our results with the results of other authors, which used a wide variety of
techniques from handicraft feature extraction and heuristic optimization methods to
deep learning networks, achieved on the same datasets. The comparison is presented in
Tabs. 5 and 6. Other authors have employed a wide variety of machine learning, deep
learning and heuristic optimization techniques.

On the DIARETDB1 dataset, (Das, Dandapat & Bora, 2019) used contrast sensitivity
index (CSI), Shannon entropy, multi-resolution (MR) inter-band eigen features and
intra-band energy. (Long et al., 2019) used Fuzzy C-means clustering (FCM) and SVM
classifier. (Mateen et al., 2020) employed feature fusion from Inception-v3, ResNet-50,
and VGGNet-19 deep convolutional models. (Pruthi, Khanna & Arora, 2020) used a
nature-inspired Glowworm Swarm Optimization algorithm. (Sharif et al., 2020)
adopted Histogram orientation gradient (HOG) and local binary pattern (LBP) feature
fusion combined with Decision Tree (DT) classifier. (Zago et al., 2020) used a custom
fully patch-based CNN. Chetoui and (Chetoui & Akhloufi, 2020) used an extended
Inception-Resnet-v2 network fine-tuned by cosine annealing strategy. Alaguselvi and

Table 3 Feature extraction time for DIARETDB1 and KAGGLE datasets.

Dataset Feature extraction time (s)

DIARETDB1 131.56

KAGGLE 159.19

Table 4 Performance evaluation metrics for DIARETDB1 and KAGGLE datasets.

Dataset SE (%) SP (%) ACC (%) F-score

DIARETDB1 98.87 95.24 97.05 0.969

KAGGLE 90.9 91.0 91.0 0.909

Figure 9 Confusion matrices for diabetic retinopathy recognition: (A) DIARETDB1 dataset, (B)
KAGGLE datasets. Full-size DOI: 10.7717/peerj-cs.456/fig-9
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(Alaguselvi & Murugan, 2020) used morphological operation, matched filter, Principal
Component Analysis (PCA), edge finding by ISODATA, and convex hull transform. On
the KAGGLE dataset, (Bodapati et al., 2020) used ConvNet features and Deep Neural
Network (DNN) for classification. (Li et al., 2019) employed DCNN as feature extractors
and SVM for classification. (Mateen et al., 2019) used pretrained CNN model (Inception-
v3, Residual Network-50, and Visual Geometry Group Network-19) feature fusion
followed by the softmax classifier. (Nazir et al., 2019) used tetragonal local octal patterns
and Extreme Learning Machine (ELM). (Qummar et al., 2019) used an ensemble of
Resnet50, Inceptionv3, Xception, Dense121, and Dense169 deep network models. (Sudha &
Ganeshbabu, 2021) adopted the VGG-19 model combined with structure tensor for
enhancing local patterns of edge elements and active contours approximation for lesion
segmentation. (Vaishnavi, Ravi & Anbarasi, 2020) used Contrast-limited adaptive histogram

Table 6 Comparison of performance evaluation results for KAGGLE dataset.

Reference Method SE
(%)

SP
(%)

ACC
(%)

(Bodapati et al., 2020) ConvNet features & deep neural network (DNN) – – 80.96

(Li et al., 2019) DCNN features + SVM – – 86.1

(Mateen et al., 2019) VGG-19 features, singular value decomposition (SVD) – – 98.34

(Nazir et al., 2019) Tetragonal local octal patterns & extreme learning machine (ELM) – – 99.6

(Qummar et al., 2019) Ensemble of Resnet50, Inceptionv3, Xception, Dense121, Dense169 models – 95 80.8

(Sudha & Ganeshbabu, 2021) VGG-19 model, structure tensor and active contour approximation 98.83 96.76 98.28

(Vaishnavi, Ravi & Anbarasi,
2020)

Contrast-limited adaptive histogram equalization (CLAHE) model and AlexNet architecture
with SoftMax layer

92.00 97.86 95.86

(Math & Fatima, 2020) Custom CNN model with fine-tuning 96.37 96.37 –

Proposed A fusion of texture and ridgelet features & SMO 90.9 91.0 91.0

Table 5 Comparison of performance evaluation results for DIARETDB1 dataset.

Reference Method SE
(%)

SP
(%)

ACC
(%)

(Das, Dandapat &
Bora, 2019)

Contrast sensitivity index (CSI), Shannon entropy, multi-resolution (MR) inter-band eigen features
and intra-band energy

– – 85.22

(Long et al., 2019) Fuzzy C-means clustering (FCM) & support vector machine (SVM) 97.5 97.8 97.7

(Mateen et al., 2020) Feature fusion from Inception-v3, ResNet-50, and VGGNet-19 models – – 98.91

(Pruthi, Khanna &
Arora, 2020)

Glowworm Swarm optimization – – 96.56

(Sharif et al., 2020) Histogram orientation gradient (HOG) and local binary pattern (LBP) feature fusion & decision tree
(DT)

98.1 91.8 96.6

(Zago et al., 2020) Custom convolutional neural network (CNN) 90 87 –

(Chetoui & Akhloufi,
2020)

Extended Inception-Resnet-v2 network fine-tuned by cosine annealing strategy 98.8 90.1 97.1

(Alaguselvi &Murugan,
2020)

Morphological operation, matched filter, principal component analysis (PCA), edge detection by
ISODATA, and convex hull transform

99.03 98.37 98.68

Proposed A fusion of texture and ridgelet features & SMO 98.87 95.24 97.05
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equalization (CLAHE) model and AlexNet network architecture with SoftMax layer for
classification. (Math & Fatima, 2020) used a custom CNN architecture with fine-tuning.

Our results demonstrate the competitiveness of our method with the state-of-the-art.
On the DIARETDB1 dataset, our method achieved very good sensitivity, while considering
the accuracy, only the methods of (Long et al., 2019), and (Alaguselvi & Murugan, 2020)
have achieved marginally higher accuracy. However, for disease diagnostics, sensitivity is
more important than accuracy (Loong, 2003). For the KAGGLE dataset, our method has
performed slightly worse, but still achieved an accuracy over 90%, which is in line with
other state-of-the-art DR recognition methods.

DISCUSSION
The proposed method for the detection of diabetic retinopathy using the Ridgelet
Transform and the Sequential Minimal Optimization (SMO) presents an alternative to
recent works based on convolutional networks and deep learning. The achieved results are
competitive with the state-of-the-art results while the common pitfalls of deep learning
methods such as the need for very large datasets for training deep network models as well
as the underfitting and overfitting problems are avoided. Moreover, the results provided by
artificial intelligence methods are not explainable. As a result, any black box diagnostics
systems are not accepted by a professional ophthalmologist in the real world, regardless of
their fine results.

The method presented in this article adopts a traditional approach. However, our
approach is different from other works based on feature creation and classification. The
proposed method also has some limitations as using all textural and Ridgelet features may
include irrelevant features for the task of DR recognition, which can incur larger
computation time, and sometimes even reduce the recognition accuracy. These limitations
could be overcome by further fine-tuning the parameters of SMO technique.

CONCLUSION
The integration of the extracted features using texture analysis methods (GLCM and
GLRLM) and Ridgelet Transform features suggests an automated approach for classifying
Diabetic Retinopathy (DR). The extracted features using the suggested approach are used
for the process of classification using the SMO classifier to identify DR. The results show
that the proposed method is competitive with other state-of-the-art methods on the
DIARETDB1 and KAGGLE datasets (we achieved 98.87% sensitivity, 95.24% specificity,
97.05% accuracy on DIARETDB1 dataset, and 90.9% sensitivity, 91.0% specificity, 91.0%
accuracy on KAGGLE dataset). The obtained results show that image processing
techniques combined with optimization methods can still be competitive to convolutional
network and deep learning based approaches.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
The authors received no funding for this work.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 16/21

http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/


Competing Interests
Robertas Damaševičius is an Academic Editor for PeerJ.

Author Contributions
� Lakshmana Kumar Ramasamy performed the experiments, analyzed the data,
performed the computation work, prepared figures and/or tables, and approved the final
draft.

� Shynu Gopalan Padinjappurathu performed the experiments, analyzed the data,
performed the computation work, prepared figures and/or tables, and approved the final
draft.

� Seifedine Kadry conceived and designed the experiments, analyzed the data, authored or
reviewed drafts of the paper, and approved the final draft.

� Robertas Damaševičius analyzed the data, authored or reviewed drafts of the paper, and
approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The DIARETDB1 dataset is available at the Lappeenranta University of Technology:
http://www2.it.lut.fi/project/imageret/diaretdb1/

The Diabetic Retinopathy Detection dataset is available at Kaggle: https://www.kaggle.
com/c/diabetic-retinopathy-detection

Data and code are available in the Supplemental Files.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.456#supplemental-information.

REFERENCES
Abbas Q, Fondon I, Sarmiento A, Jiménez S, Alemany P. 2017. Automatic recognition of severity

level for diagnosis of diabetic retinopathy using deep visual features. Medical and Biological
Engineering and Computing 55(11):1959–1974 DOI 10.1007/s11517-017-1638-6.

Afza F, Khan MA, Sharif M, Kadry S, Manogaran G, Saba T, Ashraf I, Damaševičius R. 2021. A
framework of human action recognition using length control features fusion and weighted
entropy-variances based feature selection. Image and Vision Computing 106:104090
DOI 10.1016/j.imavis.2020.104090.

Akyol K, Bayir S, Sen B. 2017. A decision support system for early-stage diabetic retinopathy
lesions. International Journal of Advanced Computer Science and Applications 8(12):369–379
DOI 10.14569/IJACSA.2017.081249.

Alaguselvi R, Murugan K. 2020. Performance analysis of automated lesion detection of diabetic
retinopathy using morphological operation. Epub ahead of print 13 November 2020. Signal
Image and Video Processing DOI 10.1007/s11760–020-01798-x.

Argade KS, Deshmukh KA, Narkhede MM, Sonawane NN, Jore S. 2015. Automatic detection of
diabetic retinopathy using image processing and data mining techniques. In: 2015 International
Conference on Green Computing and Internet of Things (ICGCIoT). 517–521.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 17/21

http://www2.it.lut.fi/project/imageret/diaretdb1/
https://www.kaggle.com/c/diabetic-retinopathy-detection
https://www.kaggle.com/c/diabetic-retinopathy-detection
http://dx.doi.org/10.7717/peerj-cs.456#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.456#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.456#supplemental-information
http://dx.doi.org/10.1007/s11517-017-1638-6
http://dx.doi.org/10.1016/j.imavis.2020.104090
http://dx.doi.org/10.14569/IJACSA.2017.081249
http://dx.doi.org/10.1007/s11760�020-01798-x
http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/


Bhaskaranand M, Ramachandra C, Bhat S, Cuadros J, Nittala MG, Sadda SV, Solanki K. 2016.
Automated diabetic retinopathy screening and monitoring using retinal fundus image analysis.
Journal of Diabetes Science and Technology 10(2):254–261 DOI 10.1177/1932296816628546.

Bodapati JD, Veeranjaneyulu N, Shareef SN, Hakak S, Bilal M, Maddikunta PKR, Jo O. 2020.
Blended multi-modal deep convnet features for diabetic retinopathy severity prediction.
Electronics 9(6):914 DOI 10.3390/electronics9060914.

Candès EJ. 1999. Harmonic analysis of neural networks. Applied and Computational Harmonic
Analysis 6(2):197–218 DOI 10.1006/acha.1998.0248.

Chetoui M, Akhloufi MA. 2020. Explainable end-to-end deep learning for diabetic retinopathy
detection across multiple datasets. Journal of Medical Imaging 7(4):44503
DOI 10.1117/1.JMI.7.4.044503.

Chetoui M, Akhloufi MA, Kardouchi M. 2018. Diabetic retinopathy detection using machine
learning and texture features. In: 2018 IEEE Canadian Confer-ence on Electrical & Computer
Engineering (CCECE). 1–4.

Cheung CY-L, Tay WT, Ikram MK, Ong YT, De Silva DA, Chow KY, Wong TY. 2013.
Retinal microvascular changes and risk of stroke: the Singapore Malay eye study. Stroke
44(9):2402–2408 DOI 10.1161/STROKEAHA.113.001738.

Das V, Dandapat S, Bora PK. 2019. A novel diagnostic information based framework for
super-resolution of retinal fundus images. Computerized Medical Imaging and Graphics
72:22–33 DOI 10.1016/j.compmedimag.2019.01.002.

DIARETDB1. 2007. Standard diabetic retinopathy dataset. Available at http://www.it.lut.fi/project/
imageret/diaretdb1.

Do-Hong T, Le-Tien T, Bui-Thu C. 2010. A new descriptor for image retrieval using contourlet
co-occurrence. In: Third International Conference on Communications and Electronics (ICCE).
Nha Trang: IEEE, 169–174.

Dutta S, Manideep BC, Basha SM, Caytiles RD, Iyengar NCS. 2018. Classification of diabetic
retinopathy images by using deep learning models. International Journal of Grid and Distributed
Computing 11(1):89–106 DOI 10.14257/ijgdc.2018.11.1.09.

Gargeya R, Leng T. 2017. Automated identification of diabetic retinopathy using deep learning.
Ophthalmology 124(7):962–969 DOI 10.1016/j.ophtha.2017.02.008.

Gayathri S, Krishna AK, Gopi VP, Palanisamy P. 2020. Automated binary and multiclass
classification of diabetic retinopathy using haralick and multiresolution features. IEEE Access
8:57497–57504.

Gharaibeh NY. 2016. A novel approach for detection of microaneurysms in diabetic retinopathy
disease from retinal fundus images. Computer and Information Science 10(1):1
DOI 10.5539/cis.v10n1p1.

Gharaibeh N, Al-Hazaimeh OM, Al-Naami B, Nahar KM. 2018. An effective image processing
method for detection of diabetic retinopathy diseases from retinal fundus images. International
Journal of Signal and Imaging Systems Engineering 11(4):206–216
DOI 10.1504/IJSISE.2018.093825.

Ho H, Cheung CY, Sabanayagam C, Yip W, Ikram MK, Ong PG, Mitchell P, Chow KY, Cheng
CY, Shyong Tai E, Wonga TY. 2017. Retinopathy signs improved pre-diction and
reclassification of cardiovascular disease risk in diabetes: a prospective cohort study. Scientific
Reports 7:41492 DOI 10.1038/srep41492.

Ikram M, Cheung CY, Lorenzi M, Klein R, Jones TL, Wong TY. 2013. Retinal vascular caliber as
a biomarker for diabetes microvascular complications. Diabetes Care 36(3):750–759
DOI 10.2337/dc12-1554.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 18/21

http://dx.doi.org/10.1177/1932296816628546
http://dx.doi.org/10.3390/electronics9060914
http://dx.doi.org/10.1006/acha.1998.0248
http://dx.doi.org/10.1117/1.JMI.7.4.044503
http://dx.doi.org/10.1161/STROKEAHA.113.001738
http://dx.doi.org/10.1016/j.compmedimag.2019.01.002
http://www.it.lut.fi/project/imageret/diaretdb1
http://www.it.lut.fi/project/imageret/diaretdb1
http://dx.doi.org/10.14257/ijgdc.2018.11.1.09
http://dx.doi.org/10.1016/j.ophtha.2017.02.008
http://dx.doi.org/10.5539/cis.v10n1p1
http://dx.doi.org/10.1504/IJSISE.2018.093825
http://dx.doi.org/10.1038/srep41492
http://dx.doi.org/10.2337/dc12-1554
http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/


Indumathi G, Sathananthavathi V. 2019. Chapter 5-Microaneurysms detection for early diagnosis
of diabetic retinopathy using shape and steerable gaussian features. In: Jude HD, Balas VE, eds.
Telemedicine Technologies. Cambridge: Academic Press, 57–69.

Kaggle Dataset. 2019. Available at https://www.kaggle.com/sovitrath/diabetic-retinopathy-
224x224-2019-data.

Karthiyayini R, Shenbagavadivu N. 2020. Retinal image analysis for ocular disease prediction
using rule mining algorithms. Interdisciplinary Sciences: Computational Life Sciences 31(30):193
DOI 10.1007/s12539-020-00373-9.

Khan MA, Ashraf I, Alhaisoni M, Damaševičius R, Scherer R, Rehman A, Bukhari SAC. 2020.
Multimodal brain tumor classification using deep learning and robust feature selection: a
machine learning application for radiologists. Diagnostics 10(8):565
DOI 10.3390/diagnostics10080565.

Klein R, Marino EK, Kuller LH, Polak JF, Tracy RP, Gottdiener JS, Burke GL, Hubbard LD,
Boineau R. 2002. The relation of atherosclerotic cardiovascular disease to retinopathy in people
with diabetes in the Cardiovascular health study. British Journal of Ophthalmology 86(1):84–90
DOI 10.1136/bjo.86.1.84.

Lam C, Yi D, Guo M, Lindsey T. 2018. Automated detection ofdiabetic reti-nopathy using deep
learning. In: Proceedings of AMIA Joints Summits on Translational Science. 147–155.

Lechner J, O’Leary OE, Stitt AW. 2017. The pathology associated with diabetic retinopathy. Vision
Research 139(9–10):7–14 DOI 10.1016/j.visres.2017.04.003.

Li B, Li HK. 2013. Automated analysis of diabetic retinopathy images: principles recent
developments and emerging trends. Current Diabetes Reports 13(4):453–459
DOI 10.1007/s11892-013-0393-9.

Li Y, Yeh N, Chen S, Chung Y. 2019. Computer-assisted diagnosis for diabetic retinopathy based
on fundus images using deep convolutional neural network. Mobile Information Systems
2019:1–14 DOI 10.1155/2019/6142839.

Long S, Huang X, Chen Z, Pardhan S, Zheng D, Scalzo F. 2019. Automatic detection of hard
exudates in color retinal images using dynamic threshold and SVM classification: algorithm
development and evaluation. BioMed Research International 2019(6a):1–13
DOI 10.1155/2019/3926930.

Loong T-W. 2003. Understanding sensitivity and specificity with the right side of the brain. British
Medical Journal 327(7417):716–719 DOI 10.1136/bmj.327.7417.716.

Mateen M, Wen J, Nasrullah, Song S, Huang Z. 2019. Fundus image classification using VGG-19
architecture with PCA and SVD. Symmetry 11(1):1 DOI 10.3390/sym11010001.

Mateen M, Wen J, Nasrullah N, Sun S, Hayat S. 2020. Exudate detection for diabetic retinopathy
using pretrained convolutional neural networks. Complexity 2020(1):1–11
DOI 10.1155/2020/5801870.

Math L, Fatima R. 2020. Adaptive machine learning classification for diabetic retinopathy.
Multimedia Tools and Applications 80:5173–5186 DOI 10.1007/s11042–020-09793-7.

McGeechan K, Liew G, Macaskill P, Irwig L, Klein R, Sharrett AR, Klein BEK, Wang JJ,
Chambless LE, Wong TY. 2008. Risk prediction of coronary heart disease based on retinal
vascular” (from the Atherosclerosis Risk In Communities [ARIC] study). The American Journal
of Cardiology 102:58–63.

Mohanaiah P, Sathyanarayana P, GuruKumar L. 2013. Image texture feature extraction using
GLCM approach. International Journal of Scientific and Research Publications 3(5):290–294.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 19/21

https://www.kaggle.com/sovitrath/diabetic-retinopathy-224x224-2019-data
https://www.kaggle.com/sovitrath/diabetic-retinopathy-224x224-2019-data
http://dx.doi.org/10.1007/s12539-020-00373-9
http://dx.doi.org/10.3390/diagnostics10080565
http://dx.doi.org/10.1136/bjo.86.1.84
http://dx.doi.org/10.1016/j.visres.2017.04.003
http://dx.doi.org/10.1007/s11892-013-0393-9
http://dx.doi.org/10.1155/2019/6142839
http://dx.doi.org/10.1155/2019/3926930
http://dx.doi.org/10.1136/bmj.327.7417.716
http://dx.doi.org/10.3390/sym11010001
http://dx.doi.org/10.1155/2020/5801870
http://dx.doi.org/10.1007/s11042�020-09793-7
http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/


Murugan R. 2019. An automatic detection of hemorrhages in retinal fundus images by motion
pattern generation. Biomedical & Pharmacology Journal 12(3):1433–1440
DOI 10.13005/bpj/1772.

Nazir T, Irtaza A, Shabbir Z, Javed A, Akram U, Mahmood MT. 2019. Diabetic retinopathy
detection through novel tetragonal local octa patterns and extreme learning machines. Artificial
Intelligence in Medicine 99(2):101695 DOI 10.1016/j.artmed.2019.07.003.

Nisa M, Shah JH, Kanwal S, Raza M, Khan MA, Damaševičius R, Blažauskas T. 2020.
Hybrid malware classification method using segmentation-based fractal texture analysis and
deep convolution neural network features. Applied Sciences 10(14):4966
DOI 10.3390/app10144966.

Orujov F, Maskeliūnas R, Damaševičius R, Wei W. 2020. Fuzzy based image edge detection
algorithm for blood vessel detection in retinal images. Applied Soft Computing Journal
94(1):106452 DOI 10.1016/j.asoc.2020.106452.

Park M, Summons P. 2018. Diabetic retinopathy classification using c4.5. In: Knowledge
Management and Acquisition for Intelligent Systems. Berlin: Springer, 90–101.

Pruthi J, Khanna K, Arora S. 2020. Optic cup segmentation from retinal fundus images using
glowworm swarm optimization for glaucoma detection. Biomedical Signal Processing and
Control 60(2):102004 DOI 10.1016/j.bspc.2020.102004.

Qummar S, Khan FG, Shah S, Khan A, Shamshirband S, Rehman ZU, Ahmed Khan I, Jadoon
W. 2019. A deep learning ensemble approach for diabetic retinopathy detection. IEEE Access
7:150530–150539 DOI 10.1109/ACCESS.2019.2947484.

Roychowdhury A, Banerjee S. 2018. Random forests in the classification of diabetic retinopathy
retinal images. In: Advanced Computational and Communication Paradigms. Berlin: Springer,
168–176.

Sahlol AT, Elaziz MA, Jamal AT, Damaševičius R, Hassan OF. 2020. A novel method for
detection of tuberculosis in chest radiographs using artificial ecosystem-based optimisation of
deep neural network features. Symmetry 12(7):1146 DOI 10.3390/sym12071146.

Sahlol AT, Yousri D, Ewees AA, Al-qaness MAA, Damasevicius R, Elaziz MA. 2020. COVID-19
image classification using deep features and fractional-order marine predators algorithm.
Scientific Reports 10(1):535 DOI 10.1038/s41598-020-71294-2.

Sastry SS, Kumari TV, Rao CN, Mallika K, Lakshminarayana S, Tiong HS. 2012.
Transition temperatures of thermotropic liquid crystals from the local binary gray level
cooccurrence matrix. Advances in Condensed Matter Physics 2012(8):1–9
DOI 10.1155/2012/527065.

Sharif M, Amin J, Yasmin M, Rehman A. 2020. Efficient hybrid approach to segment and classify
exudates for DR prediction. Multimedia Tools and Applications 79(15–16):11107–11123
DOI 10.1007/s11042-018-6901-9.

Sudha V, Ganeshbabu TR. 2021. A convolutional neural network classifier VGG-19 architecture
for lesion detection and grading in diabetic retinopathy based on deep learning. Computers,
Materials & Continua 66(1):827–842 DOI 10.32604/cmc.2020.012008.

Umapathy A, Sreenivasan A, Nairy DS, Natarajan S, Rao B. 2019. Image processing textural
feature extraction and transfer learning based detection of diabetic retinopathy. In: International
Conference on Bioscience Biochemistry and Bioinformatics. 17–21.

Vaishnavi J, Ravi S, Anbarasi A. 2020. An efficient adaptive histogram based segmentation and
extraction model for the classification of severities on diabetic retinopathy. Multimedia Tools
and Applications 79(41–42):30439–30452 DOI 10.1007/s11042-020-09288-5.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 20/21

http://dx.doi.org/10.13005/bpj/1772
http://dx.doi.org/10.1016/j.artmed.2019.07.003
http://dx.doi.org/10.3390/app10144966
http://dx.doi.org/10.1016/j.asoc.2020.106452
http://dx.doi.org/10.1016/j.bspc.2020.102004
http://dx.doi.org/10.1109/ACCESS.2019.2947484
http://dx.doi.org/10.3390/sym12071146
http://dx.doi.org/10.1038/s41598-020-71294-2
http://dx.doi.org/10.1155/2012/527065
http://dx.doi.org/10.1007/s11042-018-6901-9
http://dx.doi.org/10.32604/cmc.2020.012008
http://dx.doi.org/10.1007/s11042-020-09288-5
http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/


Wang Z, Yang J. 2017. Diabetic retinopathy detection via deep convolutional networks for
discriminative localization and visual explanation. In: Computer Vision and Pattern Recognition.

Woźniak M, Połap D. 2018. Object detection and recognition via clustered features.
Neurocomputing 320(4):76–84 DOI 10.1016/j.neucom.2018.09.003.

Zago GT, Andreão RVão, Dorizzi B, Teatini Salles EO. 2020. Diabetic retinopathy detection
using red lesion localization and convolutional neural networks. Computers in Biology and
Medicine 116(Pt 2):103537 DOI 10.1016/j.compbiomed.2019.103537.

Ramasamy et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.456 21/21

http://dx.doi.org/10.1016/j.neucom.2018.09.003
http://dx.doi.org/10.1016/j.compbiomed.2019.103537
http://dx.doi.org/10.7717/peerj-cs.456
https://peerj.com/computer-science/

	Detection of diabetic retinopathy using a fusion of textural and ridgelet features of retinal images and sequential minimal optimization[Q1] classifier ...
	Introduction
	Materials and Methods
	Experimental results
	Results and Comparison
	Discussion
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


