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ABSTRACT

Social media is a vital source to produce textual data, further utilized in various
research fields. It has been considered an essential foundation for organizations to get
valuable data to assess the users’ thoughts and opinions on a specific topic. Text
classification is a procedure to assign tags to predefined classes automatically
based on their contents. The aspect-based sentiment analysis to classify the text is
challenging. Every work related to sentiment analysis approached this issue as the
current research usually discusses the document-level and overall sentence-level
analysis rather than the particularities of the sentiments. This research aims to use
Twitter data to perform a finer-grained sentiment analysis at aspect-level by
considering explicit and implicit aspects. This study proposes a new Multi-level
Hybrid Aspect-Based Sentiment Classification (MuLeHyABSC) approach by
embedding a feature ranking process with an amendment of feature selection method
for Twitter and sentiment classification comprising of Artificial Neural Network;
Multi-Layer Perceptron (MLP) is used to attain improved results. In this study,
different machine learning classification methods were also implemented, including
Random Forest (RF), Support Vector Classifier (SVC), and seven more classifiers to
compare with the proposed classification method. The implementation of the
proposed hybrid method has shown better performance and the efficiency of

the proposed system was validated on multiple Twitter datasets to manifest
different domains. We achieved better results for all Twitter datasets used for the
validation purpose of the proposed method with an accuracy of 78.99%, 84.09%,
80.38%, 82.37%, and 84.72%, respectively, compared to the baseline approaches.
The proposed approach revealed that the new hybrid aspect-based text classification
functionality is enhanced, and it outperformed the existing baseline methods for
sentiment classification.

Subjects Artificial Intelligence, Data Science, Natural Language and Speech, Network Science and
Online Social Networks, Social Computing

Keywords Aspect-based sentiment classification, Feature extraction, Feature selection, Hybrid
approach, Information gain, Multi-layer perception, Principal component analysis

INTRODUCTION

Sentiment analysis (SA) is presently a challenging topic mainly dealt with Natural language
processing (NLP). It explores people’s sentiments, beliefs, appraisals, attitudes, feelings,
and assessments regarding the objects for instances, products, systems, services, affairs,

How to cite this article Janjua SH, Siddiqui GF, Sindhu MA, Rashid U. 2021. Multi-level aspect based sentiment classification of Twitter
data: using hybrid approach in deep learning. Peer] Comput. Sci. 7:e433 DOI 10.7717/peerj-cs.433


http://dx.doi.org/10.7717/peerj-cs.433
mailto:ghazanfar@�qau.�edu.�pk
https://peerj.com/academic-boards/editors/
https://peerj.com/academic-boards/editors/
http://dx.doi.org/10.7717/peerj-cs.433
http://www.creativecommons.org/licenses/by/4.0/
http://www.creativecommons.org/licenses/by/4.0/
https://peerj.com/computer-science/

PeerJ Computer Science

proceedings, subjects, entities, and their attributes (Liu ¢ Zhang, 2012). The document-
level SA is the most common form of SA, and it uses different ways to find document-
level and sentence-level polarities. The document-level approach considers the entire
document to find the sentiments, and there may be several opinions and reviews about a
single entity. On the contrary, sentence-level SA encompasses the sentiment analysis of a
single sentence in a document. Different entities can be measured in sentence-level SA
while considering the whole document. Before analyzing the polarity in sentence-level
SA, the essential thing to consider is that the sentence belongs to either a subjective
category or an objective category. Only the subjective sentences can be considered to find
the polarity (Ding, Liu ¢ Yu, 2008).

The techniques used to find the overall polarity of any document or sentence will
not give accurate results. The same is the case with document-level SA. It does not
consider each aspect in the document, and the algorithm generates results based on overall
polarity like positive or negative. The aspect-level SA considers the aspects in the sentence,
and a sentence can have multiple aspects like price, quality, color, weight, etc. Not all
the aspects need to have positive or negative opinions. Mostly in a sentence, some
aspects can have positive, and some aspects can have negative reviews. It is essential to
consider that a document or a sentence may consist of a positive opinion and it does
not lead to the conclusion that people have only positive opinions or reviews about each
aspect of that particular entity. The same is the case with negative opinions (Liu et al.,
2005). So, such type of data is not correctly classified using document and sentence-level
SA models. For more accurate results, there is a need for some fine-grained model, which
can extract detailed opinions of each aspect of an entity in a sentence precisely.

Aspect-Based Sentiment Analysis (ABSA) is used for fine-grained sentiment analysis
that considers the target entity and is determined as a research problem. In a document,
ABSA is used to express an entity’s aspects by identifying each aspect; the polarity of
sentiment is measured using a specific approach (Feldman, 2013). The ABSAs’ primary
purpose is to extract the relevant opinionated aspects and then classify them into different
categories like “positive”, “negative”, and “neutral”. Moreover, document-level and
sentence-level sentiment analyses do not precisely regulate the target entity’s aspects’
polarities. They cannot figure out precisely people’s choices as likes or dislikes.

Aspect-based feature extraction and sentiment classification are two main tasks of
ABSA. The main aspects of an entity are identified in the task of feature extraction. In the
various ABSA studies, feature extraction is determined by nouns, noun phrases, or
noun groups (Liu et al., 2005). Park & Kim (2016) proposed a hybrid mechanism with
the fusion of two methods, machine learning algorithms, and lexicon-based approaches.
They used lexicons like Senti-WordNet for sentiment word detection and POS tagging
related to feature selection (Park ¢ Kim, 2016).

W et al. (2018) proposed a hybrid unsupervised approach for Opinion Term
Extraction (OTE) and Aspect Term Extraction (ATE) by combining rule-based, and
machine learning approaches. Yan et al. (2015) used a Node Rank method to extract
explicit and implicit aspects. Su et al. (2006) used point-wise mutual information (PMI) to
extract the implicit aspects. Only explicit features were extracted, and there was no context
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in implicit sentences. Zainuddin, Selamat & Ibrahim (2018) suggested a hybrid approach
for classification by using dependency parser for implicit aspects and POS tagging for
explicit aspects. De Clercq et al. (2015) presented a model LT3 in which they first derive the
aspect term and then classified them into polarities and different categories. They used
different lexicon and semantic features to derive aspects.

The discussed methods can work well on the aspects that are intensely related to
specific categories of words like (nouns); however, these methods often fail for the low-
frequency words used as aspects. There must be a unique possible combination of these
approaches that can be used to classify context-dependent opinions precisely. Despite that,
all the previously proposed models still need improvement to classify the sentiments at the
aspect-level.

The goal of this research work is to classify aspect-based sentiments using a hybrid
approach. The proposed approach employs neural networks/deep learning instead of
traditional machine learning classifiers to gain more accurate and efficient results. In the
proposed research work, we suggest a new method based on multi-level hybrid aspect-
based sentiment classification using Twitter attributes as features to maximize ABSA’s
functionality. Our proposed system was validated on Twitter datasets including STC
dataset (Saif et al., 2013; Zainuddin, Selamat ¢ Ibrahim, 2018), TAS dataset (Wan & Gao,
2015), FGD dataset (Ankit ¢» Saleena, 2018), ATC dataset (Kaur, 2017) and STS dataset
(Go, Bhayani & Huang, 2009; Zainuddin, Selamat ¢ Ibrahim, 2018). Four activation
functions were implemented on all five datasets to estimate the functionality of the
proposed system. The main contributions of the proposed approach are the following:

e We enhanced the accuracy in determining the explicit and implicit aspects at multi-level
terms considering the aspects based on a single word and multi-word by using an
approach that uses Association Rule Mining (ARM) with the fusion of POS patterns
plus Stanford Dependency Tree (SDT).

e We improved the performance of the hybrid aspect-based sentiment classification
method, which comprises a rule-based technique for detecting sentiment words, IG
for feature ranking, and PCA to select ranked features by incorporating several
activation functions to work with the MLP classification method and examined its
performance.

e We employed other classification algorithms in testing which include, K Nearest
Neighbors classifier (KNN), Logistic Regression (LR), Support Vector classifier (SVC),
Decision Tree classifier (DT), Gaussian NB (NB), Random Forest classifier (RF), Ada
Boost classifier (AB), Gradient Boosting classifier (GB), Extra Tree classifier (ET)
and our proposed model by incorporating deep learning method: Multi-Layer
Perceptron (MLP).

e We analyzed the influence of a hybrid approach on the neural network by applying
various algorithms based on machine learning, which was adopted to test the accuracy.
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e We focused on various dataset sizes and domains to evaluate the proposed system and it
showed better results as compared to the existing methods independent of domain and
size in all the datasets (used in this research work).

The rest of the paper is organized as follows: “Literature Review on Sentiment Analysis”
provides a review of the related literature on ABSA. “Proposed Multi-Level Hybrid Text
Classification Approach” discusses the proposed model based on a hybrid classification
of sentiments and their structure. “System Evaluation and Results Discussion” describes
the evaluation framework, the datasets used, the experiments done, and the results
obtained from the experiments. “Conclusions and Future Directions” discusses the
conclusion and highlights of future research directions.

LITERATURE REVIEW ON SENTIMENT ANALYSIS

The researchers presented several methods and approaches for text classification in aspect-
based sentiment analysis (ABSA) (Liu, 2012). Specifically, three types of traditional
approaches are used for the classification of “opinions” in SA, which are lexicon-based
approaches, machine learning approaches, and the combination of preceding two
approaches that are termed as hybrid strategies. The following are the major approaches
for sentiment analysis.

Lexicon based approaches

Lexicon-based approaches use dictionaries like WordNet and Senti-WordNet (Miller,
1995), there is no need for a training dataset, and the terms are used for scoring the
sentiment from range —1 to 1. The term relates to a single word, phrase, or expression
(Chiavetta, Bosco & Pilato, 2016). Mowlaei, Abadeh ¢ Keshavarz (2020) addressed a
problem of reduced performance of aspect-based methods due to the failure to adapt
general lexicons of datasets based on aspects. To address this issue, an extension is
proposed of two lexicon-generation procedures. In the lexicon-based approach, the
performance is noticeably declined with the increase in the dictionary’s size and in
classifying the context-dependent opinions precisely.

Machine learning approaches

Unlabeled data is used in the unsupervised machine learning method. Rothfels &
Tibshirani (2010) used this approach to measure movie reviews’ sentiments, but results
were not satisfactory as they increased the word list. In the supervised machine learning
method, labeled data is used for the training process and many algorithms like Maximum
Entropy (ME), Naive Bayes (NB), and Support Vector Machine (SVM) are used in

this approach. These are the most common and straightforward models used for text
classification purposes (Tang, Kay ¢ He, 2016). Chi-Square and Information Gain are
feature selection approaches that are used to achieve greater accuracy in SA. Kastrati,
Imran ¢ Kurti (2020) proposed a feedback framework utilizing the strategy of weak
supervision to estimate the aspect categories. Further, the attitude was examined with the
help of aspects using comments. However, SVM is not as good as maximum entropy (ME)
and NB because of its time complexity.
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Artificial neural network

Various types of Artificial Neural Networks (ANNs) have been used for SA by different
researchers. Kalchbrenner, Grefenstette ¢» Blunsom (2014) presented a Dynamic
Convolutional Neural Network (DCNN) in which a Dynamic K max-pooling operator
is used and the author performed some experiments with some variations of CNN.

In another work, Socher et al. (2013) used this model to get competitive results as
compared to DCNN. Do et al. (2019) have done an inclusive overview of main deep
learning methods for aspect-level sentiment analysis, including LSTM, CNN, and many
others. The authors suggested that better results can be obtained by extracting and using
the classification of the aspect, sentiment, and category. Liu ¢ Shen (2020) projected a
distinctive neural network model named Gated Alternate Neural Network (GANN) to
address some limitations in the previously proposed models regarding noise in capturing
the significant sentiment expressions and achieved better results.

Multi-layer perceptron

Akhtar et al. (2017) proposed a technique to combine deep learning and feature-based
methods using MLP for financial sentiment analysis. They developed multiple models of
deep learning based on LSTM, GRU, and CNN. For training purposes, lexicon features and
word embeddings are used. The proposed system showed good results on news and
microblogs datasets (Akhtar et al., 2017). In another work, Pan, Hou ¢ Liu (2009) used a
hybrid approach using MLP for localizing the text and demonstrated good results.

Ay Karakus et al. (2018) evaluated several deep learning model performances in training
and testing phases by constructing variants of models through changing layer sizes and
word embedding process. They used LSTM, CNN, BILSTM, CNNLSTM and achieved
improved results. Besides this, they also used MLP for classification purposes and
gained testing accuracy of 78% on movie review dataset (Ay Karakus et al., 2018).

In another paper, the IDMB review dataset is used for sentiment classification, and MLP
is used for the training process and it obtained good results (Hong ¢» Fang, 2015).

Most work related to sentiment classification in deep learning has been done on review
datasets by achieving better results. There should be a hybrid approach to perform
aspect-based sentiment classification of Twitter datasets to achieve maximum results in the
testing phase using such a deep learning approach that needs to be improved in terms of
accuracy.

Sentiment classification using hybrid approach

Bansal ¢ Srivastava (2019) proposed a hybrid method based on attributes that analyze
customers’ intelligence by distinguishing aspects in the text aspects described using POS
tags. Ma et al. (2018) proposed targeted-aspect-based classification with common-sense
knowledge using Long and Short Term Memory (LSTM). They extend Sentic LSTM by
adding a hybrid of LSTM and recurrent addictive network. In another research work,
Wang, Xu & Wan (2013) extracted implicit features using hybrid ARM and they used
five techniques to extract the features. Implicit words have no context attention, so only
explicit aspects were extracted. Zainuddin, Selamat & Ibrahim (2018) used PCA+SVM
with the combination of POS tags as feature extractors and obtained accuracy for three

Janjua et al. (2021), PeerdJ Comput. Sci., DOl 10.7717/peerj-cs.433 5/25


http://dx.doi.org/10.7717/peerj-cs.433
https://peerj.com/computer-science/

PeerJ Computer Science

Aspect-Based
Feature Extraction

Sentiment
Word
Detection

S

Input data
as Tweets
Y
PROCESSED
ASPECTS

PRE-PROCESSED
DATA

U
U

Association
Rule Mining Dependency (MLP)

Input to Multi-
Stanford Layer Perceptron

(ARM) +
POS Tags

Parser (SDP) (for Sentiment
Classification)

|

Results
Evaluation
Figure 1 Proposed multi-level hybrid aspect-based sentiment classification (MuLeHyABSC) model.
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datasets as 71.62%, 76.55% for the STS dataset, and 74.24% for the STC dataset,
respectively. This research’s main goal was to propose a new method based on multi-level
hybrid aspect-based sentiment classification in neural networks using Twitter attributes as
features to maximize the functionality of ABSA.

PROPOSED MULTI-LEVEL HYBRID TEXT CLASSIFICATION
APPROACH

We propose a novel technique for aspect-based sentiment classification. Our approach
collects a Twitter dataset and performs text pre-processing. Further, our approach extracts
feature to find the aspects based on multi-level single and multi-words by comprising of
ARM method to detect implicit and explicit aspects with the fusion of the Stanford
Dependency Tree (SDT) approach and POS patterns. For the sentiment word detection,
aspect-based sentiment classification based on the hybrid method contains a rule-based
approach, Information Gain (IG) for feature ranking process, and Principal Component
Analysis (PCA) was incorporated for the selection of ranked features, and finally MLP
for classification of sentiments. A detailed framework of a multi-level single word and
multi-word aspect-based classification of Twitter data using a hybrid approach is shown in
Fig. 1.

Data gathering
We used a total of five datasets in this study, which include: Sanders Twitter Corpus (STC),
Twitter Airline Sentiment (TAS), First GOP Debate (FGD), Apple Twitter Corpus (ATC),
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Table 1 Detailed number of Tweets in STC, TAS, FGD, ATC & STS datasets.

Sr No. Dataset Positive Tweets Negative Tweets Considered Tweets
1 STC 519 572 1,091

2 TAS 1,832 5,741 7,573

3 FGD 1,171 3,186 4,357

4 ATC 423 1,219 1,642

5 STS 180 177 357

Total 4,125 10,895 15,020

and Stanford Twitter Sentiment (STS). The STC dataset is shown in Table S1 and has been
used by Zainuddin, Selamat ¢ Ibrahim (2018). It comprises four categories “Apple”,
“Google”, “Microsoft” and “Twitter” and we considered 1,091 tweets for the experiments.
It can be downloaded from this link (http://www.sananalytics.com/lab/twittersentiment/).
The second dataset TAS is shown in Table S2 and consists of five categories. It has 1,832
positive tweets and 5,741 negative tweets; the rest of the tweets were simply ignored.
The FGD dataset is shown in Table S3, and it consists of eight categories. The ATC dataset
is depicted in Table S4 and consists of only one category, “Apple”. The STS dataset
shown in Table S5 used by Zainuddin, Selamat ¢» Ibrahim (2018) was collected using the
KNIME tool (Minanovic, Gabelica ¢ Krsti¢, 2014). It has seven categories in which 357
tweets were considered. These datasets are very popular and used by many researchers for
the evolution of Twitter sentiment classification. In the Twitter sentiment analysis, the use
of all these datasets in the proposed approach has shown that the proposed method is
independent of the domain in the detection of multi-level explicit and implicit aspects.
We manually grouped and classified tweets into 3 categories as: “positive”, “negative”,
“neutral and irrelevant” tweets in all the current study datasets. However, in the aspect-
based text classification task, only positive tweets and negative tweets were considered
for experimental purposes. A summary of the datasets regarding tweets is depicted in
Table 1 and all the detailed Tables (related to this research work) can be found here

(https://doi.org/10.5281/zenod0.4444759).

Data scrubbing and transformation

Raw data consists of so many irrelevant attributes like URLSs, links, usernames, retweets,
emoticons, smilies, stop words, and reverting words used in the process of aspect-based
text classification tasks and are considered useless. Consequently, it is needed to pre-
process the tweets before analyzing them so that all the irrelevant attributes are removed
from the datasets to avoid the contradiction of results. In this research, we have pre-
processed all the datasets equally at multiple stages as described in the literature
(HaCohen-Kerner, Miller ¢ Yigal, 2020) and got improved results. Text pre-processing
includes data cleansing by removing the unrelated data, including URLs, stop words,
smilies, slang, redundant data, and all other irrelevant material. There are eight steps used
to clean the data, including garbage removal (URLs, links, web addresses, etc), stop word
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elimination, slang rectification, case consistency, redundant data deletion, stemming,
lemmatization, and tokenization.

Aspect-based feature extraction

In this process, a group of features was selected using some ways to condense the
dimension of feature space (Trier, Jain ¢ Taxt, 1996). In the current research, aspect-based
feature extraction was used to precisely extract the aspects based on a single word and
multi-words. Specifically, two types of aspects known as explicit and implicit aspects were
extracted using the feature extraction technique. Explicit aspects were extracted using
ARM combining with POS tags. In contrast, the Stanford Dependency Parser (SDP) was
only used to extract implicit aspects by determining the relationships between opinions
and aspects.

Extraction of explicit multi-level (single and multi-word) aspects with
association rule mining

In the proposed approach, ARM was used for finding explicit aspects and the data was
analyzed for repetitive “if/then” patterns. There are two parameters to identify the most
important relationships, which are Support and Confidence. Supporting criteria were
used to identify how many times an item appeared in the database, while confidence
was used to show how many times the “if/then” statement was true. A single word and
multi-word aspects were extracted using ARM. The main issue with ARM is that it
considers and generates all the association rules in rules set that have greater confidence
and support than user-defined minimum confidence and support. To tackle this problem,
in this research work, we considered an aspect to be important if it appeared in more
than 1% of the sentences. ARM is based on the Apriori algorithm in which the frequency
of aspects was found from a set of transactions that fulfilled the specification of the user
for minimum support. Table S6 (http://doi.org/10.5281/zenodo.4444760) shows POS tags
for single word aspects employed by literature (Socher et al., 2011).

At the experiment stage, various minimum support and minimum confidence values
were executed. An appropriate minimum support value was considered as 0.1 and the
value for minimum confidence was 0.5. In the primary experiment, only single word
aspects from a noun and noun phrase using Association Rule Mining were detected.
Furthermore, a heuristic combination of POS tags was applied to detect multi-word
aspects from tweets. Table S7 (http://doi.org/10.5281/zenodo.4444760) shows POS tags (in
heuristic combination) for the detection of multi-word aspects.

In the experiment of single word explicit aspects generation using singular and plural
noun and proper noun patterns “NN NNS NNP NNPS”, some extracted phrases were
“google”, “united”, “apple”, “lebron” and “nike” from multiple datasets. Using NNP RBR
pattern, “united flight” was extracted, whilst “gop debate” with NN VBG pattern, was
extracted. Besides this, using pattern NN JJ, the phrase “apple iphone” was extracted.

In contrast, in the generations of multi-word explicit aspects, for instance using (DT-]])
pattern e.g., aspects from TAS dataset: “jet blue flight”, using (NN-VB) pattern e.g., aspects
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from ATC dataset: “apple phone supremacy” was extracted. In addition, using (NN-]JJ)
pattern e.g., aspects from STC dataset: “twitter api”, “operating system”, “microsoft
browser”, aspects from TAS dataset: “us airways”, “virgin america”, some aspects from
FGD dataset: “ted cruz”, “black vote”, “jeb bush”, “donald trump”, “supreme court” and
aspects from STS dataset: “time warner”, “san francisco”, “kindle 2” and “malcolm
gladwell” were extracted. Table S8 (http://doi.org/10.5281/zenodo.4444760) shows some
experimental results of single and multi-word detected explicit aspects from the STS

dataset.

Extraction of implicit aspects using stanford dependency parser

Implicit aspects are not directly expressed in the sentence, and usually, they are not easy to
extract when contrasted with explicit aspects. These aspects need to be found using
relationships among opinions and aspects in a sentence. In this work, the Stanford
Dependency Parser (SDP) was used to find a relationship to extract implicit aspects.
Dependency parser and grammatical association were used to define implicit aspects.
These aspects were determined using relations discovered by different types of
dependencies. The sample of dependencies used for implicit aspects is depicted in Table S9
(http://doi.org/10.5281/zenodo.4444760).

In the process of extraction of implicit aspects, we took this tweet. Example: “The tooth
pain got stale”, the patterns were found as: <The DT; tooth NN; pain NN; got VBD;
stale JJ>—and the extracted aspects were nsubj(got, pain), dobj(got, stale) and compound
(pain, tooth). The path “nsubj-advmod” was incorporated by a pair of verb (VB) and
substantive, the paths “nsubj-dobj”, “amod”, “nsub-comp” and “nsubj-xcomp” were
represented by a pair of adjective (J]) and substantive (NN). For example, a sentence of
tweet: “The tooth pain got stale”, an opinion pair was extracted <stale NN; pain JJ> by
dependency path “amod”. Besides this, in the sentence: “had really bad tooth pain”, <had
VBN; really RB; bad JJ; tooth NN; pain NN>, the extracted implicit aspect by dependency
path “advmod” was, (bad, really) and the aspect got from example 1 was (pain, tooth),
using compound dependency path that belongs to Misc (dentist) category of STS dataset.
This process used transitive and direct dependencies in which we considered some
important implicit aspects from each sentence to extract new possible implicit aspects from
the previous sentence with the distance of 1.

In another example: “The treatment effects are still evident”. <The DT; treatment JJ;
effects NNS; are VBP; still RB; evident JJ>—the extracted aspects by several dependency
paths retrieved as: amod(effects, treatment), nsubj(evident, effects), advmod(evident, still),
these aspects were extracted using “amod”, “nsubj” and “advmod”. In another example:
we found a modifier relation (negation) that changes the sentiment of the tweet to the
opposite as shown here, in this sentence: “This person is not helping”, POS patterns
were detected as: <This DT; person NN; is VBZ; not RB; helping VBG>—and implicit
aspects were extracted using “nsubj” as (helping, person) and “neg” dependency path will
make this sentence negative immediately with the extraction of the aspects as: (helping,
not). Tables S10-S14 (http://doi.org/10.5281/zenodo.4444760) shows some experimental
results of detected implicit aspects for STC, TAS, FGD, ATC, and STS datasets, respectively.
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Algorithm 1 Rule Based method used for detection of sentiment words.

for each sentence in the tweets do
Read the aspect in the sentence
if the aspect match then
Get sentiment word
if sentiment word distance less than or equal to 4 then
Add sentiment word into Results
else
Remove sentiment word
end if
else
Display no sentiment word
end if
end for
for each sentiment word in the Results do
Compute the sentiment word value
Display sentiment word value

end for

Hybrid text classification

This section describes the hybrid text classification method used in the proposed approach,
uses a rule-based method to find sentiment words, detects feature opinionated words, and
uses a classification algorithm for classifying the sentiments.

Sentiment word detection using rule based method

After the feature extraction process, the rule-based method was employed to detect the
remaining aspects that were not identified by SDP. The essential purpose of using this
technique was to find the aspect, sentiment word, and polarity values for each sentiment
word. Algorithm 1 represents two rules used for this purpose.

We considered an example to explain aspect extraction using the SDP method
incorporated with grammatical relations. In the following tweet taken from STS dataset—
Misc. “exam” category: “Worked harder, now only one exam left and I feel so happy, will
have fun soon, anxiously waiting”. Initially, two aspects were extracted using the SDP
method, first incorporating the relation “aux”, extracted aspect was “will fun”. Further,
from another relation with SDP method “xcomp”, extracted aspect was: “feel happy”.

In the first step, only the most important aspects would be considered and extracted.
Three main points worked in this process: first, it depends on the sentiment word, and
secondly, the position of the aspect that needed to be extracted from the tweet, and lastly,
negative and positive values based on the polarities for all the labeled sentiment words were
also considered.
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Feature selection of sentiment words

For this proposed study, Information Gain (IG) was used for the feature ranking process,
and Principal Component Analysis (PCA) was selected as a feature selection technique due
to its effectiveness and better working. Although there are numerous feature selection
methods such as Latent Semantic Analysis (LSA), Genetic Algorithms (GA), and many
others. The findings in Vinodhini ¢» Chandrasekaran (2014) show that PCA performs
better for the feature selection procedure. The PCA is a multidimensional feature
reduction technique that has the following steps: First, it converts the training dataset
into the statistical dataset; Then it searches the covariance matrix; After this, it computes
the Eigenvalues and Eileen vector for the covariance matrix; The next step is to sort the
vector and values; In the end, the top vector is kept and trained, to test and analyze the
reduced dataset.

Classification algorithm

After applying the Feature Selection (FS) technique, the next step is to classify the text
using classification algorithms. For the current study, different machine learning
algorithms were used to test the proposed system’s accuracy. However, Multi-Layer
Perceptron (MLP), based on feed-forward ANN, outperformed and gave the highest
accuracy when tested. It consists of multiple layers with 1 layer for input and 1 output layer
with at least one hidden layer (there can be multiple hidden layers). Feed-forward means
data flow in one form from the input layer to the output layer. In MLP, each layer of
input is a predictor variable, and the neurons of one layer are linked to the neurons of
the next layer, named the hidden layer(s). Each hidden layer’s neurons are connected to
the next hidden layer except the last hidden layer, whose neurons are connected to the
output layer. The output layer is created with one neuron when the prediction is binary
and with N neurons when the prediction is non-binary (Singh ¢ Husain, 2014). In this
proposed MLP architecture, we have used a maximum of three hidden layers with the
different numbers of neurons and 4 activation functions. The proposed architecture of
MLP is shown in Fig. 2.
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Activation functions

Different activation functions were used for the sentiment classification purpose, and
these functions were used to convert the input to the hidden layers. These activation
functions with multiple layers were implemented to test the accuracy for comparison
purposes to observe which function gave optimal results. There is no rule for selecting the
best function. It depends on the model, parameter, and features. In this case, there are
minor differences in time and efficiency of different activation functions. These activation
functions are explained as follows.

We reviewed different types of activation functions found in the literature Akhtar et al.
(2017) and used them in this study to compare the results of our research with other similar
studies. Identity (Eq. (1)) is a linear function and that’s why the output is not between any
ranges. Logistic or Sigmoid (Eq. (2)) is like an S-shaped curve, and the range of this
function is between 0 and 1. This activation function is not zero centered, and there is a
problem with the vanishing gradient. Hyperbolic Tangent (Tanh) (Eq. (3)) activation
function is better than the logistic function because it has a range between —1 and 1 as the
output of this function is zero centered. The optimization of this function is easy.
Therefore, it can choose over sigmoid or logistic function, but there is still a vanishing
gradient problem. Rectified Linear Units (ReLU) (Eq. (4)) activation function has
overcome the vanishing gradient problem. It is a simple and efficient activation function.
Most deep learning models use this type of function due to its simplicity and efficiency.

Identity
flx) =x (1)

Logistic or Sigmoid

F(x) =1/1 4+ exp(—x) (2)

Hyperbolic Tangent function (Tanh)
f(x) =1 —exp(—2x)/1 + exp(—2x) (3)

Rectified Linear Units (ReLU)
R(x) = max(o, x) (4)
It means that R(x) =0if R<0and R(x) =xif R>0

Experimental setup

The proposed model, MuLeHyABSC+MLP was tested on five datasets namely STC, TAS,
FGD, ATC, and STS shown in Table 1, which were considered as the benchmark datasets
for multi-level single word and multi-word aspect-based text classification problem.

The datasets contain tweets related to different topics (http://doi.org/10.5281/zenodo.
4444760). The latest version of Python software was used for the experimental setup. It is a
standard environment with state-of-the-art modules which was widely used for text
classification purposes. Pandas, apriori, nltk, text blob, and sci-kit-learn are basic libraries
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used for testing the proposed model. At the experiment stage, various values based on
minimum support and confidence were executed. Suitable values for minimum support
and minimum confidence were considered to be 0.1 and 0.5 respectively.

SYSTEM EVALUATION AND RESULTS DISCUSSION

Five datasets were considered for the experimental purpose as discussed in “Proposed
Multi-Level Hybrid Text Classification Approach” including the STC dataset, Table S1,
which consists of total of four categories, named as: “Apple”, “Google”, “Microsoft” and
“Twitter”; TAS dataset, Table S2, with five categories named as: “Virgin America”,
“United”, “South West Air”, “Jet Blue” and “US Airways”; FGD dataset, Table S3, which
has eight categories named as: “Ben Carson”, “Chris Christie”, “Donald Trump”, “Jeb
Bush”, “John Kasich”, “Marco Rubio”, “Mike Huckabee” and “Ted Cruz”’; ATC dataset,
Table S4, consists of one category named as: “Apple” and STS dataset, Table S5, with seven
different main categories, namely: “Company”, “Person”, “Movie”, “Product”, “Location”,
“Misc” and “Event”. In the first experiment, only single word explicit aspects were achieved
from a noun and noun phrase using Association Rule Mining (ARM) as shown in Table Sé6.
ARM and heuristic combination of POS tags were combined to use for multi-word aspects
at multi-level as shown in Table S7. Table S8 represents some results of the experiments of
aspects detection for the STS dataset. It shows that our proposed system successfully
detected aspects from each category in different datasets, aspects such as: “cheney”, “north”,
“yankees”, “yahoo”, “jquery”, “safeway” and “startrek” which were completely related to
this research work. Furthermore, we achieved satisfying results in the detection of
multi-word aspects using ARM with a heuristic combination of POS tags. Tables S10-S14
(http://doi.org/10.5281/zenodo.4444760) shows the summary of detected implicit aspects
using grammatical relation of dependency parser shown in Table S9 for STC, TAS, FGD,
ATC, and STS datasets, respectively.

Evaluation criteria

The complete classification performance was measured using different evaluating
parameters and this classification consists of binary values (positive and negative). Two
ordinary evaluation measures precision (Eq. (5)) and recall (Eq. (6)) were used for the
evaluation of the sentiments of the tweets based on positive and negative polarity including
an accuracy measure of (Eq. (7)) and F-measure was used for the micro-averaging purpose
(Eq. (8)). Four functional accuracy measures were taken into account based on the
outcomes of the confusion matrix named true positive (TP), false positive (FP), true
negative (TN), and false negative (FN). The evaluation parameters which were employed
for measuring the performance of our proposed system are listed below:

Precision

TP/(TP + FP) (5)
Recall

TP/(TP + FN) (6)
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Table 2 Polarity scores with % of negative, positive and neutral labels in each category of STS
dataset.

Sr No.  Category Negative Scores  Positive Scores ~ Negative%  Positive%  Neutral%

(Polarity) (Polarity)

1 Company 48.59 18.33 57.20 23.60 19.20

2 Person 9.6 26.67 19.60 64.80 15.60

3 Movie 1.69 8.89 5.30 78.90 15.80

4 Product 9.04 26.11 20.60 54 25.40

5 Location 791 1.67 49.00 21.20 29.80

6 Misc. 23.16 13.89 42.60 31.80 25.60

7 Event 0 4.4 0 82.85 17.15
Accuracy
(TP + TN)/(TP + FP + TN + FN) (7)
F-measure
2 x (Precision * Recall)/(Precision + Recall) (8)

Analysis results of sentiments in aspect-based feature extraction
Tables S15-S19 (http://doi.org/10.5281/zenodo.4444760) show the polarity scores of
negative and positive sentiments including percentages of negative, positive, and neutral
labels for STC, TAS, FGD, ATC, and STS datasets, respectively. Table 2 show the polarity
scores for the STS dataset and it shows that all the categories were classified as negative,
positive, and neutral tweets. Our proposed classification method gained a greater value of
negative polarity score as 57.20% than positive polarity value as 23.60% in “Company”
category. Furthermore, “Person”, “Movie” and “Product” categories have a high
percentage in positive polarity labels as 64.80%, 78.90%, and 54%, whereas 19.60%, 5.30%,
and 20.60% as negative polarity scores respectively. In “Location”, “Misc”, and “Event”
categories, 49%, 42.60%, and 0% tweets were labeled as negative whereas positive polarity
scores gained as 21.20%, 31.80%, and 82.85% respectively.

Analysis of hybrid aspect-based classification method

In this section, we present, analyze, and discuss the results of our proposed study. For each
classifier, average results were considered of the proposed system. The performance of
the different classifiers with feature selection techniques was compared. Different
classification methods were used for the analysis and evaluation of the results obtained
from the proposed approach. For this purpose, four different measures were used to
evaluate the performance namely, Precision Eq. (5), Recall Eq. (6), Accuracy Eq. (7) and
F-measure Eq. (8). In this proposed work, we ranked the features using IG to maximize the
possibility of selecting meaningful features in the feature selection process as all the top-
ranked features will get selected and PCA was used to select ranked features, and these
features were used as input for feature classification method and MLP was used for
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Table 3 Analysis of proposed approach (MuLeHyABSC) for different approaches on testing model
STC. The bold emphasis shows the highest results achieved by the proposed approach.

Sr. No. Approach Features Accuracy (%) Precision Recall F-score
1 MuLeHyABSC+MLP  POS tags + unigram  78.99 0.79 0.789  0.789
2 MuLeHyABSC+SVC  POS tags + unigram  75.79 0.758 0.757  0.757
3 MuLeHyABSC+LR POS tags + unigram  72.08 0.712 0722 0.716
4 MuLeHyABSC+DT POS tags + unigram  73.02 0.725 0732 0.728
5 MuLeHyABSC+KN POS tags + unigram  70.16 0.714 0.721  0.717
6 MuLeHyABSC+RF POS tags + unigram  72.08 0.712 0.722 0716
7 MuLeHyABSC+AB POS tags + unigram  75.34 0.755 0.753  0.752
8 MuLeHyABSC+ETC  POS tags + unigram  76.02 0.765 0.762  0.76
9 MuLeHyABSC+GB POS tags + unigram  74.71 0.738 0.727  0.732
10 MuLeHyABSC+NB POS tags + unigram  67.57 0.702 0.675  0.659

Table 4 Analysis of proposed approach (MuLeHyABSC) for different approaches on testing model
TAS. The bold emphasis shows the highest results achieved by the proposed approach.

Sr No. Approach Features Accuracy (%) Precision Recall F-score
1 MuLeHyABSC+MLP  POS tags + unigram  84.09 0.833 0.84 0.836
2 MuLeHyABSC+SVC  POS tags + unigram  78.43 0.773 0.764  0.768
3 MuLeHyABSC+LR POS tags + unigram  80.44 0.811 0.824  0.805
4 MuLeHyABSC+DT POS tags + unigram  78.43 0.773 0.764  0.768
5 MuLeHyABSC+KN POS tags + unigram  82.12 0.815 0.827  0.816
6 MuLeHyABSC+RF POS tags + unigram  80.33 0.792 0.803  0.795
7 MuLeHyABSC+AB POS tags + unigram  80.16 0.815 0.818  0.816
8 MuLeHyABSC+ETC  POS tags + unigram  81.58 0.802 0.815  0.804
9 MuLeHyABSC+GB POS tags + unigram  80.33 0.792 0.803  0.795
10 MuLeHyABSC+NB POS tags + unigram 7243 0.733 0.714  0.721

classification purposes. Additionally, different classification methods were used to
compare the results with the proposed technique. Four activation functions were
implemented on all five datasets to evaluate the performance of MLP.

Discussion |

Table 3 shows the average results of the classification for STC dataset, Tables 4, 5, 6 and 7
show the average results for TAS, FGD, ATC, and STS datasets respectively, using 10
different approaches including K-Neighbors classifier, Decision Tree classifier, Logistic
Regression, Support Vector classifier, Gaussian NB, Ada-Boost classifier, Gradient
Boosting classifier, Random Forest classifier, Extra-Tree classifier and the classifier based
on our proposed model i.e., the Multi-Layer Perceptron. Data in all these tables clearly
show that a combination of MuLeHyABSC+MLP with POS tags achieved the highest
accuracy. In contrast, Figures S1-S5 (http://doi.org/10.5281/zenodo.4444760), for all the
five datasets respectively, demonstrates the average results of classification using the
methods with which we compared our results and blend of MuLeHyABSC comprising of
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Table 5 Analysis of proposed approach (MuLeHyABSC) for different approaches on testing model
FGD. The bold emphasis shows the highest results achieved by the proposed approach.

Sr No. Approach Features Accuracy (%) Precision Recall F-score
1 MuLeHyABSC+MLP  POS tags + unigram  80.38 0.794 0.803  0.793
2 MuLeHyABSC+SVC  POS tags + unigram  76.06 0.755 0.77 0.747
3 MuLeHyABSC+LR POS tags + unigram  74.65 0.723 0.746  0.702
4 MuLeHyABSC+DT POS tags + unigram  72.86 0.731 0.724  0.727
5 MuLeHyABSC+KN POS tags + unigram  74.31 0.721 0.743  0.689
6 MuLeHyABSC+RF POS tags + unigram  74.31 0.721 0.743  0.689
7 MuLeHyABSC+AB POS tags + unigram  71.06 0.726 0.702  0.713
8 MuLeHyABSC+ETC  POS tags + unigram  73.02 0.725 0.738  0.731
9 MuLeHyABSC+GB POS tags + unigram  70.31 0.711 0.723  0.716
10 MuLeHyABSC+NB POS tags + unigram  74.31 0.721 0.743  0.689

Table 6 Analysis of proposed approach (MuLeHyABSC) for different approaches on testing model
ATC. The bold emphasis shows the highest results achieved by the proposed approach.

Sr No. Approach Features Accuracy (%) Precision Recall F-score
1 MuLeHyABSC+MLP  POS tags + unigram  82.37 0.813 0.823  0.817
2 MuLeHyABSC+SVC  POS tags + unigram  76.22 0.751 0.769  0.759
3 MuLeHyABSC+LR POS tags + unigram  80.15 0.793 0.808  0.795
4 MuLeHyABSC+DT POS tags + unigram  79.93 0.781 0.799  0.785
5 MuLeHyABSC+KN POS tags + unigram  79.63 0.779 0.796  0.784
6 MuLeHyABSC+RF POS tags + unigram  76.22 0.751 0.769  0.759
7 MuLeHyABSC+AB POS tags + unigram  71.72 0.731 0.729  0.729
8 MuLeHyABSC+ETC  POS tags + unigram  80.24 0.785 0.802  0.789
9 MuLeHyABSC+GB POS tags + unigram  79.93 0.782 0.799  0.786
10 MuLeHyABSC+NB POS tags + unigram  71.72 0.731 0.729  0.729

Table 7 Analysis of proposed approach (MuLeHyABSC) for different approaches on testing model

STS. The bold emphasis shows the highest results achieved by the proposed approach.

Sr No. Approach Features Accuracy (%) Precision Recall F-score
1 MuLeHyABSC+MLP  POS tags + unigram  84.72 0.851 0.847  0.848
2 MuLeHyABSC+SVC  POS tags + unigram  80.55 0.812 0.805  0.808
3 MuLeHyABSC+LR POS tags + unigram  79.16 0.802 0.791  0.796
4 MuLeHyABSC+DT POS tags + unigram  80.55 0.812 0.805  0.808
5 MuLeHyABSC+KN POS tags + unigram  76.16 0.772 0.761  0.766
6 MuLeHyABSC+RF POS tags + unigram  79.16 0.802 0.791  0.796
7 MuLeHyABSC+AB POS tags + unigram  80.55 0.812 0.805  0.808
8 MuLeHyABSC+ETC  POS tags + unigram  72.55 0.732 0.725  0.728
9 MuLeHyABSC+GB POS tags + unigram  80.55 0.812 0.805  0.808
10 MuLeHyABSC+NB POS tags + unigram  66.66 0.683 0.666  0.674
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the Aspect-Based Sentiment Analysis(ABSA) plus using Sentiwordnet, PCA with the
combination of MLP with POS tags.

According to the results shown in Table 3 of the STC dataset, the average highest
accuracy was 78.99% of the proposed model MuLeHyABSC+MLP with POS tags and
unigram features. Also, the precision, recall, and F-score were 0.790, 0.789, and 0.789
respectively. In the TAS dataset (see Table 4), the average highest values achieved for
accuracy, precision, recall and F-score were 84.09%, 0.833, 0.840 and 0.836 respectively.
Using the FGD dataset, the highest accuracy was measured as 80.38%, precision was 0.794,
recall was 0.803 and F-score was 0.793 (see Table 5). Besides this, MuLeHyABSC+GB
with the same features obtained the lowest accuracy as 70.31%, precision as 0.711,
recall as 0.723, and F-measure as 0.716. In the ATC dataset (see Table 6), the highest
accuracy was gained in MuLeHyABSC with the combination of MLP using POS tags +
unigram features as 82.37%, precision, recall, and F-score measures were 0.813, 0.823, and
0.817 respectively. In the STS dataset (see Table 7), the highest achieved accuracy was
84.72%, precision was 0.851, recall and F-score measures were 0.847 and 0.848
respectively. In summary, these obtained results show that MLP performed better with
POS tags + unigram feature set and proved it as an improved approach to classifying the
tweets in each category so, MuLeHyABSC with the fusion of MLP achieved the highest
accuracy in all the datasets. Achieved results for all the five datasets respectively show the
average results of classification using the methods with which we compared our results and
blend of MuLeHyABSC comprising of the Aspect-Based Sentiment Analysis(ABSA) plus
using Sentiwordnet, PCA with the combination of MLP with POS tags.

Evaluation of different activation functions

All five datasets were used to evaluate 24 iterations of MLP with different activation
functions and size of layers. Different functions were tested to compare the results to
achieve the best one. There is no hard and fast rule for choosing the best activation
function. It depends on the architecture and the requirement of a model that gives optimal
results. The average results are considered in this proposed work for each activation
function and layer size after 24 iterations. These activation functions were used to evaluate
the proposed system to attain the maximum accuracy. The purpose of these activation
layers was to express the impact of neurons and layer sizes on the accuracy of the proposed
model.

Discussion Il

Multiple activation functions used in different deep learning methods were combined in
this proposed approach and used in a single deep learning method MLP. We used four
activation functions named as: Identity Eq. (1), Logistic or Sigmoid Eq. (2), Hyperbolic
Tangent function (Tanh) Eq. (3) and Rectified Linear Units (ReLU) Eq. (4) used in Akhtar
et al. (2017). In this proposed work, MLP architecture was designed to fit all the sizes of
datasets independent of domain. The main step involved in this process was to analyze the
test data. All the activation functions used in this approach compared the train feature set
to the test feature set and obtained results of the classification through the output layer.
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Table 8 Some experimental results of multiple iterations of activation functions of proposed
approach (MuLeHyABSC) for STC. The bold emphasis shows the highest results achieved by the
proposed approach.

Iterations  Activation function = Neurons  Accuracy (%) Precision Recall  F-measure

1 Identity 50, 77.25 0.775 0.772 0.773
2 Sigmoid 50, 78.99 0.789 0.789 0.789
3 Tanh 50, 79.25 0.792 0.792 0.792
4 ReLu 50, 76.88 0.769 0.768 0.768
5 Identity 50,50 79.85 0.799 0.798 0.798

The attributes of the datasets are proportional to the total number of neurons used in the
input layer and polarity classes of the datasets depend on the total number of neurons
considered in the output layer such as positive and negative. In the hidden layer, to
minimize the error rate concerning data size, back-propagation was used while training the
features to back-propagate again and further apply activation functions.

In this research work, the number of hidden layers (1-3) and neurons (50-100), were
assigned according to the number of features that become input for the MLP model.

In iterations 1, 2, 3, and 4, a total of 50 neurons were taken into account for testing
purposes using 1 hidden layer, and all the mentioned activation functions were gradually
applied on this layer. This hidden layer was fully connected with one output layer to
classify the sentiments as positive and negative labels. In contrast, from iterations 5, 6, 7,
and 8, we have used two hidden layers on top of each other with 50,50 neurons as 50
neurons in each layer for testing purposes. Besides this, in iteration 9, 10, 11, and 12, only
one hidden layer was used with 100 neurons for testing purpose, incorporating four
activation functions one at a time. On the other hand, in iteration 13, 14, 15, and 16, we
have used two hidden layers interconnected with each other, with 100,100 neurons as 100
neurons in each hidden layer for testing purpose. Added to this, in iteration 17, 18, 19, and
20, we have considered three hidden layers on top of each other with 50, 50, 50 neurons as
50 neurons in each hidden layer for testing purpose. In contrast, iteration 21, 22, 23,
and 24 used three fully connected hidden layers, with 100,100,100 neurons as 100 neurons
in each hidden layer, and four activation functions were applied for testing purpose to
classify the sentiments that were taken as input from the feature selection method using
input layer. Besides this, 4 activation functions were applied one at a time for each iteration
and the number of neurons mentioned above. Depicting 4 activation functions in the same
layer elucidates that all the activation functions were applied gradually.

Some experimental results of the STC dataset are shown in Table 8 and detailed results
of all 5 datasets are depicted in Tables S20-S24 (http://doi.org/10.5281/zenodo.4444760).
In Table S20, maximum accuracy was achieved in iteration 5 using the “Identity”
activation function, with two hidden layers on the top of each other and 50 neurons in each
layer. Accuracy gained as 79.85%, precision, recall, and F-score as 0.799, 0.798, and 0.798
respectively. Besides this, TAS dataset results are depicted in Table S21, comprising of 24
iterations using 4 activation functions and maximum accuracy was achieved as 84.29%,
with precision 0.834, recall 0.842 and F-score 0.837 in iteration 7 using “Tanh” activation
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Table 9 Results of existing benchmark 1 for STC & STS datasets Zainuddin, Selamat ¢ Ibrahim (2018). The bold emphasis shows the highest
results of existing benchmark 1 for STC & STS datasets.

Approach Features Accuracy Precision Recall F-Measure
ABSA+Sentiwordnet+PCA+SVM (STC) POS tags+unigram 74.2438 0.751 0.742 0.738
ABSA+Sentiwordnet+PCA+SVM (STS) POS tags 76.5517 0.779 0.766 0.76

function with two hidden layers and 50 neurons in each layer and same results were
obtained in iteration 19 using activation function “Tanh” with three hidden layers and 50
neurons in each layer. Results of the FGD dataset are detailed in Table S22, maximum
accuracy was achieved as 81.54% with precision, recall, and F-score as 0.795, 0.811,

and 0.802 respectively in the 9th iteration using “Identity” activation function with one
hidden layer of 100 neurons. Table S23 shows the results of the ATC dataset, maximum
accuracy was obtained in the 4th iteration using the “ReLU” activation function with
one hidden layer incorporating 50 neurons in it. Accuracy was achieved as 83.23%,
precision as 0.828, recall as 0.832, and F-score as 0.829. Results of the STS dataset

are shown in Tables S24 and maximum accuracy was achieved in the 4th iteration
incorporating the “ReLU” activation function with 50 neurons in one hidden layer.

In this table, the highest accuracy was achieved as 86.19%, precision, recall, and F-score as
0.875,0.861, and 0.867 respectively. The ReLU activation function performed better in two
datasets and obtained results were in an improved state during multiple iterations. In
summary, an obvious feature of the proposed system reveals that even the most minimum
accuracy value achieved by the proposed system was better than the results obtained from
machine learning classification methods. These results show that the proposed system
performed well in sentiment classification during each iteration using the deep learning
method as results of machine learning approaches were below average as compare to these
obtained results.

Existing benchmarks

In the previous research, PCA was used for improving the existing research results which
were compared against the benchmarks LSA and RP. They compared the results of
PCA with LSA and RP and showed that the accuracy of PCA was better than others.
They used PCA+SVM as a hybrid approach to achieve values for accuracy, precision, recall
and F-score as 74.24%, 0.751, 0.742 and 0.738 respectively, for STC dataset using POS tags
+ unigram and 76.5517% accuracy, 0.779 precision, 0.766 recall and 0.76 F-score for
STS dataset using POS tags Zainuddin, Selamat ¢ Ibrahim (2018) shown in Table 9.

In contrast, Table S25 and Fig. S6 (http://doi.org/10.5281/zenodo0.4444760) demonstrates
the comparison of existing benchmark 1 with the proposed system for STC and STS
datasets and resulted in improved accuracy for the proposed approach.

In another paper (Go, Bhayani ¢ Huang, 2009), the authors used SVM, NB and ME for
training the dataset of Table S5 (http://doi.org/10.5281/zenodo.4444760), using different
features unigram, bigram, and POS patterns. It gained maximum accuracy as 83%
using MaxEnt with the combination of unigram + bigram features, using Naive Bayes with
same features, got accuracy as 82.7% and using SVM with unigram + POS tags, it gained
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Table 10 Results of existing benchmark 2 for STS dataset Go, Bhayani ¢ Huang (2009). The bold
emphasis shows the highest results of existing benchmark 2 for STS dataset.

Features Keyword Naive Bayes MaxEnt SVM
Unigram + Bigram N/A 82.7 83 81.6
Unigram + POS N/A 79.9 79.9 81.9

Table 11 OVERALL comparison of MuLeHyABSC—proposed system’s achieved results with existing benchmarks. The bold emphasis shows
the highest results achieved by the proposed approach.

Approach Features Accuracy (%) Precision Recall F-measure
Existing Benchmark 1 (STC dataset) POS tags + unigram 74.24 0.751 0.742 0.738
MuLeHyABSC+MLP (STC dataset) POS tags + unigram 78.99 0.79 0.789 0.789
MuLeHyABSC+MLP (TAS dataset) POS tags + unigram 84.09 0.833 0.84 0.836
MuLeHyABSC+MLP (FGD dataset) POS tags + unigram 80.38 0.794 0.803 0.798
MuLeHyABSC+MLP (ATC dataset) POS tags + unigram 82.37 0.813 0.823 0.817
Existing Benchmark 1 (STS dataset) POS tags 76.55 0.779 0.766 0.76
Existing Benchmark 2 (STS dataset) unigram + bigram 83.00 0.835 0.827 0.83
MuLeHyABSC+MLP (STS dataset) POS tags + unigram 84.72 0.851 0.847 0.848

accuracy of 81.9% and results of existing benchmark 2 are shown in Table 10. We
compared the results of the proposed system with the outcomes of these existing
benchmarks. Figure S7 (http://doi.org/10.5281/zenodo0.4444760) demonstrates that the
proposed system achieved better results as compared to the outcomes of existing
benchmark 2 in the STS dataset.

Table 11 shows the general comparison of proposed model (MuLeHyABSC+MLP) with
the existing benchmark 1 Zainuddin, Selamat ¢ Ibrahim (2018). The proposed system
performed better for the STC dataset as compared to the existing benchmark 1 as they used
PCA+SVM with POS tags + unigram and achieved an accuracy of 74.24% and the
proposed system achieved an accuracy of 78.99% with precision, recall, and F-score as 0.79,
0.789 and 0.789 respectively. Furthermore, for the STS dataset, our proposed approach
gained better results with an accuracy of 84.72%, with precision, recall, and F-measure as
0.851, 0.847, and 0.848 respectively. Whereas results of existing benchmark 1 for STS
dataset, they achieved accuracy as 76.55%, precision as 0.779, recall as 0.766, and F-score
as 0.76. Further, the detailed comparison of the proposed model with existing
benchmark 2 (Go, Bhayani ¢ Huang, 2009) is shown in Table S26 (http://doi.org/10.5281/
zenodo.4444760). as they achieved the highest accuracy of 83% by using MaxEnt with
unigram + bigram in the STS dataset and the proposed system achieved 84.72% accuracy
by using MuLeHyABSC+MLP with POS tags + unigram and it showed improved results
in an accuracy of predicted data. Tables S25 and S26 (http://doi.org/10.5281/zenodo.
4444760) represents an individual comparison of the proposed system with existing
benchmarks for STC and STS datasets. The results in Table 11 and Fig. 3 depicts that the
proposed approach performed better in all types of datasets containing a different number
of tweets.
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Figure 3 General evaluation of proposed model (MuLeHyABSC) with existing benchmark 1
Zainuddin, Selamat & Ibrahim (2018) & benchmark 2 Go, Bhayani ¢ Huang (2009).
Full-size K&l DOT: 10.7717/peerj-cs.433/fig-3

This research work can be useful for other languages as well, like in the English language
tweet datasets, we used POS tags as adjectives, verbs, and adverbs to find more implicit
aspects and determined sentiment words describing them as shown in the proposed
system MuLeHyABSC model in Fig. 1. In this work, the proposed approach performed
better with the fusion of deep learning method MLP in all the datasets (used in this work),
whilst machine learning approaches used for classification purposes didn’t perform
consistently, results varied in all the datasets. There are many possible reasons for
inconsistency between results but one of the main reasons is variation in the sizes of
datasets. In machine learning approaches, some classification methods performed better
on small size datasets and some on large size datasets. In particular, POS tags + unigram
features and the combination of IG with PCA in feature ranking and feature selection
process resulted in performance gain in the deep learning method.

CONCLUSIONS AND FUTURE DIRECTIONS

The motivation of the proposed work was to perform finer-grained sentiment analysis to
improve the functionality of aspect-based text classification using a hybrid approach.
This study proposed an approach called: Multi-level Hybrid Aspect Based Sentiment
Classification (MuLeHyABSC) comprising of multi-level (single and multi-word) aspect
detection using ARM with the blend of heuristic POS patterns. The interconnection
between noun phrases and heuristic mixture of POS patterns with verbs, adjectives,
determiners, and adverbs was the main reason for valuable explicit aspects detection.
Furthermore, the Stanford Dependency Parser (SDP) with the grammatical associations
was used to find a relationship to extract implicit aspects including the determination of
relations discovered by different types of dependencies. Our proposed approach also
incorporates a feature ranking process by embedding a feature selection technique and
further classification of sentiments using the deep learning method. This research aimed to
use Twitter data to perform hybrid multi-level (single word and multi-word) aspect-based
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text classification. Different classification algorithms were implemented to compare the
results with the proposed hybrid approach (MuLeHyABSC+MLP). The results showed
that the proposed system for aspect-based text classification achieved significant
improvement as compared to the existing baseline approaches proposed for sentiment
classification by achieving accuracies of 78.99%, 84.09%, 80.38%, 82.37%, and 84.72%
respectively. A neural network approach was used for large datasets which resulted in a
performance gain. We plan to extend this research in the future by using some state-of-
the-art approaches of ANN for aspect-based text classification. Latest feature extraction
and feature selection techniques will be implemented with the combination of merged
ANN methods including temporal aspects in the future for improving the existing system’s
performance.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

e Sadaf Hussain Janjua conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures and/
or tables, and approved the final draft.

e Ghazanfar Farooq Siddiqui conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures and/
or tables, and approved the final draft.

e Muddassar Azam Sindhu analyzed the data, authored or reviewed drafts of the paper,
and approved the final draft.

e Umer Rashid analyzed the data, authored or reviewed drafts of the paper, and approved
the final draft.

Data Availability
The following information was supplied regarding data availability:

Data is available at Zenodo:

Sadaf Hussain Janjua, Ghazanfar Farooq Siddiqui, Muddassar Azam Sindhu, & Umer
Rashid. (2021). Multi-level aspect based sentiment classification of twitter data: using
hybrid approach in deep learning. DOT 10.5281/zenodo.4444760.

REFERENCES

Akhtar MS, Kumar A, Ghosal D, Ekbal A, Bhattacharyya P. 2017. A multilayer perceptron based
ensemble technique for fine-grained financial sentiment analysis. In: Proceedings of the 2017
Conference on Empirical Methods in Natural Language Processing. 540-546.

Janjua et al. (2021), Peerd Comput. Sci., DOl 10.7717/peerj-cs.433 22/25


https://dx.doi.org/10.5281/zenodo.4444760
http://dx.doi.org/10.7717/peerj-cs.433
https://peerj.com/computer-science/

PeerJ Computer Science

Ankit, Saleena N. 2018. An ensemble classification system for twitter sentiment analysis. Procedia
Computer Science 132:937-946 DOI 10.1016/j.procs.2018.05.109.

Ay Karakus B, Talo M, Hallag I.R, Aydin G. 2018. Evaluating deep learning models for sentiment
classification. Concurrency and Computation: Practice and Experience 30(21):e4783
DOI 10.1002/cpe.4783.

Bansal B, Srivastava S. 2019. Hybrid attribute based sentiment classification of online reviews for
consumer intelligence. Applied Intelligence 49(1):137-149 DOI 10.1007/s10489-018-1299-7.
Chiavetta F, Bosco GL, Pilato G. 2016. A lexicon-based approach for sentiment classification of

amazon books reviews in italian language. In: WEBIST (2). 159-170.

De Clercq O, Van de Kauter M, Lefever E, Hoste V. 2015. Lt3: applying hybrid terminology
extraction to aspect-based sentiment analysis. In: Proceedings of the 9th International Workshop
on Semantic Evaluation (SemEval 2015). 719-724.

Ding X, Liu B, Yu PS. 2008. A holistic lexicon-based approach to opinion mining. In: Proceedings
of the 2008 International Conference on Web Search and Data Mining. 231-240.

Do HH, Prasad P, Maag A, Alsadoon A. 2019. Deep learning for aspect-based sentiment analysis:
a comparative review. Expert Systems with Applications 118(6):272-299
DOI 10.1016/j.eswa.2018.10.003.

Feldman R. 2013. Techniques and applications for sentiment analysis. Communications of the
ACM 56(4):82-89 DOI 10.1145/2436256.2436274.

Go A, Bhayani R, Huang L. 2009. Twitter sentiment classification using distant supervision.
CS224N Project Report, Stanford 1(12):2009.

HaCohen-Kerner Y, Miller D, Yigal Y. 2020. The influence of preprocessing on text classification
using a bag-of-words representation. PLOS ONE 15(5):€0232525
DOI 10.1371/journal.pone.0232525.

Hong J, Fang M. 2015. Sentiment analysis with deeply learned distributed representations of
variable length texts. Stanford University Report. 1-9. Available at https://scholar.google.com/
scholar?hl=enéras_sdt=0%2C5¢&q=Hong+]%2C+Fang+M.+2015.+Sentiment+analysis+with
+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University
+Report.+1%E2%80%939.¢btnG=#d=gs_citéu=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ
%3Ascholar.google.com%2F%260utput%3Dcite%26scirp%3D0%26h1%3Den.

Kalchbrenner N, Grefenstette E, Blunsom P. 2014. A convolutional neural network for modelling
sentences. Available at https://arxiv.org/abs/1404.2188.

Kastrati Z, Imran AS, Kurti A. 2020. Weakly supervised framework for aspect-based sentiment
analysis on students2019 reviews of moocs. IEEE Access 8:106799-106810
DOI 10.1109/ACCESS.2020.3000739.

Kaur D. 2017. Sentimental analysis on apple tweets with machine learning technique. International
Journal of Science, Engineering and Computer Technology 7(9):76.

Liu B. 2012. Sentiment analysis and opinion mining. Synthesis Lectures on Human Language
Technologies 5(1):1-167 DOI 10.2200/S00416ED1V01Y201204HLTO16.

Liu B, Zhang L. 2012. A survey of opinion mining and sentiment analysis. In: Aggarwal C, Zhai C,
eds. Mining Text Data. Boston: Springer, 415-463.

Liu H, Dougherty ER, Dy JG, Torkkola K, Tuv E, Peng H, Ding C, Long F, Berens M, Parsons L,
YuL, Zhao Z, Forman G. 2005. Evolving feature selection. IEEE Intelligent Systems 20(6):64-76
DOI 10.1109/M1S.2005.105.

Liu N, Shen B. 2020. Aspect-based sentiment analysis with gated alternate neural network.
Knowledge-Based Systems 188:105010 DOI 10.1016/j.knosys.2019.105010.

Janjua et al. (2021), PeerdJ Comput. Sci., DOl 10.7717/peerj-cs.433 23/25


http://dx.doi.org/10.1016/j.procs.2018.05.109
http://dx.doi.org/10.1002/cpe.4783
http://dx.doi.org/10.1007/s10489-018-1299-7
http://dx.doi.org/10.1016/j.eswa.2018.10.003
http://dx.doi.org/10.1145/2436256.2436274
http://dx.doi.org/10.1371/journal.pone.0232525
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hong+J%2C+Fang+M.+2015.+Sentiment+analysis+with+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University+Report.+1%E2%80%939.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hong+J%2C+Fang+M.+2015.+Sentiment+analysis+with+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University+Report.+1%E2%80%939.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hong+J%2C+Fang+M.+2015.+Sentiment+analysis+with+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University+Report.+1%E2%80%939.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hong+J%2C+Fang+M.+2015.+Sentiment+analysis+with+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University+Report.+1%E2%80%939.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Hong+J%2C+Fang+M.+2015.+Sentiment+analysis+with+deeply+learned+distributed+representations+of+variable+length+texts.+Stanford+University+Report.+1%E2%80%939.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AmeXgPObrkjQJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://arxiv.org/abs/1404.2188
http://dx.doi.org/10.1109/ACCESS.2020.3000739
http://dx.doi.org/10.2200/S00416ED1V01Y201204HLT016
http://dx.doi.org/10.1109/MIS.2005.105
http://dx.doi.org/10.1016/j.knosys.2019.105010
http://dx.doi.org/10.7717/peerj-cs.433
https://peerj.com/computer-science/

PeerJ Computer Science

Ma, Peng H, Khan T, Cambria E, Hussain A. 2018. Sentic Istm: a hybrid network for targeted aspect-
based sentiment analysis. Cognitive Computation 10(4):639-650 DOI 10.1007/s12559-018-9549-x.

Miller GA. 1995. Wordnet: a lexical database for english. Communications of the ACM
38(11):39-41 DOI 10.1145/219717.219748.

Minanovic A, Gabelica H, Krsti¢ Z. 2014. Big data and sentiment analysis using knime: Online
reviews vs. social media. In: 2014 37th International Convention on Information and
Communication Technology, Electronics and Microelectronics (MIPRO). Piscataway: IEEE,
1464-1468.

Mowlaei ME, Abadeh MS, Keshavarz H. 2020. Aspect-based sentiment analysis using adaptive
aspect-based lexicons. Expert Systems with Applications 148(C-1):113234
DOI 10.1016/j.eswa.2020.113234.

Pan Y-F, Hou X, Liu C-L. 2009. Text localization in natural scene images based on conditional
random field. In: 2009 10th International Conference on Document Analysis and Recognition.
IEEE, 6-10.

Park S, Kim Y. 2016. Building thesaurus lexicon using dictionary-based approach for sentiment
classification. In: 2016 IEEE 14th International Conference on Software Engineering Research,
Management and Applications (SERA). Piscataway: IEEE, 39-44.

Rothfels J, Tibshirani J. 2010. Unsupervised sentiment classification of english movie reviews
using automatic selection of positive and negative sentiment items. CS224N-Final Project
43(2):52-56.

Saif H, Fernandez M, He Y, Alani H. 2013. Evaluation datasets for twitter sentiment analysis: a
survey and a new dataset, the sts-gold. Available at https://scholar.google.com/scholar?hl=ene>as_
sdt=0%2C5¢q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation
+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the-+sts-
gold.&btnG=#d=gs_citéru=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8I5Bc]%3Ascholar.google.com
%2F%260utput%3Dcite%26scirp%3D0%26h1%3Den.

Singh PK, Husain MS. 2014. Methodological study of opinion mining and sentiment analysis
techniques. International Journal on Soft Computing 5(1):11-21 DOI 10.5121/ijsc.2014.5102.

Socher R, Pennington J, Huang EH, Ng AY, Manning CD. 2011. Semi-supervised recursive
autoencoders for predicting sentiment distributions. In: Proceedings of the 2011 Conference on
Empirical Methods in Natural Language Processing. 151-161.

Socher R, Perelygin A, Wu ], Chuang J, Manning CD, Ng AY, Potts C. 2013. Recursive deep
models for semantic compositionality over a sentiment treebank. In: Proceedings of the 2013
Conference on Empirical Methods in Natural Language Processing. 1631-1642.

Su Q, Xiang K, Wang H, Sun B, Yu S. 2006. Using pointwise mutual information to identify
implicit features in customer reviews. In: International Conference on Computer Processing of
Oriental Languages. Springer, 22-30.

Tang B, Kay S, He H. 2016. Toward optimal feature selection in naive bayes for text categorization.
IEEE Transactions on Knowledge and Data Engineering 28(9):2508-2521
DOI 10.1109/TKDE.2016.2563436.

Trier Q.D, Jain AK, Taxt T. 1996. Feature extraction methods for character recognition-a survey.
Pattern Recognition 29(4):641-662 DOI 10.1016/0031-3203(95)00118-2.

Vinodhini G, Chandrasekaran R. 2014. Opinion mining using principal component analysis

based ensemble model for e-commerce application. CSI Transactions on ICT 2(3):169-179
DOI 10.1007/s40012-014-0055-3.

Janjua et al. (2021), PeerdJ Comput. Sci., DOl 10.7717/peerj-cs.433 24/25


http://dx.doi.org/10.1007/s12559-018-9549-x
http://dx.doi.org/10.1145/219717.219748
http://dx.doi.org/10.1016/j.eswa.2020.113234
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the+sts-gold.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8l5BcJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the+sts-gold.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8l5BcJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the+sts-gold.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8l5BcJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the+sts-gold.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8l5BcJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Saif+H%2C+Fernandez+M%2C+He+Y%2C+Alani+H.+2013.+Evaluation+datasets+for+twitter+sentiment+analysis%3A+a+survey+and+a+new+dataset%2C+the+sts-gold.&btnG=#d=gs_cit&u=%2Fscholar%3Fq%3Dinfo%3AS1Qcak8l5BcJ%3Ascholar.google.com%2F%26output%3Dcite%26scirp%3D0%26hl%3Den
http://dx.doi.org/10.5121/ijsc.2014.5102
http://dx.doi.org/10.1109/TKDE.2016.2563436
http://dx.doi.org/10.1016/0031-3203(95)00118-2
http://dx.doi.org/10.1007/s40012-014-0055-3
http://dx.doi.org/10.7717/peerj-cs.433
https://peerj.com/computer-science/

PeerJ Computer Science

Wan Y, Gao Q. 2015. An ensemble sentiment classification system of twitter data for airline

services analysis. In: 2015 IEEE International Conference on Data Mining Workshop (ICDMW).
Piscataway: IEEE, 1318-1325.

Wang W, Xu H, Wan W. 2013. Implicit feature identification via hybrid association rule mining.
Expert Systems with Applications 40(9):3518-3531 DOI 10.1016/j.eswa.2012.12.060.
Wu C, Wu F, Wu S, Yuan Z, Huang Y. 2018. A hybrid unsupervised method for aspect term and

opinion target extraction. Knowledge-Based Systems 148(1):66-73
DOI 10.1016/j.knosys.2018.01.019.

Yan Z, Xing M, Zhang D, Ma B. 2015. Exprs: an extended pagerank method for product feature
extraction from online consumer reviews. Information & Management 52(7):850-858
DOI 10.1016/j.im.2015.02.002.

Zainuddin N, Selamat A, Ibrahim R. 2018. Hybrid sentiment classification on twitter aspect-
based sentiment analysis. Applied Intelligence 48(5):1218-1232.

Janjua et al. (2021), PeerdJ Comput. Sci., DOl 10.7717/peerj-cs.433 25/25


http://dx.doi.org/10.1016/j.eswa.2012.12.060
http://dx.doi.org/10.1016/j.knosys.2018.01.019
http://dx.doi.org/10.1016/j.im.2015.02.002
http://dx.doi.org/10.7717/peerj-cs.433
https://peerj.com/computer-science/

	Multi-level aspect based sentiment classification of Twitter data: using hybrid approach in deep learning
	Introduction
	Literature review on sentiment analysis
	Proposed multi-level hybrid text classification approach
	System evaluation and results discussion
	Conclusions and future directions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


