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Smart surveillance systems are used to monitor specific areas, such as homes, buildings,
and borders, and effectively detect any threats. In this work, we investigate the design of
low cost multiunit surveillance systems that can control numerous surveillance cameras to
track multiple objects (such as people, cars, and guns) and promptly detect human activity
in real time by using low computational systems such as compact or single board
computers. Deep learning techniques are employed to detect certain objects to realize the
surveillance of homes/buildings and recognize suspicious and vital events to ensure that
the system can alarm officers of relevant events such as stranger intrusions, presence of
guns, suspicious movement, and fugitive identification. The proposed model is tested on
two computational systems, specifically, a single board computer (Raspberry PI) with
Raspbian OS and a compact computer (Intel NUC) with Windows OS. In both systems, we
employ components such as a camera to stream real time video and an ultrasonic sensor
to alarm personnel of threats when movement is detected in restricted areas or near walls.
The system program is coded in Python, and a convolutional neural network (CNN) is used
to realize recognition. The program is optimized by using a foreground object detection
algorithm to accelerate the recognition in terms of both the accuracy and speed. The
saliency algorithm is used to slice certain required objects from the scenes, such as
humans, cars, and airplanes. In this regard, two saliency algorithms are considered, based
on the local and global patch saliency detection. We develop a system that combines two
saliency approaches and recognizes the features extracted using these saliency
techniques with a conventional neural network. The field results demonstrate a significant
improvement in the detection, ranging between 34% and 99.9% for different situations.
The low percentage is related to the presence of unclear objects or activities that are
different from those involving humans. Nevertheless, even in the case of low accuracy, the
recognition and threat identification are realized with an accuracy of 100% in
approximately 0.7 s, even when using a single board computer. These results indicate that
the proposed system can be practically used to design a low cost and intelligent security
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and tracking system.
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13 Abstract

14 Smart surveillance systems are used to monitor specific areas, such as homes, buildings, and 

15 borders, and effectively detect any threats. In this work, we investigate the design of low cost 

16 multiunit surveillance systems that can control numerous surveillance cameras to track multiple 

17 objects (such as people, cars, and guns) and promptly detect human activity in real time by using 

18 low computational systems such as compact or single board computers. Deep learning techniques 

19 are employed to detect certain objects to perform the surveillance of homes/buildings and 

20 recognize suspicious and vital events to ensure that the system can alarm officers of relevant events 

21 such as stranger intrusions, presence of guns, suspicious movement, and fugitive identification. 

22 The proposed model is tested on two computational systems, specifically, a single board computer 

23 (Raspberry PI) with Raspbian OS and a compact computer (Intel NUC) with Windows OS. In both 

24 systems, we employ components such as a camera to stream real time video and an ultrasonic 

25 sensor to alarm personnel of threats when movement is detected in restricted areas or near walls. 

26 The system program is coded in Python, and a convolutional neural network (CNN) is used to 

27 perform recognition. The program is optimized by using a foreground object detection algorithm 

28 to accelerate the recognition in terms of both the accuracy and speed. The saliency algorithm is 

29 used to slice certain required objects from the scenes, such as humans, cars, and airplanes. In this 

30 regard, two saliency algorithms are considered, based on the local and global patch saliency 

31 detection. We develop a system that combines two saliency approaches and recognizes the features 

32 extracted using these saliency techniques with a conventional neural network. The field results 

33 demonstrate a significant improvement in the detection, ranging between 34% and 99.9% for 

34 different situations. The low percentage is related to the presence of unclear objects or activities 

35 that are different from those involving humans. Nevertheless, even in the case of low accuracy, 

36 the recognition and threat identification are performed with an accuracy of 100% in approximately 

37 0.7 s, even when using Computer systems with relatively weak hardware specifications such as 

38 single board computer (Raspberry PI). These results prove that the proposed system can be 

39 practically used to design a low cost and intelligent security and tracking system.
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40 Introduction

41 Most traditional video surveillance systems are based on the use of surveillance cameras connected 

42 to monitor screens. However, in recent times, a need to detect and classify normal or abnormal 

43 events has emerged to suitably assess a given situation to adopt security measures. Typically, in 

44 standard surveillance systems that involve a large number of surveillance cameras covering a large 

45 area, certain operators must continuously check the real time footage recorded by the cameras 

46 (Figure 1). In the event of an undesirable incident, the operators must alert the security or police. 

47 In certain surveillance camera systems, the monitors display the video stream from a single camera. 

48 However, in most cases, a single monitor displays multiple streams from several cameras such as 

49 4, 8, or 16 cameras in a sequentially or simultaneous manner (Aldasouqi & Hassan, 2010). 

50 Furthermore, practically, the operators cannot monitor all the screens all the time; instead, the 

51 camera output is recorded by using video recorders such as DVRs or NVRs. If an incident occurs, 

52 such video footage is used as evidence. One drawback of this strategy is that the operators cannot 

53 address the incidents or prevent any related damage in real time, as the recordings can only be 

54 viewed at a later time. Moreover, considerable time is required to find the relevant section of the 

55 recording, as often, the suspect is at the scene long before the incident occurs and the recording 

56 may correspond to multiple cameras. Consequently, it is necessary to develop a method or 

57 technique that can instantly analyze and detect threats based on the detection of humans and their 

58 activities (Salahat et al., 2013; Troscianko et al., 2004).

59

60 Figure 1. A typical control room pertaining to traditional surveillance systems

61 In the last decade, modern video surveillance systems attracted increasing interest, with several 

62 studies focusing on automated video surveillance systems, which involve a network of surveillance 

63 cameras with sensors that can monitor human and nonhuman objects in a specific environment. 

64 Pattern recognition can be used to find specific arrangements of features or data, which usually 

65 yield details regarding a presented system or data set. In a technical context, a pattern can involve 

66 repeating sequences of data with time, which can be utilized to predict trends and specific featural 

67 configurations in images to recognize objects. Many recognition approaches involving the use of 

68 the support vector machine (SVM) (Junoh et al., 2012), artificial neural network (ANN) (Petrosino 

69 & Maddalena, 2012), deep learning (Wang et al., 2019), and other rule-based classification 

70 systems have been developed. Performing classification using ANN is a supervised practical 

71 strategy that has achieved satisfactory results in many classification tasks. The SVM is required 

72 less computational requirement compared to ANN however, it provides lower recognition 

73 accuracy in comparison with ANN.  In recent years, the network has played a significant role in a 

74 wide area of application and it has been employee to serve the surveillance systems. In last years, 

75 as unstructured and structured data sizes enlarged to big data levels, researchers had developed 

76 deep learning systems that are basically neural networks having several layers. Deep learning 

77 allows to capture and mining of greater and larger data, including unstructured data. This approach 

78 can be used to model complicated relationships between inputs and outputs or to find patterns. 

79 However, the associated accuracy and classification efficiency are generally low (Liu J and an FP, 
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80 2020). Many strategies have been developed to increase the recognition accuracy. In this work, we 

81 discuss the use of the accuracy gain by adopting certain saliency methods to improve the 

82 recognition and detection of an object and perform its isolation from a scene. 

83

84 The performance efficiency of the existing surveillance systems is highly depending on the activity 

85 of human operators, that are responsible on monitoring the camera footage (Sedky, Moniri and 

86 Chibelushi, 2005). In general, most medium and large surveillance systems involve numerous 

87 screens (approximately 50 and above) that display the streams captured by numerous cameras. 

88 With the increase in the number of simultaneous video streams to be viewed, the work of 

89 surveillance operators becomes considerably challenging and fatiguing. Practically, after twenty 

90 minutes of continuous work, the attention of the operators is expected to degrade considerably. In 

91 general, the operators check for the absence or presence of objects (such as people and vehicles) 

92 in surveillance areas and ensure that the maximum capacity of a place remains intact, for example, 

93 by ensuring that no unauthorized people are present in restricted areas and no objects are present 

94 in unexpected places. The failures of such systems in alarming the authorities can be attributed to 

95 the limitations of manual processing. Generally, most traditional methods to obtain evidence 

96 depend heavily on the records of the security camera systems in or near the accident site. 

97 Practically, when an incident occurs in a vast space or considerable time has elapsed since its 

98 occurrence, it is difficult to find any valuable evidence pertaining to the perpetrators from the large 

99 number of surveillance videos, which hinders the resolution of the cases. Thus, to minimize the 

100 mental burden of the operators and enhance their attention span, it is desirable to develop an 

101 automated system that can reliably alert the operator of the presence of target objects (such as a 

102 human) or the occurrence of an anomalous event.
103

104 Pattern recognition, which is widely used in many recognition applications, can be performed to 

105 find arrangements of features or data, and this technique can be applied in the surveillance domain. 

106 Several recognition approaches involving the support vector machine, artificial neural networks, 

107 decision trees, and other rule-based classification systems have been proposed. Machine learning 

108 typically uses two types of approaches, namely, supervised and unsupervised learning. Using these 

109 approaches, especially supervised learning, we can train a model having known input and output 

110 data to ensure that it can estimate any future output. Moreover, in some existing systems, an 

111 Artificial Immune System (AIS) inspired framework has been utilized to achieve real-time vision 

112 analysis designed for surveillance applications, where the AIS is a computational paradigm that is 

113 a part of computational intelligence family and are inspired by the biological immune system that 

114 can reliably identify unknown patterns within sequences of input image (Cserey, Porod and Roska, 

115 2004). 

116

117 Literature Survey

118 The field of video surveillance is very wide. Active research is going on in subjects like automatic 

119 thread detection and alarming, large-scale video surveillance systems, face recognition and license 

120 plate recognition system, and human behavior analysis (Mabrouk & Zagrouba, 2018). Intelligent 
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121 video surveillance (Singh & Kankanhalli, 2009) is of significant interest in industry applications 

122 because of the expanded request for the decrease of the time of analyzing large-scale video data. 

123 Relating to the terminology, Elliott (Elliott, 2007), has recently described an intelligent video 

124 system (termed IVS) as “any kind of video surveillance method that makes use of technology to 

125 automatically manipulate process and/or achieved actions, detection, alarming and stored video 

126 images without human intervention. The academics and industry researches being focused on 

127 developed the key technologies for design intelligent surveillance system that are powerful along 

128 with low cost computing hardware, which include object tracking (Khan & Gu, 2005; Avidan, 

129 2007), pedestrian detection (Dalal & Triggs, 2005), gait analysis (Wang, 2006), vehicle 

130 recognition (Wang, 2007), privacy protection (Yu et al., 2008 ), face and iris recognition (Park & 

131 Jain, 2010), video summarization (Cong, Yuan & Luo, 2012) and crowd counting (Cong et al., 

132 2009 ).  Nguyen (Nguyen et al, 2015), describe the implementation and design an intelligent low-

133 cost monitoring system using a Raspberry Pi, that uses the Motion Detection algorithm 

134 programmed in Python as a traditional programming environment. Additionally, the system 

135 utilizes the motion detection algorithm to considerably reduce storage usage and save expense 

136 costs. The motion detection algorithm is being executed on Raspberry Pi that enables live 

137 streaming cameras together with the motion detection. The real time video camera is able to be 

138 viewed from almost any web browser, even by mobile. (Sabri et al, 2018), presents a Real-Time 

139 intruder monitoring system based on a using a Raspberry Pi in order to deployed surveillance 

140 system that is effective in remote and scattered places such as universities. The system hardware 

141 is consisted from a Raspberry Pi, Long distance sensors, cameras, wireless module and alerting 

142 circuitry, while the detection algorithm is designed in python in order to presents a novel cost-

143 effective solution having a good flexibility and improvement needed for monitoring pervasive 

144 remote locations. The results show that the system has high reliability of smooth working while 

145 using web application, in addition it cost-effective as a result it can be integrated as several units 

146 to catch and concisely monitor remote and scattered areas. Their system is also can be controlled 

147 by a remote user geographically or sparsely far from any networked workstation. The recognition 

148 results prove that the system is efficiently recognized intruder and making alert when detect 

149 intruder at distance between one to three meters from system camera, in which the recognition 

150 accuracy is between of 83% and 95% and the reliable warning alert had been in the range of 86-

151 97%. Turchini (Turchini et al, 2018), propose an object tracking system that merged with their 

152 lately developed abnormality detection system which can present protection and intelligence for 

153 critical regions. 

154 In last years, there are many studies focused on using the artificial intelligence for intelligence 

155 surveillance system. These techniques  involve different approches such as SVM, ANN, and the 

156 last developed types based on deep learning techniques. However, deep neural network is 

157 computationally challenging and memory hungry therefore it is a difficulty to run these models in 

158 low computational systems such as single board computer (Verhelst & Moons, 2018). Several 

159 approaches have been utilized to deal with this problem. A lot of approaches have reduced the size 
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160 of neural networks and even so keep the accuracy, such as MobileNet, while other approaches 

161 minimize the number of parameters or the size (Véstias, 2019).

162

163 System Concepts 

164 We designed a robust surveillance system based on Faster RCNN and enhanced it by utilizing a 

165 saliency algorithm. The following equation can be used to determine the dimensions of the 

166 activation maps (O’Shea & Nash, 2015; Aggarwal, 2018):

167                                                                                                   (1)(𝐷𝑖 +  2𝑃𝑎 — 𝐷𝑓)/ 𝑆𝑡 +  1;

168 where  = Image dimension (input file)𝐷𝑖
169   = Padding𝑃𝑎
170   = Filter dimension𝐷𝑓
171  = Stride𝑆𝑡
172 For CNN, there exists a certain range of activation. In this work, we used a rectified linear unit or 

173 (ReLU) function. Currently, ReLU is one of the most commonly used activation functions in NNs. 

174 One of the most significant advantages of ReLU over other activation functions is the fact that it 

175 is unable to activate all the neurons at the same time. The ReLU function transforms all the 

176 negative inputs to 0, and no neuron is activated. Consequently, the function is computationally 

177 efficient since only a few neurons are activated over time. Practically, ReLU converges six times 

178 faster than the sigmoid and tanh activation functions. One of the disadvantages of ReLU is that it 

179 is saturated in the negative region, which means that the gradient in that region is 0. In this case, 

180 all the weights are not updated through backpropagation (BP), and a leaky ReLU can be used to 

181 overcome this limitation. In addition, ReLU functions are not centered at zero, which means that 

182 a random and thus longer path is often adopted for the functions to reach their optimal points. In 

183 addition, a pooling layer is placed between the convolution layers. The pooling layer 

184 fundamentally minimizes the amount of computation and number of parameters in the network 

185 and controls the overfitting by progressively minimizing the spatial size of the network. Generally, 

186 two operations are performed in this layer: maximum and average pooling. In this work, we utilize 

187 the max pooling technique; specifically, only the maximum value is obtained from the pool by 

188 using filters sliding throughout the input, and at each stride, the maximum parameter is extracted 

189 and the remaining values are not considered. This technique practically down samples the network. 

190 Compared with the convolution layer, this layer does not alter the network, and the depth 

191 dimension remains unchanged (Shang et al., 2016). 

192 The output after performing max pooling can be determined as ()

193                                                                                                                       (2)(𝐷𝑖— 𝐷𝑓)/ 𝑆𝑡 +  1

194 where 

195   = Dimension of input (image) to pooling layer𝐷𝑖
196  F = Filter dimension

197   = Stride𝑆𝑡
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198 In the fully connected layer, all the neurons are fully connected to each activation from the prior 

199 layers. These activation values can be computed via matrix multiplication and then a bias offset, 

200 which is the last phase of the CNN network. The CNN is constructed using hidden layers and fully 

201 connected layers.

202

203 RCNN (Girshick et al., 2014) extracts a lot of parts from the presented image utilizing selective 

204 search, and after that investigate if any of these boxes has an object. At first, the model extracts all 

205 these regions, as well as for every region, CNN is utilized to extract specific features. At last, these 

206 features are later used to detect objects. However, RCNN turns into slow because of these multiple 

207 steps included in the process. Fast RCNN (Girshick, 2015), alternatively, passes the entire image 

208 towards the convolutional Net that yields regions of interest (rather than transferring the extracted 

209 areas from the image). Also, rather than making use of three different models (like as in RCNN), 

210 it utilizes a single model that extracts features out of the areas, classifies them to several classes, 

211 and proceeds the bounding boxes. Each one of these steps are carried out at the same time, hence 

212 making it execute quickly in contrast to RCNN. However, fast RCNN isn't fast enough in cases 

213 where applied on a big dataset since it also makes use of selective search for regions extraction. 

214 Faster RCNN (Ren et al., 2016) makes much progress than Fast RCNN. In Faster RCNN method, 

215 the “Search Selective” method was replaced by Region Proposal Network (known as RPN), which 

216 is a network to present regions (Brandenburg et al, 2018) and it faster than RCNN and Fast RCNN. 

217

218 To improve the recognition process and reduce features, we intend to utilized saliency algorithm 

219 to enhance the image maps, as the algorithm maps the images to indicate the unique quality of 

220 each pixel. 

221

222 Saliency map defined in computer vision as an image, where every pixels of the image have unique 

223 quality. The aim of a saliency map is to make image simpler and/or change it is representation 

224 (Daniilidis, Maragos & Paragios, 2010). Saliency detection approach is commonly used in the 

225 areas of cognition and target detection (Moosmann, Larlus, & Jurie, 2006; Zhaoyu, Pingping, & 

226 Changjiu, 2009; Kanan C. & Cottrell, 2010; Borji et al., 2019), object discovery (Frintrop, García, 

227 & Cremers, 2014), image segmentation (Kang et al., 2012; Yanulevskaya, Uijlings & Geusebroek, 

228 2013), visual tracking (Klein et al., 2010; Borji et al., 2012; Stalder, Grabner & Gool, 2012), etc. 

229 The saliency represents a type of image segmentation technique. The saliency map aims to simplify 

230 and adjust the image representation to a more substantial form that is faster and easier to analyze. 

231 For example, when a pixel has a considerably large gray level or different color values in a color 

232 image, the quality of the pixel can be identified easily in the saliency map. 
233

234 The saliency can be local or global (Borji & Itti, 2012). In the local domain, the contrast 

235 corresponds to the saliency of the image patches in the local neighborhoods. In contrast, in the 

236 global domain, to determine the saliency of an image patch, the contrast is computed with regard 

237 to the patch statistics along the whole image. In this work, we utilized the global saliency approach. 

238 The local patch is identical to its neighbors. However, the whole area (that is, the local domain and 
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239 its surrounding) exhibits a global characteristic in the scene. If only the local saliency is considered, 

240 the areas may be reduced to a homogeneous area, which causes blank regions and impedes the 

241 realization of object-based focus (for example, a uniformly textured object could solely be salient 

242 at its edges). To overcome this limitation, in this work, the global saliency is adopted, which is 

243 established by guiding an operator through the saliency measure of data. Instead of using each 

244 pixel, we calculate the possibility of each patch  across the whole scene and determine its 𝑃(𝑝𝑖)
245 inverse to obtain the global saliency as follows (Borji & Itti, 2012; Ming-Ming et al., 2015): 𝑆𝑔 
246 1.

247                                                                                           (3)log (𝑆𝑔𝑐(𝑝𝑖)) =‒ log (𝑃(𝑝𝑖))

248 and

249                                                                               (4)log (𝑆𝑔𝑐(𝑝𝑖)) =‒ ∑𝑛𝑗 = 1
log (𝑃(𝛼𝑖𝑗))

250

251 To calculate , it is considered that the coefficients α are conditionally independent. This  𝑃(𝑝𝑖)
252 aspect, to some extent, is performed by using a sparse coding algorithm. The description vector of 

253 each patch coefficient, that is, the initial binned histogram (100 bins) is determined from each of 

254 the patches in the scene and transformed to ( ) by dividing the sum. In cases in which the 𝑃(𝛼𝑖𝑗)
255 patch is difficult to find in one of the features, the previous product is assigned a small value, 

256 which leads to a higher global saliency for the entire patch.

257

258 The proposed method is based upon the measurement of the saliency in each color space. After 

259 the measurement, the saliency values are merged into a final saliency map. For every color channel, 

260 first, the input image is separated into a nonoverlapping patch. Each patch is symbolized via a 

261 coefficient vector of the saliency from the index tree of patches derived from natural scenes. 

262 Subsequently, the global and local saliency are determined and combined to represent the saliency 

263 of each patch.
264

265 The saliency contrast maps are consolidated, and the output is calculated as follows:
266

267                                                                                                     (5)𝑆𝑙𝑔 = ∫𝑆(𝑝)𝑝(𝐵𝑝│𝐼)𝑑𝑝
268

269 Where,  is the input image, and  denotes the final saliency map.𝐼 𝑆𝑙𝑔
270

271 The local and global saliency maps can be normalized and merged as
272

273                                                                                  (6)𝑆𝑙𝑔𝑐(𝑝𝑖) = 𝑁(𝑆𝑐𝑙(𝑝𝑖)) o 𝑁(𝑆𝑐𝑔(𝑝𝑖))
274

275 Where , is an integration structure (scheme such as -, +, ∗, min, or max). The saliency values of o

276 the image patch in every channel are normalized and summed iteratively to determine the saliency 

277 of a patch in every color system. Figure 2 Illustration of global and local saliency of an image 

278 patch

279

280 Figure 2. Illustration of global and local saliency of an image patch

281
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282

283

284 System Architecture

285 The objective of this work is to design a smart, low cost surveillance system that can control 

286 surveillance units by using certain devices. The system is expected to monitor and control one or 

287 multiple surveillance cameras. The system should be able to detect certain aspects in a smart and 

288 automated manner for closed or open areas such as regions between or outside buildings and the 

289 surrounding areas. The proposed system is composed of a control unit, which controls all the 

290 processes, sensors (such as ultrasonic sensors to detect motion and distance), and a camera to 

291 output continuous video to identify the presence of humans and their activities. Figure 3 illustrates 

292 an example of the indoor surveillance system of buildings. The surveillance system includes 

293 cameras and ultrasonic sensors distributed to cover the main areas. The system first gathers data 

294 from the ultrasonic sensor model (HC-SR04) in real time. When the sensor detects movement in 

295 its range, it relays a signal to the camera located in that zone along with the computed distance. 

296 The camera recognizes the movements and assesses the threat. In case of any threat, the system 

297 alarms the security officer and informs him/her of the type of threat, for instance, if intruders (or 

298 even employees) are present in regions that are out of bounds. Figure 3 illustrates the detection 

299 operation.

300 Figure 3. Method to activate the camera on detecting motion

301

302 The system can be scheduled to perform multiple tasks multiple times by using the recognition 

303 process to intelligently analyze moving objects and activity. For example, the system can activate 

304 all the cameras during working times and recognize faces to identify the employers and any 

305 authorized guests. If the system detects any face that is not authorized or suspicious, the 

306 surveillance officers are alarmed, and the system tracks the suspects. In addition, the system can 

307 alert the officers if any employer enters an area at a prohibited time. The main concept is to perform 

308 a fast recognition system that can perform key recognition even under compact and low 

309 computational units such as Raspberry Pi. Such a system can be performed by utilizing a 

310 conventional neural network and computer vision technique known as the saliency algorithm.

311

312 Hardware Design 

313 We employed two systems: a PC-based system, and a single board microcontroller system. The 

314 hardware specs of each system are described in table 1.

315

316 Table 1. Hardware specs of each system

317

318 The computer and single board computer are used as a processing unit that most processing 

319 operations done with it. Cameras is used to stream video from the desired area to process the 

320 images and recognize the presence of a person(s) within the camera’s field of view. While the 

321 ultrasonic sensor is used to determine the distance. 
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322

323 For the single board microcontroller system, the following connections were made with the 

324 Raspberry Pi:

325 1- The camera is connected through the CSI camera port 

326 2- The ultrasonic sensor is linked to Raspberry Pi through 4 pins, where VCC is linked to 

327 pin 2, GND is linked to Ground pin, echo is linked to GPIO 12, and trig is linked to 

328 GPIO 16. 

329

330 The connection scheme for the proposed surveillance system based on a single board is shown in 

331 figure 4.

332

333 Figure 4. Connection scheme for the proposed surveillance system based on a single board.

334

335 Implementation of System Program

336 The proposed system program is designed in Python. For both systems, Python version 3.7 

337 installed on the operation system (OS: Windows 10 for PC system and Raspbian for Raspberry Pi) 

338 is used. The program is designed to manage the overall processes, starting from gathering 

339 information from the camera(s) (streaming video) and sensor(s) (signals). This program, which 

340 uses CNN, is enhanced by using the saliency map algorithm. The algorithm analyzes the scenes 

341 continuously, and classifies any detected motion. Subsequently, the algorithm isolates the humans 

342 and detect threats based on human face recognition and human activity. The face recognition is 

343 performed to identify any suspicious person and alarm the observer. Moreover, the system 

344 analyzes human activity, and thus, the officers are alarmed in the event of any suspicious activity, 

345 such as gun handling. However, I utilized works done by (Rosebrock A., 2019) as a reference for 

346 design CNN model.

347

348 Methodology

349 As described previously, the system program is based on the CNN algorithm that is optimized 

350 using a computer vision technique known as the saliency algorithm. The proposed system involves 

351 the following steps:
352

353 Data Collection: Approximately 3450 images (human) and 10014 images for three categories of 

354 weapons (knife, small gun, large gun) are collected to perform the classification task by using 

355 transfer learning to reduce false positives. For human, A total of 3450 images have been collected 

356 and divided into two categories: training sets and testing sets, the images of human were captured 

357 at various pose, perspective and orientation. This can help the deep learning CNN to learn the 

358 required object in an efficient way. From the overall of 3450 images, 2761 images had been 

359 selected for training and 689 had been selected for testing. For weapons, 10014 images that classify 

360 three categories of weapons (knife, small gun, large gun). In which 8,011 were selected for training 

361 and 2,003 were selected for testing. To repurpose a pretrained model, we finetune our model by 

362 training certain layers and freezing other layers. 
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363

364 Preprocessing Images: This step includes several processes such as augmentation (shift and 

365 flip), resizing, rotation, zooming and Gaussian noise introduction. The images were cropped to a 

366 square ratio and then resized to a dimension of 800×800 pixels.

367

368 Optimization with Saliency Algorithm

369 The stepwise procedure of the proposed saliency algorithm can be described as follows: 
370

371 Step 1: Image preprocessing: In this part, we first streamed live video as an FPS image and later 

372 convert it to grayscale.

373 Step 2: Image separation: In this part, we segmented the image by using a superpixel algorithm 

374 (Achanta et al., 2010; Zhang, Malmberg & Sclaroff, 2019), which is carried out by the 

375 simple linear iterative clustering (SLIC) algorithm and it based on the typical k-means 

376 method in order to group pixels for a conventional color areas. SLIC superpixels are 

377 made based on two criteria: one is the spectral similarity (that limited to 3 channels) and 

378 the second is spatial proximity. 

379 Step 3: Extracting features from the image: In this stage, the input image is portioned to make 

380 it perceptually homogeneous and obtain the tiny features by using two algorithms: 

381 Boolean Map Saliency algorithm (BMS) (Zhang, Malmberg & Sclaroff. 2019) and 

382 applied LG (Local + Global). 

383 Step 4: Create index tree: Along with super pixels, a particular index tree is generated to encode 

384 the construction information through hierarchical separation. Consequently, we first 

385 calculate the gain of every surrounding patch by obtaining the 1st and 2nd order 

386 reachable matrix (Peng H, et al, 2016). 

387 Step 5: Recombining: In this part, we recombine all the patches and execute context-based 

388 propagation to obtain the final saliency map.

389 Step 6: Recognition: The CNN network is applied to recognize the separated features and 

390 classify the specified objects in the saliency map.

391

392 These images after that, are annotated, and stored in XML format. Then, this XML file is 

393 transformed into CSV format and then transformed to TF data that will be input into the deep 

394 learning framework. After the TF data has been generated, the training phase being started.

395

396 Modeling with MobileNet and Faster RCNN 

397 Transfer learning is used to build appropriate models while reducing the time required. In this 

398 work, pretrained models are used to execute transfer learning. Due to the high computational cost 

399 of training complex models, it is a regular practice to import and use the existing models (e.g., 

400 VGG 16 (Simonyan & Zisserman, 2014), Inception (Szegedy, 2014; Szegedy, 2015) or MobileNet 

401 (Howard, 2017). In this work we utilized MobileNet, as feature- extractor. 

402
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403 RPN that composed of two layers to look for the areas that can include objects in image (feature 

404 maps). The network utilizes the RoI pool layer to minimize and resize resource maps depending 

405 on proposals from that area. The maps make use of the new features of every area to select frame 

406 through three fully connected layers (FCL). MobileNet has been used as a CNN that took the layers 

407 to be learning functions; hence, the original feature extraction has several layers However, the first 

408 convolution stack structures obtained via transfer learning through the use of MobileNet. The 

409 method includes two steps forming the current surveillance detection: The first one is depending 

410 on determining ROI from images. All these ROI is considered as references in indicating several 

411 possible object sites which are created in the second step. Figure 5 shows the proposed model that 

412 consisted from Five convolutional layers and three FC layers. Faster RCNN mainly uses the last 

413 convolutional layer features in order to be classify and localize. After the two convolutional layers, 

414 then the outputs of the last three convolutional Layers (layers three, four and five) are utilized as 

415 input data to the 3 levels of pooling of the ROI and the related normalization levels. For every 

416 RPN anchor formatting a fully convolutional network, a degree is forecasted that makes it able to 

417 determine the probability of this anchor that has the element of interest. Moreover, the RPN offers 

418 the acceleration and measurement coefficients for every anchor which is a part of the peripheral 

419 regression mechanism, and thus enhancing the position of the object.

420

421 Figure 5. The proposed Approach of Faster RCNN. The structure is consisted from 5 

422 convolutional layers and 3 fully connected layers.

423

424 As an illustration, the architecture includes Two steps: At First, the RPN has presented a set of 

425 bounding boxes having a trusted rating related to potential human image. The second step is to 

426 defined analysis of those fully convolution architectures through the use of MobileNet to be as 

427 feature- extractor. after obtaining the output feature map coming from a pretrained model which 

428 is (MobileNet). As we used input image of resolution of 800x800 in x3 dimensions, then the output 

429 feature map should be 50x50x256 dimensions. Every point in 50x50 represented an anchor. Hens, 

430 we require to specify sizes and specific ratios for every anchor which are (128², 256², 512²) for 

431 three sizes and (1:1, 1:2, 2:1) for three ratios, in the original image. After that, RPN is linked to a 

432 Conv layer using 3×3 filters, 1 padding, and 512 output channels. Then the output is linked to two 

433 1×1convolutional layer for box-regression and classification (where the classification is used to 

434 verify if the box is an object or isn't). In such a case, each anchor will have 9 corresponding boxes 

435 from the original image, that means there are 50x50x9 = 22,500 boxes in the original image. We 

436 only select 256 of these 22,500 boxes to be a mini batch that has 128 backgrounds (neg) and 128 

437 foregrounds (pos). Simultaneously, nonmaximal suppression is implemented to be sure there is 

438 zero overlapping for those proposed regions. When finish previous steps, then the RPN is finished. 

439 In second stage of RCNN, same as Fast RCNN, ROI pooling is utilized for these proposed areas 

440 (ROIs). After that, we flatten this layer by some of fully connected layers. The last step is a softmax 

441 function for linear regression and classification to fix the boxes’ location. Figure 6 shows the 

442 FRCNN/ RPN structures
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443

444 (a)

445 (b)

446 Figure 6. (a) First step of FRCNN, (b) RPN structures, in which k is the anchors number.

447

448 Results

449 This section describes the accuracy gain when the saliency method is applied to generate a saliency 

450 map, which is used as an input for the CNN to detect related objects. Figure 7 and figure 8 shows 

451 the saliency map generated from a live streamed video.

452 (a)                                                                

453                                                                            (b)

454 Figure 7. Saliency map results for humans (in real time streaming). (A), (B) Streamed Images, 

455 (C), (D) The output (Saliency Results) of streamed image (A) and (B) respectively 

456

457 Figure 8. Saliency map results for humans with a gun (in real time streaming). (A) Streamed 

458 Images, (B) The output (Saliency Results) of streamed image (A).

459

460 As shown from, Figures 7 and Figures 8 the human body and gun extracted from a highly detailed 

461 image that involves many objects. The results indicate that the proposed method efficiently 

462 removes the foreground objects (humans and guns) from other objects in a scene with sufficient 

463 detail. The saliency map is passed to the RCNN to recognize the human and gun. The recognition 

464 process results are shown in Figure 9. 
465

466 (a)

467 (b)

468 Figure 9. Detection results (in real time streaming. (A) Human and gun detection results). (A) 

469 Detection of two humans in the sense, (B) Sense output for humans detection(C) Detection of 

470 human with gun, (D) Sense output for humans and gun detection.

471

472 As shown in Figure 9, the CNN can successfully recognize the human in real time. The recognition 

473 had an accuracy of 99.2%, and it can detect an object with no slowdown or missing object failure. 

474 In particular, the system tracked multiple humans in only 0.9 s. The mean relative error has been 

475 computed by normalizing with the given values through following formula:

476

477 metric =mean )(|𝑦𝑝𝑟𝑒𝑑 ‒  𝑦𝑡𝑟𝑢𝑒|/𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑟)
478

479  Which based on TensorFlow metric “tf.keras.metrics.MeanRelativeError”, (Tensorflow, website, 

480 2020). The mean relative errors of recognition are presented in Table 2

481

482 Table 2. Recognition results

483
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484 By using transfer learning, we could reduce the false positives, as indicated by the metrics. 

485 Specifically, the validation mask loss is approximately 0.475, and the validation class loss is 

486 approximately 0.0383.  

487

488 We tested the system to recognize and detect a person in real working operations. The system is 

489 first detect if there is any movement in the range of ultrasonic sensor, if there is a movement, the 

490 system then open camera and detect if there is a human in the field of view of camera, if yes, then 

491 turn light on and show screen and alarm to surveillance officer. Figures 10 show the detection 

492 process in room.

493

494

495 Figure 10. Detection process of the proposed system. (A) Human detection screen, a green 

496 square represents the detected human. (B) Human distance calculation (the system computes the 

497 distance of the human from a wall when entering the surveillance area and activates the light 

498 (light text in figure) at distance of 5 meter and making alarm with showing the camera view in 

499 monitor screen where human detect (TV text in figure).

500

501 As shown in Figure 10, we tested the system operation when a human enters the surveillance area. 

502 When an ultrasonic sensor detects movement, it computes the distance and switches on the camera, 

503 thereby initiating the recognition process. In case the system detects humans, the camera is 

504 continuously switched on to track the movement of the person and analyze the activity, while 

505 continuously computing the distance. In case the human enters a restricted area or has a weapon, 

506 the system alarms the observer and displays the stream from the camera. The system thus 

507 successfully detects humans and guns and isolates them from the other objects in the area. The 

508 results indicate that the system successfully detects humans and guns effectively with a high 

509 accuracy between 16% and 99% with a low response time of approximately 0.9 s. However, even 

510 in the case with low accuracy, the detection and isolation are successfully performed for humans, 

511 even when a part of the human body is hidden. The algorithm in such cases exhibits a reasonable 

512 performance for detection movement and computes distance with the error ranging between 0 and 

513 5 m. Overall, the system can perform 100% detection for objects and can track humans and guns. 

514 We also compared the recognition processes of the systems based on the PC and Raspberry Pi. 

515 The PC system has a high computational hardware (CPU core i7 8750 3.9 GHz, 16 GB DDR4 

516 Ram and 256 NVMe SSD HDD, and HD webcam). We compared the detection time and 

517 recognition percentage in a room with the same lighting conditions. The results are presented in 

518 Table 3 and Figure 11.

519

520 Table 3. Recognition results for the systems-based PC and Raspberry Pi based System

521  
522
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523 Figure 11. Results of detection for PC based systems and Raspberry Pi based System. (A) The 

524 speed of the system response to the number of people in the scene. (B)  Detection efficiency to 

525 the number of people in the scene

526

527 Conclusions

528 In this work, we designed a smart surveillance system utilizing a low-cost computer unit and CNN 

529 to monitor certain aspects and alarm observers automatically. A single board computer, Raspberry 

530 Pi 3 version B, is used as the central controller that manages several tasks at the same time. For 

531 distance detection, a low-cost ultrasonic sensor type (HC-SR04) is used to sense motion and 

532 compute the distance from moving objects within the monitoring area. The recognition model can 

533 recognize and track the desired moving object (human) in real time, detect his/her activity (in this 

534 work, we focused on gun detection) and alarm the officers if the situation is critical. The model is 

535 based on the Faster RCNN optimized by using a saliency algorithm for feature extraction. 

536 Compared with the existing saliency methods, the proposed method does not require a database to 

537 identify objects, and it uses the local and global approach to generate a saliency map enables fast 

538 and accurate feature extraction. The main results that have been achieved is described in follows:

539  The overall system works smoothly and efficiently, and the controller can successfully 

540 control multiple tasks simultaneously with no failure. 

541  The recognition model operates promptly and accurately. 

542  The RCNN part of the proposed model is different from other surveillance approaches in 

543 that this model can use a low computational component such as Raspberry Pi to perform a 

544 multiple task with accurate and fast recognition. In this manner, a compact dedicated smart 

545 surveillance camera can be used to integrate this system to establish a control room to 

546 control a large number of surveillance cameras to perform multiple tasks such as the 

547 surveillance of institutes, military bases, and cities. 

548  The recognition process is fast and highly accurate owing to the use of the saliency 

549 algorithms with the RCNN. The main advantage of using a saliency algorithm is the 

550 reduction of the image details by the removal of undesired features from the image and 

551 retaining of only the critical objects in the scene. In this manner, the system successfully 

552 isolates the essential features and uses these features in the training/recognition process. 

553 The removal of nonimportant objects along with a reduction in the image details can reduce 

554 the computational requirement and increase both the accuracy and speed of the 

555 training/recognition process.  

556  The most critical achievement of this work is the reduction in the computational 

557 requirement and improvement in the recognition process both in terms of the speed and 

558 accuracy. The results show that the system can recognize humans and threats (such as 

559 human handling guns) in any situation with the recognition percentage ranging from 16% 

560 to 99.4%. 
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561  Even with a low recognition percentage, the system can successfully detect and classify 

562 the human and gun with an accuracy of nearly 100% in different situations (for instance, 

563 in cases in which a human is partially hidden behind certain objects. 

564  The model can work on low computational systems such as a single board computer with 

565 a fast processing time. 

566  The system achieved real time detection of humans in less than 1s when using both 

567 Raspberry Pi and PC models. 

568

569 In summary, the model can perform fast recognition, which is essential in surveillance systems. 

570 However, the model needs more research and improvement, and I suggested the following:

571  Using other architectures for the CNN, YOLO, SSD, Mask RCNN, etc.

572  Extend the system to detect other type of objects or even behaviors (like theft or violence).

573  Complement the system with another PC with more resources capable of performing online 

574 learning to re-train the system with new images.

575
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Table 1(on next page)

Hardware specs of each system
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PC-Based System Single Board Microcontroller System

Item Specifications Cost Item Specifications Cost

System Intel NUC NUC7CJYH

1. 2GHz  Intel  Celeron
Processor

2. 8 GB Ram
3. 128 GB SSD
4.

$139

System Raspberry Pi 3 version

B+

1. 1.2 GHz Broadcom
BCM2837CPU

2. 1 GB of RAM

47$

Camera Logitech  HD  Webcam

C615
85$

Room 32 GB SanDisk Ultra

Micro SDHC
10$

Or, Commercial fast low

cost 1080p Webcam
13$

Camera Raspberry  Pi  Camera

Version 2
24$

Sensor MaxBotix  MB1043

HRLV  MaxSonar

Ultrasonic Range Finder

20$

Sensor HC-SR04  ultrasonic

sensor 2$

Total

Cost

244$ or 172$ Total

Cost

83$

PeerJ Comput. Sci. reviewing PDF | (CS-2020:03:47177:2:0:NEW 3 Oct 2020)

Manuscript to be reviewedComputer Science



Table 2(on next page)

Recognition results
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Object Error

Human 4.3536820e-05

Knife  2.6346240e-04

Large Gun 9.1683286e-01

Small Gun 8.2903586e-02
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Table 3(on next page)

Recognition results for the systems-based PC and Raspberry Pi based System
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Number of 

persons in 

view

Detection Time for System 

Based on PC 

Detection Time for System 

Based on Raspberry Pi

 (s)
Accuracy 

(%)
 (s) Accuracy (%)

1 0.69 99.4 0.71 99.1

2 0.7 98.45 0.73 98.7

3 0.7 96.4 0.79 97.8

4 0.7 92.5 0.8 95.4

5 0.73 93.1 0.86 94.3

6 0.75 98.5 0.94 98.9

7 0.74 99.4 0.98 98.7

8 0.74 99.4 1.3 93.1

9 0.75 99.4 1.98 91
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Figure 1
A typical control room pertaining to traditional surveillance systems.
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Figure 2
Illustration of global and local saliency of an image patch.

PeerJ Comput. Sci. reviewing PDF | (CS-2020:03:47177:2:0:NEW 3 Oct 2020)

Manuscript to be reviewedComputer Science



Figure 3
Method to activate the camera on detecting motion.
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Figure 4
Connection scheme for the proposed surveillance system based on a single board.
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Figure 5
The proposed Approach of Faster RCNN. The structure is consisted from 5 convolutional
layers and 3 fully connected layers.
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Figure 6
Figure 6. (a) First step of FRCNN , (b) RPN structures, in which k is the anchors number.
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Figure 7
Figure 7. Saliency map results for humans (in real time streaming) .

(A), (B) Streamed Images, (C), (D) The output (Saliency Results) of streamed image (A) and
(B) respectively
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Figure 8
Figure 8. Saliency map results for humans with a gun (in real time streaming) .

(A) Streamed Images, (B) The output ( Saliency Results) of streamed image (A).
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Figure 9
Figure 9. Detection results (in real time streaming. (A) Human and gun detection results
).

(A) Detection of two humans in the sense, (B) Sense output for humans detection(C)
Detection of human with gun, (D) Sense output for humans and gun detection.
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Figure 10
Figure 10. Detection process of the proposed system.

(A)Human detection screen, a green square represents the detected human. ( B ) Human
distance calculation (the system computes the distance of the human from a wall when
entering the surveillance area and activates the light (light text in figure) at distance of 5
meter and making alarm with showing the camera view in monitor screen where human
detect (TV text in figure).
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Figure 11
Figure 11. Results of detection for PC based systems and Raspberry Pi based System.

(A)The speed of the system response to the number of people in the scene. (B)Detection
efficiency to the number of people in the scene
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