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ABSTRACT
Common tasks in document analysis, such as binarization, line extraction etc.,
are still considered difficult for highly degraded text documents. Having reliable
fundamental information regarding the characters of the document, such as the
distribution of character dimensions and stroke width, can significantly improve
the performance of these tasks. We introduce a novel perspective of the image data
which maps the evolution of connected components along the change in gray scale
threshold. The maps reveal significant information about the sets of elements in the
document, such as characters, noise, stains, and words. The information is further
employed to improve state of the art binarization algorithm, and achieve automat-
ically character size estimation, line extraction, stroke width estimation, and feature
distribution analysis, all of which are hard tasks for highly degraded documents.

Subjects Computer Vision, Digital Libraries
Keywords Text document analysis, Historical documents, Degraded documents, Connected
component analysis

INTRODUCTION
In recent years there has been a growing effort to digitize historical documents. Due to

advanced technology, a high quality acquisition of large collections of documents became

practical, saving them from physical decay. Many algorithms are being developed in

order to extract information out of these documents, which are too numerous to analyze

manually. However, some of these documents are severely degraded, and therefore do not

provide acceptable performance when processed using common methods.

In our work, we provide a novel perspective on text documents which reveals key

information about the various elements of the document such as letters, connected letters,

noise, and stains. The extracted information can be used by higher level algorithms

to significantly improve their performance. Various algorithms such as binarization,

segmentation, word spotting, and recognition often require preliminary information such

as character dimensions, stroke width, and noise characteristics of the input document.

When dealing with severely degraded documents, this information is essential but is hard

to obtain automatically. Less degraded documents parameters, such as stroke width and

character size, are often obtained with relative accuracy by using a binarized version of

the document (Roy et al., 2009; Wen & Ding, 2004; Raju, Pati & Ramakrishnan, 2004a).

The binarization of degraded documents, however, is not reliable as it may introduce
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noise, falsely merged components, and other artifacts. For many algorithms, information

regarding character dimensions is often expected to be provided by the user or determined

in an ad-hoc manner (New et al., 2006; Bar-Yosef et al., 2007). Our method copes with

severe degradations and non-uniform backgrounds.

In this paper, we introduce the component evolution maps, and demonstrate some of

their applications. We use these maps to estimate letter dimensions and stroke width in

degraded documents. We then utilize this information to improve state-of-the-art bina-

rization, line segmentation, and characterizing feature behavior in a document collection.

For a given property of the connected components in a document, the evolution maps

demonstrate the evolution of the histogram of the property, along with the change in

the intensity threshold. To simplify the discussion, we start explaining the evolution map

of the component’s width property. For example, Fig. 1 shows the distribution of the

width of the connected components for each possible intensity threshold. The y-axis

represents the intensity level, the x-axis represents width, and the z-axis (color) represents

the density of the components for each width in the given threshold: warm (red, orange,

yellow, etc.)—high density, cold (blue, cyan, etc.)—low (this is the color coding of all the

maps depicted in the figures in the paper). Since the map represents a text document, we

expect to see high density in the range of character width and within the range of intensity

thresholds that separates the characters from the background. The histogram in Fig. 1

shows a blob centered around a width of 28 pixels, ranging over gray levels approximately

from 40 to 100. This blob represents the characters in the document. The noise, on the

other hand, concentrates along the y-axis, and is depicted as a large number of low width

connected components in a wide range of gray scale thresholds.

In our research we deal with severely degraded documents, where state-of-the-art

document analysis algorithms, such as binarization and line extraction, provide poor

results. A good example of such text documents are those from the Cairo Genizah. The

Cairo Genizah is a collection of documents, most of them in handwritten Hebrew square

letters, which where hidden in an attic of a synagogue in Cairo, Egypt for several hundreds

of years. The Genizah collection contains hundreds of thousands of documents dated

starting from the ninth century. The documents are characterized by different handwriting

styles, document and letter sizes, and materials. Most documents are only textual, each

document contains a single writing style with no titles, and many of them are severely

degraded. The main motivation in this research is to provide a solid starting point for

processing severely degraded historical documents.

In the rest of this paper we briefly overview related work, then describe in detail the

component evolution maps, their construction and initial analysis (‘Evolution maps’). In

‘Applications’ we demonstrate several applications for component evolution maps. Finally,

in ‘Summary,’ we conclude our work and draw directions for future research.

RELATED WORK
Connected component analysis has attracted the interest of researchers, and intensive

research was performed on document layout segmentation and text separation for
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Figure 1 A document image, and the distribution of connected components along their width prop-
erty (x-axis), for each possible gray scale threshold (y-axis). The z-axis is expressed by color where warm
(cold) colors represent high (low) density of components.
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binarized document images (Jain & Zhong, 1996; Raju, Pati & Ramakrishnan, 2004b;

Zagoris & Papamarko, 2010; Bukhari et al., 2010).

Pikaz & Averbuch (1996) selected a threshold for text document by scanning the entire

gray scale range, thresholding the image with each value, looking for the widest sub range

of gray scale for which the number of the connected components remains stable. This

method may be viewed as a special case of our approach.

The component tree is a graph representation computed from the cross-section

decomposition of the gray levels of the image (Mosorov & Kowalski, 2002), and uses

connected components of cross-sections at gray level of the image to assemble different

perspectives of the image data. The component tree applies operators on a single

component level for image segmentation (De Carvalho et al., 2010) and for document

binarization (Naegel & Wendling, 2010). Similarly, the Maximally Stable Extremal Regions

(MSER) descriptor (Pajdla et al., 2002) finds extremal regions which maximize stability

over threshold change, and is used mostly for object recognition.

Most of these works analyze the change of thresholds in order to achieve local

information such as local adaptive binarization, segmenting or locating objects in an

image. In our work, we map connected component information for a range of different

thresholds over the whole document in order to extract global information about the

document and its elements.

EVOLUTION MAPS
We offer a novel perspective of the image data which reflects the evolution of connected

components along the change in gray scale threshold. We term it as Component Evolution

Maps (CEM). CEM brings to the surface underlying information about the sets of elements

(e.g., letters, noise, connected letters) in the document image. Below we discuss in detail

the construction of the evolution maps followed by their analysis.

Definition of the evolution map
The evolution map is a function of the intensity (I) and a property (P) of the connected

components of the image into the occurrence level of this property in the image,

i.e., map : I × P −→ R, where I is the intensity, P is an image property, and R is the

occurrence (detailed below). For example, the width CEM, map(g,w), is the number of

connected components of width w in pixels, when thresholding the image at intensity g. To

simplify the discussion, we refer in this section only to the width CEM. The CEM provides

an intuitive visualization tool to analyze the distribution of an image property. Figure 2

represents the width CEM for a text document image, where ‘hot’ colors represent high

density of components.

The horizontal cross-section at gray scale value g (y-axis) represents the histogram of

the components’ widths in the image binarized using g as a threshold. Figure 2 shows

three cross-sections at different intensity thresholds, and the corresponding binary images.

In Fig. 3 we illustrate a cross-section as histogram of component width for a specific

threshold, and the corresponding components in the document for two ranges of width

(see the squares on the graph).
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Figure 2 Horizontal cross-section of the width CEM and the corresponding binary images.

Construction of the evolution map
We construct the evolution map in a straightforward manner by thresholding the

image over gray levels, and counting the number of resulting connected components

for each width in the binary image. Since noise usually produces a vast number of

small components and skews the histogram, we accumulate the relative total area of the

components, which is defined as the area of the components normalized by the size of

the whole image. This value is less sensitive to noise than component count, as shown in

Fig. 4. As seen, the red blob on the top illustration emphasizes the noise, and the bottom

illustration highlights the width of the sought elements. We store both the values count and

the relative total area, and use each of them in different applications as detailed below. We

smooth the CEM using a 2d Gaussian kernel to reduce the influence of local irregularities.

Constructing the CEM, for one or few properties, is relatively straight forward and fast. For

example, computing the CEMs of 5 properties for a document of resolution 1,600 × 2,300

took about 4.5 s on a standard desktop.

Analysis of the CEM
Some sets of elements in the gray scale documents (noise, characters, connected characters,

etc.) have values of the mapped property which are distributed within a given range. Sets

which are dominant in the document will form a blob of local maximum on the map. The
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Figure 3 A horizontal cross-section of the densities in the width CEM at one gray level value. The squares on the graph depict the most popular
widths for this intensity value. The images of components corresponding to the squares are pointed to by the arrows.

characteristics of the local maximum and its surroundings describe attributes of the set of

objects. Due to the statistical nature of the map, it tends to be robust against various defects

of the image such as blurriness, local degradations and deformations.

Figure 5 shows a document with its width CEM. Images a–e show the set of elements in

the original image corresponding to the blobs a–e in the CEM. Blob a represents a set of

noise stains in the document, which appear on relatively high range of threshold values and

low width values (indicating small components). The dominance of blob b is supported

by the existence of single character elements that occupy a substantial area of the image.
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Figure 4 (A) displays the count of components per threshold and width, and (B) shows the relative
total area of components per threshold and width.

Biller et al. (2016), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.39 7/20

https://peerj.com/computer-science/
http://dx.doi.org/10.7717/peerj-cs.39


Figure 5 A document image with its components according to the width evolution map. The images (A, B, C, D, E), display the components
represented by each of the blobs, marked on the map by (A, B, C, D, E).

The blobs c, d, and e, are at high width values and represent objects of two, three, and four

connected letters, respectively.

To extract the information found in the CEM, we look for the main blobs in the map,

and model each of them by an anisotropic Gaussian. First, to determine the top blob

centroids, we use a sweeping plane that moves downward along the z-axis. As the plane

descends, it encounters the peaks of the blobs, one by one. Neighboring blobs expand until

they touch each other, or reach a low value below a predefined threshold. We use the data

of the peaks and their immediate neighborhood to create an anisotropic Gaussian model

for each blob. We fit a quadratic surface to the log of the data from the map using the least

squares method. We obtain the Gaussian characteristics using the coefficients of the fitted

quadratic surface. Given a blob on the map and it’s Gaussian modeling, we can obtain an

estimation for the distribution of the property values for the elements represented by the

blob. In the width example, we receive distribution of the width of elements represented by

each blob. In order to receive some hard limits on the values of the property values for the

elements in the group, we should apply some threshold on the given distribution (e.g., 3

times the standard deviation).
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Figure 6 The original width CEM (A), and its modeling by anisotropic Gaussians (B).

Gaussian modeling was validated as suitable for the CEM blobs by examining the

data and verifying that the blob distribution is very close to normal distribution. Using

Gaussians to model the blobs provides a concise and simplified representation, and

handles blob intersection appropriately. It also provides the probability that an element

belongs to the set represented by a certain blob. Using Gaussian mixture model was

examined as an alternative option, but was found this to be less effective since the mixture

model, using expectation maximization, tends to capture small components, while we

prefer to ignore small components and model the leading salient blobs more accurately.

Figure 6 shows a width CEM and its simplified modeling using the topmost Gaussians.

APPLICATIONS
In this section we demonstrate some applications of CEMs for several document analysis

tasks. We robustly estimate the character dimensions and stroke width on degraded

documents. This information is then used by many document analysis algorithms to

improve their performance and reduce the need for manual adjustments of predefined

parameters. We demonstrate utilization of this information to improve state of the art

binarization method and simplify line segmentation of degraded documents. Finally, we

show how the CEMs is used for exploring feature behavior in text documents. In order

to evaluate the performance of these tasks we had to manually generate ground truth for

each task (character dimensions, line segmentation, and stroke width). For each task, we

randomly selected a subset of the documents from the collection and generated the ground

truth relevant for the task.

Estimation of character dimensions
One of the salient elements in a CEM of a text document is the blob which represents the

documents’ characters. To determine the blob that represents the document’s characters,

we consider the top blobs and grade them according to the following features. We define
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the components of a blob B as as the set of connected components corresponding to the

points (g,w) of B, and the cardinality of the blob B as the number of connected components

represented by B.

Let p be the percentage of the image area occupied by all the components in the blob B,

and let n denote the total number of components in B. Equation (1) formulates the score of

of the blob B.

score = (a · p) ×
1

1 + exp(−c1 · (n − c2))
. (1)

The exponential term in the denominator, parametrized by the given constants c1 and c2,

suppresses the score of blobs with small number of components. The blobs with the highest

score from both width and height CEMs represent the width and height of the letters in the

input image. We also take into account the agreement level between the selected blobs from

the width and the height CEMs– the two blobs should have a similar mean and standard

deviation on the y-axis (intensity) projection.

The same experiment was conducted also for other properties, such as the component’s

diagonal and the projection of the component on its main principal axis. These maps

provide correct estimates of the character dimensions in most cases, but are less accurate

than the estimate obtained by width and height evolution maps.

We applied our method on a collection of digitized historical documents from the

Cairo Genizah. We ran our algorithm on a set of hundred documents (selected randomly)

with various degradation levels, resolutions and character dimensions. We created width

and height CEMs for each document, and estimated the width and height ranges of the

characters in each document. For these documents, we have created ground truth (using

Biller et al., 2013) which includes bounding boxes of the letters. To measure the accuracy of

our results, we calculated the precision, recall, and f-measure of our estimate with respect

to the ground truth. Figure 8 shows the width CEM for a specific document. Displayed in

black over it is a histogram of the ground truth widths. Our estimate of character width

is marked by a white rectangle. We calculated the recall as the percentage of letters from

the ground truth which fit in our width estimate. The precision is calculated as the ratio

between the overlap of our width estimate with the ground truth and the range of our

width estimate. Our method achieves accuracy of 87.8% (f-measure) with respect to the

provided ground truth.

Improving binarization methods
In this section, we demonstrate improving the results of a binarization algorithm by

using CEM to estimate character dimension. We use the winning algorithm in the

H-DIBCO-2010 binarization contest (Pratikakis, Gatos & Ntirogiannis, 2010) proposed

by Bar-Yosef et al. (2007). This binarization algorithm is based on the sliding window

approach. The window size is configurable, and the authors recommend it to be around

one and a half times the letter size. First we ran the binarization algorithm with a default

window size (Fig. 7A). Then, we ran the same binarization algorithm using a window size

of one and a half times the maximum of the width and height of the characters in the
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Figure 7 Utilizing our estimation to improve binarization algorithm. (A) Binarization using default
window size. (B) Binarization with optimized window size using the output of the CEM. (C) Result after
filtering out-of-range components, using the estimate of character dimension, given by the CEM.

Figure 8 The width CEM of a document’s image. Displayed in black on the CEM is the histogram of
the ground truth of widths for the letters (the height of the black line represents the count). The white
rectangle shows the estimate of the width range of the characters, made by our algorithm.
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Figure 9 Line detection results of the algorithm. The elements that belong to the same line have the
same color. The segmentation borders are shown as blue curves.

document obtained by CEM (Fig. 7B). As an additional improvement of the binarization,

we filter out all components of the binarized image which substantially exceed the range of

character dimensions (Fig. 7C). We applied our method on seventy degraded documents

from the Genizah collection, and observed a substantial improvement in the quality of the

results compared with the Bar-Yosef algorithm with default parameters. To quantify the

improvement we randomly selected five documents, manually generated a ground truth

of binarization for each, and measured the performance of the two binarization methods

against the ground truth. The proposed method achieved an average F-Measure of 79.9%

(with average percision of 73.1% and average recall of 88.6%) while the original algorithm

achived 70.3% (with average percision of 60.1% and average recall of 85.2%).

Line segmentation of degraded documents
In this section, we demonstrate utilizing CEM for text line detection in gray scale images

of highly degraded historical documents. Using the information obtained from the CEM,

we identify components which are likely to be characters of the documents. We take into

account their width, height, and range of thresholds in which they are received. The set of

identified elements does not have to include all the characters present in the document.

Nevertheless, the identified elements represent most of the characters in the document,

which allows detecting text lines in the degraded document, as described below.

The detected potential characters are accumulated into lines using a sweeping line

approach. A vertical sweeping line moves across the image in the direction of writing.

When the sweeping line encounters an element, the algorithm determines whether to

assign this element to one of the already discovered text lines, or to initiate a new line. Full

details of the algorithm can be found in Rabaev et al. (2013).

The final result of the text line detection is illustrated in Fig. 9. Elements that belong to

the same line have the same color. The segmentation borders are shown in blue.

To evaluate the performance of the algorithm, we employed the evaluation strategy

used in the ICDAR handwriting segmentation contest (Gatos, Stamatopoulos & Louloudis,

2011). Two values, detection rate (DR) and recognition accuracy (RA), are calculated. The

detection rate and recognition accuracy are based on the number of matches between the
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line regions detected by the algorithm and the line regions in the ground truth, and are

calculated as follows:

DR =
o2o

N
, RA =

o2o

M
,

where N and M are the number of text lines in the ground truth and the number of text

lines detected by the algorithm, respectively, and o2o is the number of one-to-one matches.

A measure that combines detection rate and recognition accuracy is the performance

metric FM:

FM =
2 × DR × RA

DR + RA
.

The algorithm was applied to 58 extremely degraded document from Cairo Genizah

collection. The results averaged over these documents are DR = 0.8823, RA = 0.8466, and

FM = 0.8610. Taking into consideration that the tested documents are torn, stained and

highly damaged, the results are very encouraging. In addition, the presented method does

not require any preprocessing step, e.g., noise reduction or text zone location.

To test the applicability of the proposed approach to non Hebrew documents, we used

Saint Gall and Parzival databases. The Saint Gall database (presented in Fischer et al. (2011)

and Garz et al. (2012)) contains 60 pages of a Latin manuscript from the 9th century

written by single writer. The Parzival database, described in Fischer et al. (2012), contains

47 pages of a German manuscript from the 13th century written by three writers. The

results of applying our algorithms are DR = 0.9784, RA = 0.8633, and FM = 0.9142

on Saint Gall database, and DR = 0.8106, RA = 0.8652 , and FM = 0.8363 on Parzival

database. (Garz et al. (2012) used slightly dierent evaluation criteria. Without getting into

details, our result for the Saint Gall dataset using their evaluation criteria is line accuracy

0.9784, while the result of Garz et al. is 0.9797. As can be seen, the results are very similar).

In addition, we have applied the algorithm of Asi, Saabni & El-Sana (2011) on the Cairo

Genizah dataset. While the algorithm in Asi, Saabni & El-Sana (2011) had been reported to

achieve excellent results for documents of reasonable quality, it gave meaningless results on

our extremely degraded dataset.

Stroke width estimation
Another application for utilizing evolution maps is evaluation of the range of stroke width

in degraded documents. Many binarization methods use the stroke width as part of

the binarization process (e.g., Su, Lu & Tan, 2013; Liu & Srihari, 1997; Rivest-Hénault,

Moghaddam & Cheriet, 2012; Badekas and Papamarkos, 2007; Ntirogiannis, Gatos &

Pratikakis, 2009). In extremely degraded documents, calculating the stroke width is hard

and is highly influenced by noise and stains. The stroke width evolution map provides a

statistical and comprehensive overview of the range of stroke widths revealed by the range

of intensity thresholds.

To estimate the stroke width for a component, we first compute the component’s

distance transform, starting from the boundary of the component. We compute the
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Figure 10 Let a be the stroke width. The maximal values the distance transform of the component
achieves are around a/2. The average therefore can be used as an estimate for a/4.

average of the distance transform values inside the component and multiply it by four

to receive an estimate for the average stroke width (see illustration in Fig. 10). A stroke

width is consistent if it does not change much within the component. We compute a

consistency factor for the stroke within of the component, using the standard deviation of

the histogram of the component’s distance transform. For each component we multiply

its area by the stroke width consistency factor, so components with consistent stroke width

will have a higher weight. In the CEM, we depict for each stroke width and intensity the

sum of the weighted component areas.

We select the most salient blob on the map using techniques described earlier, and use

the Gaussian fit of that blob as an estimate of the stroke width. In Fig. 11 we show an

example document with its stroke width evolution map. In the map, the selected blob

is marked with a white boundary. The estimated range of stroke widths is illustrated on

the top left of the document using red lines. The left and rightmost lines are the range

boundaries and the middle line shows the average stroke width detected.

To evaluate this method, we took fifteen degraded historical documents from the Cairo

Genizah and sampled the stroke width manually in several random characters in the

document. Over 92.5% of the samples across the documents where within the range of the

estimate.

Analysis of feature distribution in documents
In many applications of document analysis, one of the first steps is looking for suitable

features. The evolution maps provide a convenient tool for exploring and visualizing

the behavior of different features in a given document. Using the maps, one can explore

each feature, the distribution of its values, and view the elements of the document

corresponding to different value ranges of that feature.

Based on the CEM, we developed an interactive tool which enables flexible generation

and exploration of evolution maps per property, which we call the evolution map explorer.

The user can interactively examine the maps, adjust the maps’ display by setting properties

for each map, and explore the maps. The user defines an area on the CEM with the mouse
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Figure 11 (A) A document and (B) its stroke width evolution map. The selected blob on the map
(marked with a white border) is used to estimate the stroke width of letters in the document. The estimate
is marked by red vertical lines over the document image. The leftmost and the rightmost lines are the
range boundaries and the middle line shows the average stroke width detected.

(see, e.g., the black rectangle in the CEM in Fig. 12), and the system marks on the image

of the document the elements corresponding to the rectangle, and displays information

about the selection, e.g., the range of intensities, range of property values, and the count of

elements relevant for this selection.

For example we picked a document and the feature “transition average.” Our tool

created the evolution map, shown in Fig. 13. In this evolution map, the x axis represents the
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Figure 12 A general overview of the application. The four presented evolution maps are the width, principal direction, height and transition
number average. The rectangle in the height CEM corresponds to the letters in the document on the left of the figure, whose heights and intensities
correspond to the values in the rectangle.

average number of transitions from background to foreground for a connected component

(averaging over the rows and columns of the component). The figure shows, for each

selected rectangle on the CEM, the document and the elements corresponding to this

rectangle. The leftmost rectangle represents noise elements which have average transition

values around 1. The middle rectangle represents sets of characters with average transition

values ranging from 2.9 to 4.4. The rightmost rectangle represents elements including

more than one connected character with average transition values from 6.9 to 7.8. One can

observe on the CEM (Fig. 13) a number of peaks which distinguish between characters

with high average transition count and low one. By selecting different rectangles within this

area, the user can explore the distribution of the different letters corresponding to the ex-

amined feature, and estimate the feature’s ability to discriminate between different letters.

SUMMARY
In this work we introduced component evolution map which maps the evolution of a

property of the connected components along the change in gray scale intensity level. We

have demonstrated the contribution and potential of CEM in several tasks: estimating

letter dimensions, improving a state of the art binarization algorithm, performing
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Figure 13 The evolution map of transition average for a document. Three selections of peek ranges (marked by black rectangles) in the evolution
map, for each selection the elements corresponding to the selection are marked over the document. The leftmost range include transition values
around 1, the middle selection contains transition values from 2.9 to 4.4, and the rightmost values between 6.9 to 7.8.

line segmentation in degraded documents, stroke width estimation, and analysis of

feature distribution in text documents. This method is applicable for a wide range of

text documents, and is especially capable of dealing with highly degraded and noisy

documents.

We see in the CEM method potential for contribution in different directions in the

document analysis field. We plan to continue looking for different ways to exploit the

information gained by the CEMS, and also applying evolution maps on additional features.

Among the uses we plan to examine in the usage of the maps as descriptor of a document

for classification by writer or by origin manuscript (finding fragments of the manuscript).

Furthermore, we plan to deal with limitations we took in this work such as regarding more

than one writing style in a page. Another interesting direction we plan to investigate is

using the maps for extracting automatically the degradation level of the document.

The documents used in our experiments are accessible via the Genizah project site (http:

//www.genizah.org/). To receive the ground truth data, please contact the authors by email.
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