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ABSTRACT

This study focuses on the design and optimization of consumer behavior prediction
models in online e-commerce reviews. To address the issues of slow convergence and
insufficient robustness in the traditional Q-learning reinforcement learning
algorithm, this article introduces a probabilistic action-selection algorithm. This
algorithm employs a multi-step, iterative mechanism that uses instantaneous
differencing to increase the likelihood of selecting high-Q actions during model
iteration, thereby accelerating the solution process and ensuring robust network
optimization. Given the nonlinear and high-noise characteristics of consumer
behavior time-series data in e-commerce reviews, we propose a hybrid intelligent
prediction model, Q-learning-Artificial Neural Network-Hidden Markov Model
(QL-ANN-HMM), that effectively reduces the impact of systematic random errors
and significantly improves prediction accuracy. Experimental results demonstrate
that the improved Q-learning algorithm achieves 2.71% and 5.96% improvements in
mean absolute percentage error (MAPE) and normalized mean squared error
(NMSE), respectively, compared to the traditional Q-learning algorithm on the
Amazon Reviews 2023 and Flipkart Reviews datasets. Additionally, the
QL-ANN-HMM model achieves lower mean absolute error (MAE), MAPE, and
NMSE values on both datasets, recorded at 0.0195, 0.019, and 0.0189, respectively.
This research not only provides novel theoretical support and technical methods for
predicting consumer behavior in online e-commerce reviews but also enables
e-commerce platforms to more accurately track market dynamics, optimize resource
allocation, and achieve sustainable development by comprehensively analyzing
consumer behavioral data.
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INTRODUCTION

With the rapid advancement of Internet technology, e-commerce has become an integral
part of everyday life. The growing trend of consumers purchasing goods and services
through online platforms not only offers significant convenience for users but also presents
unprecedented business opportunities for e-commerce enterprises (Pan, Liu ¢ Pan, 2022).
However, as the number of e-commerce platforms rises and market competition
intensifies, accurately predicting consumer behavior to optimize inventory management,
improve marketing strategies, and enhance user experience has become a critical challenge
for these businesses. In this context, developing an efficient consumer behavior prediction
model is essential.

The surge in e-commerce activity has generated vast amounts of user behavioral
data, including online reviews, browsing records, and purchase histories. These data
offer a valuable resource for e-commerce enterprises, enabling them to gain deeper
insights into consumer needs and behavioral patterns. Online reviews, as a key form
of consumer feedback, contain crucial information about product quality, price, and
user experience, while also reflecting consumers’ emotional tendencies and
decision-making processes (Chen et al., 2022). Therefore, conducting a comprehensive
analysis of online reviews to uncover hidden consumer behavior patterns is highly
significant for enhancing e-commerce enterprises’ predictive capabilities and market
competitiveness.

Time series analysis (Dai, Tong ¢ Jia, 2024), a critical statistical method, has been
extensively applied in e-commerce demand forecasting. By analyzing and forecasting data
collected continuously over time, time series analysis effectively captures trends,
seasonality, and other patterns, while also integrating external factors (e.g., holidays,
promotions) to enhance forecasting accuracy. However, traditional time series analysis
methods face limitations when dealing with the complexity and dynamic nature of the
e-commerce environment (Costa ¢ Rodrigues, 2024). To further improve prediction
accuracy, this article introduces reinforcement learning techniques. Reinforcement
learning (Ernst et al., 2024) continuously optimizes an intelligent agent’s behavior by
simulating its learning and decision-making processes within a given environment,
enabling it to achieve specific goals. In the context of e-commerce, reinforcement learning
can simulate consumers’ purchasing decision-making processes, enabling the prediction
model to learn and optimize, thus providing more accurate predictions of future consumer
behavior. Combining reinforcement learning with time series analysis leverages the
strengths of both methods, resulting in a more robust and accurate prediction model.

Despite the advancements in e-commerce consumer behavior prediction and the
numerous machine learning and data mining methods proposed by scholars, several
challenges remain in practical applications. For instance, e-commerce review data often
exhibits nonlinearity and high levels of noise. This article seeks to address these challenges
by designing a consumer behavior prediction model that integrates reinforcement learning
and time series analysis. The proposed model aims to enhance prediction accuracy and
improve the market competitiveness of e-commerce enterprises.
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The specific contributions of this article are as follows:

1. The traditional reinforcement learning Q-learning algorithm is improved, and an
algorithm for selecting actions based on probability distributions is designed by
combining multi-step iterations with instantaneous differencing, which ensures the
probability of selecting higher Q-value actions during the iteration process of the model,
improves the convergence speed when solving the model, and guarantees the robustness
of the network optimization search.

2. A time series forward multi-step hybrid intelligent prediction model Q-learning-
Artificial Neural Network-Hidden Markov Model (QL-ANN-HMM) is proposed,
which combines the improved reinforcement learning with an artificial neural network
and a Hidden Markov Model, to reduce the systematic stochastic error.

3. The experimental results on Amazon Reviews 2023 and Flipkart Reviews datasets show
that the improved Q-learning algorithm improves the MAPE metric by 2.71% and the
NMSE metric by 5.96% compared to the traditional Q-learning algorithm, which
significantly improves the prediction accuracy and effectiveness.

In this article, we introduce the current research status of reinforcement learning and
time series analysis algorithms, and analyze their limitations for consumer behavior
prediction in e-commerce reviews in ‘Related Works’. In ‘Model Design’, the improved
reinforcement learning algorithm and the time-series consumer behavior intelligent
prediction algorithm, the QL-ANN-HMM model, are introduced. ‘Experiments and
Analysis’ describes the experimental results and discusses the performance of the
improved reinforcement learning algorithm and the QL-ANN-HMM model on the
Amazon Reviews 2023 and Flipkart Reviews datasets. ‘Conclusion’ provides a summary of
the impact of the improved reinforcement learning algorithm and the QL-ANN-HMM
model developed in this article on the prediction of consumer behavior in online

e-commerce reviews.

RELATED WORKS

Reinforcement learning

Reinforcement learning is a critical class of control and decision-making methodologies,
grounded in the principle that intelligent agents learn to make optimal decisions in a given
environment through interaction. It operates on the concept of trial-and-error learning,
where agents optimize their behavior by performing actions, observing the outcomes, and
aiming to maximize long-term rewards. In recent years, reinforcement learning has
achieved remarkable breakthroughs in solving complex decision-making problems and
has seen significant success in domains such as robotics, autonomous driving,
recommender systems, and gaming.

For instance, Li et al. (2024) models the output feedback synchronization problem via
robust output regulation and reinforcement learning, depicting the interactions between
agents through a zero-sum game framework. It proposes an output-feedback learning
algorithm that uses input-output system data to achieve distributed, robust, optimal
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synchronization for heterogeneous multi-agent systems. In the context of discrete-time
multi-agent systems subject to external disturbances, Ito ¢ Fujimoto (2022) examines the
impact of perturbations from both local neighbors and the agents themselves. It transforms
the optimization problem into a zero-sum game with control and disturbance strategies. It
introduces a data-driven iterative algorithm based on strategy gradients to solve the
Hamilton-Jacobi-Isaacs (HJI) equations. Liu et al. (2023) presents a zero-sum game
Q-learning algorithm for both state feedback and output feedback in discrete
fractional-order multi-agent systems.

Furthermore, the Ren, Jiang ¢» Ma (2022) addresses actuator faults in second-order
multi-agent systems. It proposes a fault-tolerant control strategy based on a zero-sum
differential game to ensure system stability and performance optimization. To address
server denial-of-service attacks in multi-agent systems, the Jin et al. (2025) introduces a
neural network-based reinforcement learning scheme grounded in a multi-player hybrid
zero-sum game strategy.

However, the majority of existing reinforcement learning research focuses on
synchronization, optimization, and game-theoretic problems within multi-agent systems.
These scenarios are not fully applicable to predicting consumer behavior on e-commerce
platforms, which primarily focus on identifying patterns in individual user activity.
Furthermore, the studies above do not adequately examine the role of time-series analysis
in this context. Time series analysis is vital for capturing temporal trends in user behavior
and constitutes a key component of consumer behavior prediction models based on
e-commerce reviews.

Therefore, our research aims to demonstrate that integrating Q-learning with artificial
neural networks and the Hidden Markov Model (HMM) can more effectively address the
challenges of predicting consumer behavior in online e-commerce reviews. This
integration leverages Q-learning’s strengths in reinforcement learning by approximating
the Q-value function using neural networks, overcoming the difficulties traditional
Q-learning faces in high-dimensional state and action spaces. Simultaneously, the HMM
captures the temporal features of user behavior, further enhancing prediction accuracy.

Time series analysis

In recent years, with the growing prominence of artificial intelligence and increasing
computational power, more and more research on time series forecasting has been
published. Jin ¢» Xu (2024) proposed an autoregressive model to forecast oil and gas
market pricing. The introduction of the autoregressive (AR) model also means the birth of
traditional time series analysis methods. Since then, scholars in various countries have
proposed a series of extensions and improvements based on AR. The most widely used
model is AutoRegressive integrated moving average (ARIMA) (Aminullah, 2024), which
combines the autoregressive model and moving average model (MA) with the difference
operation (I), and determines the time series data by observing the time series data, and
then determines the time series data of AR, I, and MA, and then determines the time series
data of AR, I, and MA. Order of the three processes of the data model AR, I, and MA.
Then, model training and parameter estimation are performed using historical
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observations based on the determined orders. Finally, forecast evaluation is carried out.
The rapid development of ARIMA methods also marks a significant leap in time-series
analysis for forecasting. To date, many scholars still use ARIMA models for time series
forecasting. Dong et al. (2024) used the ARIMA model to forecast influenza in Chongging
to provide a reference for influenza disease prevention and control. Liu et al. (2024) used
an ARIMA model to predict the exhaust temperature of a turboshaft engine, and predicted
the remaining life of the engine by monitoring the change in engine exhaust temperature.
Harrou et al. (2024) combines a convolutional neural network (CNN) with an ARIMA
model to predict short-cycle traffic flow at traffic intersections.

Exponential smoothing is also widely used in time series analysis. This method belongs
to the moving average family, mainly using weighted averages to capture the trend and
pattern of data changes. It is suitable for data with small fluctuations and obvious
periodicity and trend. Ahmed & Kumar (2023) utilized exponential smoothing to forecast
the average nodal tariffs collected in Boston, New England. Lyu et al. (2025) used the
Holt-Winters exponential smoothing model to predict the demand for Achillea antibiotics
during the COVID-19 pandemic. The seasonal decomposition method is generally not
used as a separate model for forecasting in today’s time-series forecasting problems. Its
main principle is to split the time series data. For example, the SARIMA (Cheng et al.,
2024) model, which combines it with the ARIMA model, is widely used for time series
forecasting. Okorie, Afuecheta ¢» Nadarajah (2023) used the SARIMA model to analyze
and forecast the market price of red beans in Canada. In addition, seasonal decomposition
methods can be combined with various models; for example, Wang et al. (2024) combines
seasonal decomposition methods with graph convolutional neural networks to forecast
traffic flow.

Traditional time series analysis methods can perform well on relatively smooth and
straightforward linear time series data. However, methods such as ARIMA are primarily
designed for univariate time series. They cannot be directly applied to multivariate time
series, which often exhibit complex nonlinearities and hidden dependencies among
variables.

MODEL DESIGN

In this article, we employ time-series analysis techniques to capture temporal dependencies
and trends in consumer behavior data. By forecasting values such as historical sales figures,
number of views, and number of comments, the prediction results serve as inputs to the
reinforcement learning module. This integrated approach allows us to conduct a more
comprehensive and accurate predictive analysis of consumer behavior. Ultimately, the
combined model leverages both time-series forecasting and reinforcement learning to
provide deeper insights into consumer behavior and trends.

Improved reinforcement learning algorithm

Q-learning is a classic reinforcement learning algorithm. Let S represent the set of states, A
is the set of actions, R is the reward function, and P is the transition probability between
states. The value function, denoted as Q, is used to estimate the expected future rewards for
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each state-action pair. The goal of Q-learning is to learn an optimal policy that maximizes
the expected cumulative reward by iteratively updating the Q-value, Q(s, a), according to
the following equation:

Qls,a) = Ris.5ra) +7 37, P(sls,a) <m Qi a>) 1)

where Q(s, a) denotes the value of Q after the execution of action a in state s, s’ represents
the transfer process of s, y is the discount factor of the transfer process, which signals the
influence of R.

Introducing this equation into the qualification trajectory, the iterative update equation
for Q(A) can be obtained as Eq. (2).

Qi11(s,a) = Qi(s, a) + adkex(s, a) 2)
Ok = R(Sk, Skr1,ax) + 7 (g?gjf Q(s', a) — Q(st, ak)) (3)

where k is the number of iterations, o is the learning factor for reinforcement learning,
ex(s, a) is the qualification trajectory, and R(-) is the reward function at the k-th iteration.
During multiple rounds of Q(4) iterations, the action with the highest value is selected
based on the greedy principle, denoted as:

ag = argmax Qx(s,a). (4)

The strategy in making the action selection is shown in Egs. (5) to (7):

P (ag) = P (ag) + B(1 — P (ag)) (5)
P (a) = P* N (a)(1 — B),Ya € A,a # a, (6)
PK(a) = PX(a),Va € A,Vs € S,s #§ (7)

where P¥(a) is the probability of a state s being selected at k iterations, and f3 is the update
factor of the probability. When the optimal function converges, the control policy of the
learning system will be obtained. In this study, the probabilistic action-selection
mechanism follows an e-greedy strategy with softmax-based probability updates.
Specifically, the probability of selecting an action is determined by:

eQ(s,a)/*r

P(als) = S

(8)
where T denotes the temperature parameter controlling exploration. The eligibility trace is
updated as

erv1(s,a) = ple(s,a) + 1. )

which accumulates the recent state-action pairs to accelerate convergence. This
probabilistic structure ensures smoother exploration compared to the deterministic greedy
selection.

Figure 1 illustrates the algorithmic flow of optimal carbon flow prediction within the
framework of trend computing, utilizing reinforcement learning. In each iteration, the
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Figure 1 Improved Q-learning algorithm. Full-size K&l DOT: 10.7717/peerj-cs.3451/fig-1

learner obtains the reward function value through a multi-step iteration process. This
value is then combined with the learner’s current state to continuously update the reward
function R. As iterations proceed, the model refines its understanding of the environment,
progressively improving decision-making. Ultimately, the learner identifies the optimal
action a, which corresponds to the most efficient carbon flow based on the learned
behavior and observed trends.

Construction of QL-ANN-HMM

The time series of online e-commerce reviews is a sequence of random variables arranged
in time order x(t),t = 1,2, ... t. Generally, samples of observations are used to represent
the observed values of a time series of random variables. The primary objective of time
series forecasting is to develop a statistical model that best fits the characteristics of the
observed data. This process can be described as follows: for k > 0, the goal is to use the
sequence data at time f + k to recursively predict the sequence data at time ¢ + k + 1. This
prediction is made by calculating the posterior probability, which can be expressed

as Eq. (10):

p(Xtikiale) = Zp(xt+k+1 |xe4k)p (e k]€)- (10)

Xt+k

The sequence data and evidence denote key aspects of the analysis. It has been observed
that time-series predictions of consumer behavior in online e-commerce reviews exhibit
nonlinearity and high noise levels. To address this, we combine the improved Q-learning
algorithm with the HMM. The improved Q-learning algorithm leverages historical
observation data as rewards, emphasizing the varying influence of both recent and distant
historical data. By iterating through this process, the role of historical observations in the
model is enhanced. This enhanced historical data is then integrated into a neural network
and HMM, thus benefiting from the neural network’s strong data-fitting capabilities and
the HMM’s ability to reduce random system errors.
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Figure 2 Running process of training model. Full-size K&l DOT: 10.7717/peerj-cs.3451/fig-2

Among the models used, the artificial neural network (ANN) is particularly effective at
managing variable correlations. However, in time series forecasting problems, determining
these correlations can be challenging. The HMM, on the other hand, is used in pattern
recognition tasks, where it learns from an observation sequence to estimate model
parameters and then decodes to uncover the hidden state patterns corresponding to that
sequence. This approach allows the HMM to predict nonlinear, multidimensional time
series effectively and reduces errors caused by system randomness. To address the high
noise, non-smoothness, and nonlinearity in e-commerce review time series, this article
proposes a hybrid intelligent prediction model that integrates an ANN and an HMM. The
output of the ANN is used as the observation probability input to the HMM emission
layer. This approach effectively transforms the ANN’s nonlinear feature outputs into the
HMM’s emission distribution and improves the accuracy of forward multi-step time series
predictions.

The hybrid intelligent prediction model comprises two stages: a training process and a
prediction process. During training, historical data is used to train both the ANN and
HMM models independently. In the prediction process, the model combines historical
data with predictions generated by the trained ANN, integrating them through an
improved reinforcement learning mechanism to produce final results. The overall process
of training the intelligent prediction model is illustrated in Fig. 2, while the consumer
behavior prediction model is depicted in Fig. 3.

In this article, the ANN model employs a three-layer feed-forward network, with the
Genetic Algorithm (GA) utilized to determine and optimize the network topology. To
address the common limitations of the backpropagation algorithm, such as its tendency to
fall into local optima and its slow convergence, the GA is also used as a training algorithm
for adjusting the neuron connection weights. The input layer takes multiple historical time
series for comparison, with two configurations in this study: one with eight nodes and
another with 60 nodes. The neuron activation function is the sigmoid function, and the
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Figure 3 Running process of prediction model. Full-size K&l DOT: 10.7717/peerj-cs.3451/fig-3

output layer consists of a single neuron that generates the GA-ANN model’s

prediction. The output layer provides predictions for the next day’s data at each
iteration. During the training of the hybrid intelligent prediction model, the GA-ANN
submodel learns to determine the network topology and weights, achieving a more
accurate fit to the historical time-series data and better reflecting the volatility of the actual
data series.

During the prediction process, the trained GA-ANN sub-model is used alongside the
initial prediction data as inputs to the HMM model. The improved reinforcement learning
algorithm acts as a bridge, combining the GA-ANN sub-model with the HMM model
through its greedy strategy. This approach ultimately yields a more accurate multi-step
forward-time-series prediction, as depicted in Fig. 4. The parameter estimation process
within the model remains unchanged, with the hidden state corresponding to the
probability distribution of the consumption strategy and its performance within the
e-commerce scenario. Let ¢ denote the number of Gaussian components, w the mixture
weight, bj;(w;(t)) a normal distribution with a mean vector u;; and a covariance matrix 3J;;.

Lin et al. (2026), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.3451 9/19


http://dx.doi.org/10.7717/peerj-cs.3451/fig-3
http://dx.doi.org/10.7717/peerj-cs.3451
https://peerj.com/computer-science/

PeerJ Computer Science

%

Figure 4 HMM model structure. Full-size Kl DOTI: 10.7717/peerj-cs.3451/fig-4

The emission function of the hidden state is modeled using a Gaussian mixture
distribution, with its probability density function given by Egs. (11) to (12):

b = ijibji(wi(t))vj =1,2,...n (1)
i=1

EWj,’Zl,WjiZO,jzlaz""an (12)

i=1

bi(wi(t)) = N (wi(t), i, Zi)- (13)

After determining the parameters of the HMM model by performing the learning
task, the probability of the observation sequence that is most likely to reach the
hidden state 6;(t) and the hidden state corresponding to the most likely observation
sequence l//j(t) are selected, and then, based on the initial state, the sequence of hidden
states and the predicted observation sequence are iteratively calculated as shown in
Egs. (12) to (13):

5j(t) = 1}’2%}; 5i(t — I)OCji . ZI: Wji(W(t), uji,Zﬁ) (14)
W,(t) = arg max 0i(t — 1)y (15)

Finally, we integrate the improved Q-learning algorithm into the HMM submodel,
yielding the QL-ANN-HMM model. In this model, the payoff returns of the improved
Q-learning algorithm are derived from historical observation data, and the action that
maximizes the payoff is executed through a greedy learning strategy. This approach
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leverages the ANN’s ability to fit output data to the volatility in the prediction results, while
simultaneously mitigating the random systematic errors inherent in the HMM.

Data preprocessing
Before model training, both the Amazon Reviews 2023 and Flipkart Reviews datasets
underwent systematic preprocessing to address issues of noise, imbalance, and sparsity:

Text cleaning—All review texts were tokenized, converted to lowercase, and stripped of
stop words, punctuation, and special symbols. Emojis and non-ASCII characters were
removed to maintain encoding consistency.

Normalization—Numerical variables (e.g., review length, rating scores, helpfulness
counts) were normalized to the [0, 1] range using Min-Max scaling to reduce bias in the
Q-learning reward function.

Time series structuring—Review entries were ordered chronologically. A
sliding-window segmentation strategy (window size = 30 days, stride = 7 days) was applied
to transform review streams into multivariate time series suitable for ANN-HMM
modeling.

Noise filtering—Extremely short reviews (<5 words) and duplicated entries were
discarded to reduce random noise. In addition, z-score filtering (|z| > 3) was applied to
numerical attributes to mitigate outliers.

Train-test split—For Flipkart, the dataset was split into 30,000 for training and 10,000
for testing; for Amazon Reviews, random stratified sampling was used to construct a
comparable 80/20 train-test split.

Feature encoding—Sentiment polarity and semantic embeddings were extracted using a
pre-trained BERT encoder, providing input features for the ANN. Simultaneously,
categorical variables were one-hot encoded to be compatible with the HMM emission
probabilities.

Computing infrastructure

All experiments were conducted on a workstation running Ubuntu 22.04 LTS (64-bit) as
the primary operating system. The hardware environment consisted of an Intel(R) Core
(TM) i9-13900K CPU @ 3.00 GHz, 128 GB DDR5 RAM, and an NVIDIA RTX 4090 GPU
with 24 GB VRAM to accelerate neural network training. The experimental framework
was implemented in Python 3.10 using open-source libraries, including PyTorch 2.0 for
model development, NumPy 1.25 and Pandas 2.1 for numerical computation and data
management, and scikit-learn 1.3 for preprocessing and evaluation metrics. The HMM
modules were developed using the hmmlearn package, while evolutionary optimization
procedures (Genetic Algorithm) were implemented using the deap library. Visualization of
results was carried out using Matplotlib 3.7 and Seaborn 0.12.

EXPERIMENTS AND ANALYSIS

In this section, we evaluate the performance of the proposed QL-ANN-HMM model by
comparing it with other models, focusing on the convergence of the improved QL
algorithm and additional performance metrics.
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Experimental data

The Amazon Reviews 2023 and Flipkart Reviews datasets were analyzed experimentally.
The Amazon Reviews 2023 dataset, collected by McAuley Labs, is an updated version of
the original Amazon Reviews dataset. It contains over 570 million reviews and 48 million
items spanning 33 different categories. Flipkart, a prominent e-commerce platform in
India, is the source of the Flipkart Reviews dataset, which contains user reviews from
the platform. This dataset is divided into a training set of 30,000 samples and a test set
of 10,000 samples. The total dataset size is 8,012,850 bytes, with a download size of
1,355,637 bytes.

Evaluation criteria

To evaluate the performance of the improved Q-learning algorithm and the
QL-ANN-HMM model, we utilize three key evaluation metrics: Mean Absolute Error
(MAE), Mean Absolute Percentage Error (MAPE), and Normalized Mean Squared Error
(NMSE). These metrics are used to optimize prediction accuracy and are defined as

follows.
1 n
MAPE:;Z\)/,' — /| (16)
i=1
n Ll
MAPE — 2§l (17)
W= i

_l - AT
NMSE_n,/;(y, i) (18)

where y; is the actual optimal consumer behavior and y;’ is consumer behavior solved by
reinforcement learning.

Comparison of improved Q-learning performance

In this article, Q(4) is used for consumer behavior prediction optimization. To assess the
iteration efficiency of the algorithms, we compare the traditional Q-Learning algorithm
(Ernst et al., 2024) with the improved Q-learning algorithm presented in this article.
Figure 5 illustrates the optimization of the reward function for both algorithms over
iteration steps. From Fig. 5, it is evident that the improved Q-learning algorithm shows a
steep decline in the iteration curve at the initial stages. After approximately 50 iterations,
the R-value stabilizes, and the final convergence of the reward function is significantly
better than that of the traditional Q-Learning algorithm.

Additionally, this article compares the performance of four algorithms in predicting
e-commerce consumer behavior: the Genetic Algorithm (GA) (Alhijawi & Awajan, 2024),
Quantum-Inspired Genetic Algorithm (QGA) (Sadeghi Hesar ¢ Houshmand, 2024),
Q-learning (Ernst et al., 2024), and the Improved Q-learning (IQ-learning) proposed in
this study. To verify the effectiveness of these algorithms, we conducted experiments on
two datasets: Amazon Reviews 2023 and Flipkart Reviews. We statistically analyzed the
performance metrics of each model on these datasets, and the results are presented
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in Fig. 6. Performance indices (MAE, MAPE, NMSE, %) of different algorithms.
Specifically, for the Amazon Reviews 2023 dataset, the Reinforcement Learning Algorithm
(and its improved version) proposed in this article achieved the lowest values for both
MAPE and NMSE, at 3.54% and 3.04%, respectively, demonstrating a significant
advantage over the other algorithms. On the Flipkart Reviews dataset, although QGA
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performed similarly on some metrics, the reinforcement learning algorithm maintained its
leading position, with MAPE and NMSE at 2.68% and 2.97%, respectively.

In contrast, the GA algorithm performs the poorest on both datasets. This is primarily
due to the limitations of traditional optimization algorithms, such as genetic algorithms,
which are constrained by factors such as population evolution strategies and population
size selection. These parameters often require significant engineering expertise from
algorithm designers, making it challenging to achieve optimal configurations in practical
applications. As a result, such algorithms face challenges when applied to complex
scenarios, such as predicting consumer behavior in e-commerce. In comparison,
reinforcement learning algorithms demonstrate greater adaptability and flexibility. In
practice, it is only necessary to standardize the mapping relationships between variables
and algorithm parameters within a trend framework, enabling independent calculation of
consumer behavior. This adaptability makes reinforcement learning algorithms
particularly well-suited for complex scenarios, such as predicting consumer behavior in
e-commerce.

Moreover, when comparing the traditional Q-learning algorithm with the improved
Q-learning algorithm proposed in this article, we observe a significant improvement in
prediction accuracy after introducing multi-step iteration. Specifically, on the Amazon
Reviews 2023 dataset, the improved Q-learning algorithm enhances the MAPE metric by
2.71% and the NMSE metric by 5.96% compared to the traditional Q-learning algorithm.
These results suggest that the performance of reinforcement learning algorithms for
predicting consumer behavior in e-commerce can be further improved by refining the
algorithms and optimizing the iteration strategy.

Performance analysis of QL-ANN-HMM
Figure 7 shows the prediction results for MAE, MAPE, and NMSE of the four models—
GA-ANN-8 (Dhawale, Kamboj ¢ Anand, 2023), GA-ANN-60 (Stowik ¢ Cpatka, 2021),
HiHMM (Sohn et al., 2015; Wu et al., 2025), and QL-ANN-HMM—on the two datasets.
Figure 7 demonstrates that the QL-ANN-HMM model proposed in this article exhibits
clear advantages across all three evaluation metrics on both datasets. For the same
prediction sequence, varying the training length has relatively little impact on the
QL-ANN-HMM model’s prediction outcomes. Preliminary analysis suggests that this is
primarily because the datasets provide sufficient training data to fit the GA-ANN model
accurately. Specifically, the prediction results from the GA-ANN-60 model, with 60 input
layer nodes, significantly outperform those from the GA-ANN-8 model, which has only 8
input layer nodes. The choice of 8 and 60 input nodes was determined empirically through
cross-validation on the training dataset. A grid search over {8, 16, 32, 60, 100} input nodes
showed that 60 provided the best trade-off between overfitting risk and prediction
accuracy. This indicates that increasing the length of the historical time series used in the
ANN can yield more valuable information. Consequently, in the QL-ANN-HMM model
using GA-ANN-60 prediction data, even with different data sequence characteristics, the
improved Q-learning algorithm’s fitting effect enhances performance. This hybrid
intelligent prediction model outperforms both the GA-ANN and HMM models
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individually. The test results from both datasets confirm that the QL-ANN-HMM model,
which integrates GA-ANN and HMM using Q-learning, achieves superior error
performance when employing GA-ANN-60.

To quantify the reduction of stochastic errors, we compared the residual distributions
before and after applying the HMM. The residual variance decreased from 0.027 to 0.011
on the Amazon dataset and from 0.031 to 0.012 on the Flipkart dataset, confirming that the
HMM effectively smooths random noise and enhances model stability.

Figure 8 visualizes the fit between the actual e-commerce platform business data and the
predicted values from multiple time-series models for eight working days backward. From
the figure, it is clear that the QL-ANN-HMM model in this article shows significant
advantages in predicting e-commerce platform business. The strong alignment between its
predicted curves and the actual values indicates that QL-ANN-HMM possesses an
excellent ability to capture the business trends of e-commerce platforms. In contrast,
although the traditional HHHMM demonstrates some predictive capability, its results tend
to be relatively smooth and lack sufficient volatility, which somewhat limits its adaptability
to complex market fluctuations.

It is worth noting that both GA-ANN-60 and QL-ANN-HMM demonstrate similar
strengths in predicting trend changes. Both models are capable of capturing the fluctuating
trends in e-commerce platform operations with greater accuracy, resulting in superior
predictive performance. This further underscores the significant potential of intelligent
algorithms for time series prediction. Overall, the QL-ANN-HMM model outperforms
other models in terms of both prediction accuracy and stability, providing more reliable
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and precise predictive support for e-commerce platforms. These findings not only validate
the effectiveness and reliability of the ARTHMS model but also provide robust data to
support the development of future operational strategies for e-commerce platforms.

To accelerate convergence and reduce estimation variance, this work introduces a
multi-step instantaneous difference iteration method on top of standard Q-learning. The
multi-step return integrates reward information over several future steps in the target
computation, thereby reducing bias caused by single-step bootstrap errors. Meanwhile,
because the discount factor attenuates long-term returns, the variance of the multi-step
target is confined within a finite range, achieving a balance between bias and variance.
Experimental results show that this method significantly improves learning efficiency
while maintaining accuracy.

CONCLUSION

This study proposed an improved reinforcement learning algorithm and a hybrid
QL-ANN-HMM model for predicting consumer behavior from online e-commerce
reviews. By incorporating a probabilistic action-selection mechanism into Q-learning, the
model’s convergence and stability were enhanced. Furthermore, integrating ANN and
HMM with reinforcement learning improves prediction stability. Experimental results on
the Amazon Reviews 2023 and Flipkart Reviews datasets confirmed that the improved
Q-learning algorithm achieved a 2.71% reduction in MAPE and 5.96% reduction in
NMSE, while the hybrid QL-ANN-HMM model consistently outperformed baseline
methods across MAE, MAPE, and NMSE. These findings demonstrate the potential of
combining reinforcement learning with time-series modeling to enhance e-commerce
consumer behavior prediction.

LIMITATIONS

Despite these contributions, certain limitations should be acknowledged. The model was
validated on only two datasets, which may limit its generalizability. The performance
gains, although consistent, were relatively modest, and the hybrid architecture increased
computational costs without a systematic analysis of efficiency-accuracy trade-offs.
Moreover, while the results showed close alignment with actual consumer behavior trends,
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the model’s robustness to sudden anomalies or irregular behavioral patterns remains
insufficiently examined.
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