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ABSTRACT

Pour-over coffee brewing is influenced by multiple interdependent variables—roast
level, grind size, brew ratio, extraction time, water temperature, and total dissolved
solids (TDS)—that collectively determine the final flavor and quality. This study
explores the optimization of these variables using reinforcement learning (RL) and
compares its performance with three common machine learning models: K-nearest
neighbors (KNN), decision tree, and support vector machine (SVM). The RL agent
was designed to balance exploration and exploitation, aiming to maximize rewards
by adjusting brewing parameters. Data were gathered from both professional baristas
and homebrewers to train and evaluate the models. The RL approach achieved the
highest accuracy (90.00%), precision (90.76%), recall (90.00%), and F1-score
(90.08%), outperforming KNN (accuracy: 88.33%, F1-score: 88.90%), and
significantly surpassing decision tree and SVM classifiers, both of which exhibited
high recall (100%) but only 50.00% accuracy and 66.67% F1-score. These findings
highlight RL’s superior capability for optimizing complex, interdependent variables
in pour-over coffee brewing, offering a systematic and dynamic approach to
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meticulously brewed (Gunawan et al., 2021). Therefore, in the third wave, coffee brewing
techniques have become highly diverse and carefully considered, positioning coffee not
merely as an instant beverage but as a crafted and appreciated experience.

This shift has driven a steady increase in global coffee consumption, leading to the
popularity of various brewing methods, including the pour-over technique. The pour-over
method is a manual brewing process that involves filtering coffee through a specific filter,
commonly a paper filter, using a filter holder or dripper. Popular drippers include the
Hario V60, Kalita Wave, Chemex, and others. This method focuses on carefully controlling
brewing variables to enhance the complexity and richness of coffee flavors (Hidayat,
Anugrah & Munir, 2019; Yu et al., 2021). Key variables influencing the pour-over brewing
process include extraction level, brew ratio, grind size, brew time, water temperature,
agitation, and total dissolved solids (TDS, the concentration of dissolved substances in the
brewed coffee) (Santanatoglia et al., 2023). The extraction level, determined by the
interaction of these variables, plays a critical role in the final taste of the coffee. The brew
ratio refers to the proportion of coffee grounds to water, while grind size affects particle
surface area and extraction yield. A finer grind size increases the contact surface area,
enhancing extraction but also impacting brew time. Similarly, water temperature
influences solubility and viscosity, with higher temperatures increasing solubility while
reducing viscosity, both of which affect extraction outcomes (Schmieder et al., 2023).

In addition to these internal brewing variables, external factors such as coffee type,
post-harvest processing, and roast level must also be considered. While these factors
cannot be adjusted during brewing, the process must adapt to their influence. For instance,
roast levels affect the concentration of caffeic acid, a key compound that decreases with
increased roasting due to chemical reactions. This compound is predominantly extracted
at the early stages of brewing, with its concentration declining in subsequent pourings
(Sano et al., 2019).

Among all brewing variables, the brew ratio is often considered the most critical. An
incorrect coffee-to-water ratio leads to suboptimal extraction. Under-extracted coffee has
underdeveloped flavors and a watery taste, while over-extraction results in a dominant
bitterness and diminished flavor complexity (Cordoba et al., 2020). These outcomes
highlight the importance of precise control over brewing parameters to achieve optimal
extraction levels.

Given the complexity of the brewing process, preparing pour-over coffee requires
significant knowledge and expertise. However, the advent of machine learning has
introduced new opportunities for optimizing such processes. Machine learning techniques
have been widely applied in food preparation, including the use of reinforcement learning
(RL) for recipe optimization (Fujita, Sato ¢ Nobuhara, 2021). RL is a branch of machine
learning that uses a trial-and-error approach to map situations (states) to actions in order
to maximize cumulative rewards. Think of RL as a barista learning to brew the perfect cup
of coffee through trial and error, much like a chef perfecting a recipe in the kitchen. The
barista might experiment with a new grind size or water temperature (exploration) to see if
it improves the flavor, or stick to a known recipe that consistently produces a great cup
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(exploitation). Over time, the barista learns which adjustments lead to the best coffee,
guided by feedback—like a reward for a delicious brew.

Unlike traditional supervised learning, RL does not explicitly instruct the agent on
which actions to take but allows it to learn through experimentation (Bekkemoen, 2024;
Ernst et al., 2024; Ris-Ala, 2023; Sutton & Barto, 2018). RL has been successfully applied in
various fields. For example, in education, RL improves personalized learning experiences
by recommending adaptive learning paths based on feedback (Amin et al., 2023). In
healthcare, RL has been employed to manage complex conditions like diabetes, enabling
agents to optimize decision-making based on dynamic patient states (Yau et al., 2023). In
finance, RL powers automated trading systems, helping agents determine optimal buy and
sell actions for maximum profit (Dharmawan ¢ Bintang, 2020).

The pour-over brewing process is dynamic and interdependent, with multiple
variables—such as water temperature, brew ratio, brew time, and grind size—interacting to
influence the final cup profile. This complexity makes the process well-suited for
optimization using machine learning. Among the various techniques, RL is particularly
advantageous due to its ability to learn optimal strategies through trial-and-error
interactions within an environment, rather than relying solely on labeled datasets.

While other machine learning methods, such as supervised learning (e.g., k-nearest
neighbors (KNN)) or unsupervised learning, have been applied in coffee-related studies for
tasks like classification of roast levels (Anita ¢ Albarda, 2020), they are less suited for the
dynamic optimization required in pour-over brewing. Supervised learning relies on labeled
datasets, which are difficult to obtain for the vast combinations of brewing variables, and
unsupervised learning lacks the ability to directly optimize for a reward signal like flavor
quality. In contrast, RL excels in sequential decision-making and adapts to dynamic
environments through trial-and-error, making it ideal for balancing interdependent
brewing parameters to achieve the desired flavor profile.

In this study, we propose the use of RL to optimize pour-over coffee brewing. By
employing an RL agent, we aim to identify the best actions for each brewing variable based
on reward signals, leading to consistent, high-quality extractions. To evaluate the
effectiveness of the proposed RL approach, KNN is used as a benchmark method. KNN is a
simple yet effective supervised learning algorithm that classifies instances based on the
majority label of their closest neighbors in the feature space. Its non-parametric nature and
ease of implementation make it a common baseline in various machine learning tasks,
including those involving sensor data or low-dimensional inputs. Although KNN does not
account for sequential dependencies or dynamic interactions between variables—key
characteristics of the pour-over brewing process—it provides a useful point of comparison
for assessing the advantages of RL, particularly in terms of adaptability and consistency in
complex, real-world conditions.

Recent academic work also reflects a growing interest in the application of artificial
intelligence for coffee and food preparation. Motta et al. (2024) provided a comprehensive
review of machine learning techniques used for coffee classification tasks, such as
predicting roast levels, bean origin, and flavor attributes. Similarly, Kim ¢ Kim (2024)
applied convolutional neural networks (CNNs) and robotic automation to optimize food
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preparation, showing how AI can be used to tailor processing parameters to desired
outcomes. These studies highlight the emerging role of Al in personalizing and enhancing
beverage quality. Our work builds on this direction by applying reinforcement learning not
to classify or replicate, but to dynamically optimize the sequential brewing decisions in
pour-over coffee, with the goal of producing consistent, high-quality extractions across
diverse conditions.

COFFEE EXTRACTION

Pour-over coffee is a popular brewing technique that filters coffee through a dripper
equipped with a paper filter. This method involves pouring hot water from a kettle over
coffee grounds held in the filter, extracting the flavors and aromas of the coffee (Hidayat,
Anugrah & Munir, 2019). At its core, coffee extraction is a critical step in brewing,
involving the absorption of water by coffee grounds, the dissolution of soluble compounds,
and the separation of the resulting brew from the grounds. This mass transfer process,
where hot water interacts with coffee particles, directly determines the flavor and quality of
the final cup (Sano et al., 2019). Despite its brevity, typically lasting only a few minutes,
coffee extraction demands precision to achieve the desired taste profile (Cordoba et al.,
2020).

The effectiveness of coffee extraction is often measured by the extraction percentage,
which represents the proportion of soluble compounds removed from the grounds. While
preferences for extraction levels can vary, the Specialty Coffee Association (SCA)
recommends an ideal extraction range of 18% to 22%, paired with TDS concentrations
between 1.15% and 1.55% (Lingle, 2011). Under-extracted coffee, caused by insufficient
dissolution, tends to be sour and lacks complexity, while over-extracted coffee, resulting
from excessive dissolution, can taste overly bitter and harsh.

Several variables influence coffee extraction, requiring careful control to achieve optimal
results. These include roast level, grind size, brew ratio, brewing time, and water
temperature. Roast level determines the degree to which coffee beans are heated, which
affects their chemical composition, flavor profile, and appearance. During roasting,
reactions like caramelization and the Maillard process produce the compounds that
contribute to coffee’s distinctive flavors and aromas (Hakim, Djatna & Yuliasih, 2020).
Lightly roasted coffee often retains floral and acidic notes, while darker roasts emphasize
bitterness and body, often at the expense of subtle flavors.

Grind size, which dictates the surface area of coffee particles, also plays a key role. Finer
grinds increase the surface area, speeding up extraction, while coarser grinds reduce it,
slowing the process. Adjusting grind size is essential to balance the extraction rate.
Similarly, the brew ratio—the proportion of coffee grounds to water—affects the
concentration and intensity of the resulting brew. Adjustments to the brew ratio often
depend on other factors, such as grind size and desired strength.

Brew time and water temperature are equally important. Longer brewing times
generally allow for greater extraction but risk over-extraction if not carefully managed.
Meanwhile, water temperature affects the solubility of coffee compounds, with higher
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temperatures accelerating extraction. Maintaining the correct balance of these variables
ensures a well-rounded flavor profile.

The pour-over brewing method involves several key steps, each of which contributes to
the final cup’s quality. Preparation begins with assembling the necessary tools, such as a
dripper, filter, gooseneck kettle, coffee server, thermometer, scale, and timer. Flushing the
paper filter with hot water helps remove any residual paper flavor, ensuring that it does not
interfere with the coffee’s taste. The blooming phase follows, where a small amount of
water is poured over the grounds to release carbon dioxide, enabling more even extraction.
This step is crucial, typically lasting 30-45 s.

During the pouring phase, water is added in a slow, spiral motion to ensure even
saturation. The flow rate and technique directly impact extraction uniformity. Once the
brewing process is complete, the coffee is ready to be enjoyed, showcasing the interplay of
precise techniques and variable adjustments (Dashwood, 2017; Stephenson, 2019).

While foundational texts such as (Sutton ¢ Barto, 2018) have laid the groundwork for
RL, recent literature has expanded and updated these principles. Chadi ¢» Mousannif
(2023) provide a comprehensive review of RL algorithms, tracing their evolution from
basic Q-learning to advanced methods like Proximal Policy Optimization. Similarly,
Kommey et al. (2024) offer an extensive analysis of RL’s historical development, core
challenges, and current advancements, highlighting the field’s rapid progression and
diversification.

The decision-making process in RL can be modeled using a Markov decision process
(MDP), a framework for sequential decision-making in dynamic environments. MDPs
define states, actions, transition probabilities, rewards, and discount factors. States
represent the environment’s current conditions, while actions denote the possible choices.
Transition probabilities describe the likelihood of moving from one state to another, and
rewards measure the value of outcomes. Discount factors balance immediate and future
rewards (Puterman, 2014). A central challenge in RL is managing the balance between
exploration and exploitation. Exploration involves testing unfamiliar actions to gather
information, while exploitation leverages existing knowledge to maximize rewards.
Achieving this balance is essential for effective learning and decision-making (Bokade, Jin
¢ Amato, 2023).

In the context of coffee extraction, RL agents can model brewing as a dynamic system,
systematically testing combinations of variables to optimize outcomes. This has practical
implications for improving consistency, reducing waste, and enhancing the sensory
qualities of brewed coffee. By leveraging data-driven insights, RL could revolutionize how
coffee is brewed, benefiting professionals and enthusiasts alike.

METHODS

This study is a quantitative, experimental research that quantifies coffee extraction levels
based on the actions and rewards obtained by an agent. The research employs
reinforcement learning to evaluate the complexity of brewing variables and their impact on
extraction efficiency in pour-over coffee. This approach enables a systematic assessment of
process parameters, which is essential for optimizing brewing performance.
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The sampling method used in this study is non-random, specifically convenience
sampling, in which participants are selected based on their availability and ease of access.
The research sample consists of baristas and home brewers who regularly prepare
pour-over coffee, ensuring that the data reflect practical and experienced insights.
Therefore, no dataset has been curated or uploaded by an external source. This method
was chosen to reflect realistic brewing practices by experienced individuals while working
within practical time and resource constraints typical in pilot studies. Although
convenience sampling may limit generalizability, it is appropriate for early-stage
experimental validation, where feasibility and relevance to actual users are prioritized.

Data were collected from both baristas and home brewers at Ujala Café & Roastery in
Cianjur, Indonesia. The primary goal of data collection was not for classification or
clustering purposes but to support the agent in selecting and evaluating its actions
effectively. Additional observations were made regarding the consistency of extraction
levels, which contributed to refining the reinforcement learning model.

To support reproducibility, this study follows best practices in machine learning
research. All code and simulation environments used are publicly available at https://
github.com/ArifBramantoro/coffee-rl-optimization under an MIT license. Experiments
were conducted using Python 3.9 with Stable-Baselines3 (v1.8), NumPy (v1.24), and Gym
(v0.26). Random seeds were fixed for environment resets and model initialization to
ensure consistent results. Key hyperparameters, including buffer size, learning rate, and
discount factor, are explicitly detailed in the Methods section. The experiments were run
on a MacBook M2 with 256GB SSD and 8GB RAM, without GPU acceleration. The
complete dataset of 3,600 simulated brewing sequences is openly available at https://dx.doi.
org/10.6084/m9.figshare.28503464.

The ingredients used for brewing pour-over coffee in this study were carefully selected.
The coffee was sourced as a Single Origin Gayo variety with a natural post-harvest process
and a medium roasting level. Three grind sizes were considered: fine to medium (600 pm),
medium (900 um), and medium to coarse (1,200 pm). Mineral water with a TDS level of 2
parts per million was used to maintain consistency in the brewing process.

The brewing equipment included a Hario V60 Electric Coffee Grinder, a Hario V60
Dripper, and Hario Paper Filters. A gooseneck kettle with a thermometer was used to
control water temperature during brewing. Additional tools included a Hario scale with a
timer for precise measurements and a coffee server for collecting the brewed coffee.

Data preprocessing steps
To collect meaningful insights, brewing data were sourced from both baristas and
homebrewers experienced in preparing pour-over coffee. For medium roast coffee, 10 data
points were collected exclusively from baristas as shown in Table 1. These data were
analyzed to identify the most influential variables for optimizing coffee extraction. The
variables considered included grind size, brew ratio, brew time, and temperature.

The first step in data preprocessing involved coding and categorization. Roasting levels
and grind sizes were categorized as shown in Tables 2 and 3, respectively. For the brew
ratio, the ratio of coffee to water was used, such as 1:15, where 1 gram of coffee corresponds
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Table 1 Brewing data for medium roasting level.

Barista data Level roasting: light-medium

Name Gender Age Experience Grind size Brew ratio Brew time (°C)
1*" Barista Male 22 >1 year Medium-coarse  1:16 3m30s 90
2™ Barista Male 24 4 months Fine-medium 1:12 2m 86
3™ Barista Male 19 <1 year Medium 1:16 3m 90
4™ Barista Male 27 >3 years Fine-medium 1:13 2m25s 87
5™ Barista Male 35 10 years Medium-coarse  1:16 3m40s 91
1 Homebrewer ~ Female 28 >3 years Medium 1:15 2m45s 89
2" Homebrewer ~ Male 26 >3 years Medium-coarse ~ 1:18 4m 92
3" Homebrewer ~ Male 24 <1 year Fine-medium 1:14 3m 88
4™ Homebrewer ~ Female 21 >2 years Medium-coarse  1:17 3m50s 92
5" Homebrewer ~ Female 22 >2 years Medium 1:14 2m30s 88

Table 2 The grind size levels ranging from 1 to 7, where each numerical level corresponds to a
specific coffee grind texture classification.

Code Grind size level

Extra fine

Fine

Fine to medium
Medium

Medium to coarse

Coarse

NN U 0N

Extra coarse

Table 3 Low and high values for medium roasting.

Level roasting: medium

Grind size Brew ratio Brew time Temperature (°C)
Min Max Min Max Min Max
Fine-medium 1:12 1:14 2m 3m 86 88
Medium 1:14 1:16 2m30s 3m 88 90
Medium-coarse 1:16 1:18 3m30s 4m 90 92

to 15 ml of water. Brew time was measured in minutes and seconds, while temperature was
recorded in degrees Celsius. The low and high values for each variable were determined
from the minimum and maximum observed in the collected data.

The second step focused on normalizing the variables. Each variable (grind size, brew
ratio, brew time, and temperature) was scaled to ensure compatibility with the
reinforcement learning framework. The low and high values for each variable were
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determined from the minimum and maximum observed in the collected data. In cases
where data points were incomplete or missing, interpolation was used to estimate values
based on the nearest available data. From the baristas’ brewing data, three grind sizes were
commonly identified for the medium roasting level. Each grind size had a unique range for
brew ratio, brew time, and temperature. Similarly, for the medium to dark roasting level,
three grind sizes were applicable, with corresponding ranges outlined in Table 3. These
classifications and ranges provided a structured basis for further experimentation and
analysis.

The third step involved splitting the dataset for KNN modeling. The dataset was divided
into training (80%) and testing (20%) sets to evaluate model performance. This division
ensured that the model could be trained on a substantial portion of the data while retaining
a separate subset for validation.

The fourth step was the representation of states for the RL agent. The states observed by
the RL agent were indexed for ease of computation: self.state[0] for grind size, self.state[1]
for brew ratio, self.state[2] for brew time, and self.state[3] for temperature. State values
were constrained using a clip function to ensure they remained within defined upper and
lower bounds, which were derived from baristas” brewing data for the medium roasting
level.

The fifth step involved encoding actions as discrete values. Actions were encoded as
follows: a = 0 (decrease the variable value), a = 1 (maintain the variable value), and a = 2
(increase the variable value). This encoding allowed the agent to make precise adjustments
to the brewing parameters. This discrete framework simplifies decision-making while
allowing precise control over the brewing parameters. State transitions follow a sequential
process. Starting from the grind size state, the agent takes an action to either increase,
maintain, or decrease the value. After completing this step, the process transitions to the
next variable, brew ratio, followed by brew time, and finally temperature. This ordered
approach ensures systematic optimization of all variables.

The sixth and final step was the calculation of rewards. Rewards were calculated based
on predefined optimal conditions for each variable. Positive rewards were assigned when
actions aligned with optimal conditions, while no reward was given for suboptimal actions.
This reward structure guided the agent’s learning process, encouraging it to refine its policy
iteratively.

Reinforcement learning framework
RL is employed in this study to optimize the extraction variables for pour-over coffee by
analyzing each state in the brewing process. The RL agent determines the actions for each
variable based on observations of the current state, as shown in Fig. 1. This approach
allows for dynamic adjustments to key variables to enhance the overall extraction quality.
The transition model, which defines how the system evolves, is based on MDP, a
framework used in reinforcement learning to describe an environment using states,
actions, transition probabilities, and rewards. It enables an agent to make sequential
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Figure 1 Reinforcement learning framework for pour-over coffee preparation.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-1

decisions under uncertainty by maximizing long-term cumulative rewards. This model is
expressed as (Sutton ¢ Barto, 2018):

P(s'ls,a) = { 1, if s =clip(s+ (a—1))

0, otherwise

Here, P (s'| s, o) represents the probability of transitioning from the current state s to
the next state s” based on action a. Valid transitions, where the next state s’ is within the
allowable bounds, are rewarded with a probability of 1, while invalid transitions are
penalized with a probability of 0. This model provides a robust mechanism for the agent to
iteratively refine the brewing parameters.

The transition process is deterministic, where each action leads to a specific next state.
For example, an initial state transitions to the next state when the action value is reduced
by 1. This is further illustrated in Fig. 2, showing the sequential transitions between states
and the systematic refinement of the brewing variables.

Each variable in self.state is updated dynamically based on the action taken by the RL
agent. The update process involves adding the value of action—1 to the current state value,
reflecting the agent’s decision to decrease, maintain, or increase the variable. The specific
outcomes are as follows:

(1) If action = 0, then action—1 = —1, causing the state value to decrease by 1.
(2) If action = 1, then action-1 = 0, leaving the state value unchanged.

(3) If action = 2, then action—1 = 1, resulting in the state value increasing by 1.

For instance, if the state value for temperature is 88 °C and the agent selects action = 0,
the temperature decreases to 87 °C. Selecting action = 1 keeps the temperature constant at
88 °C, while action = 2 increases the temperature to 89 °C. In the case of brew time, each
action modifies the time in increments or decrements of 5 s, depending on the action,
ensuring changes are consistent with the brewing process. This method of state adjustment
is integral to optimizing the brewing parameters to maximize rewards.
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Figure 2 Flow diagram illustrating the model transition between state variables (e.g., Gsize state,
Bratio state, Btime state, Temperature state) and corresponding rewards.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-2

The reward function is pivotal in guiding the agent’s learning and decision-making
process. After the agent performs an action and transitions to the next state, the associated
reward is evaluated and stored in a replay buffer. Positive experiences, defined as those
yielding a reward >3, are retained to encourage the agent to repeat successful behaviors.
Negative experiences, with a reward of 0, are also stored to discourage unproductive
actions. This selective storage mechanism enables the agent to refine its policy iteratively,
ensuring it learns from both successful and unsuccessful actions.

The replay buffer is designed to hold a finite number of experiences, ensuring the most
recent and relevant transitions are prioritized during training. As shown in Fig. 3, the
buffer’s capacity is set to store 2,000 experiences in this study. When the buffer becomes
full, older experiences are discarded following a first in first out (FIFO) approach. This
mechanism maintains a dynamic repository of learning experiences, providing the agent
with a rich dataset to improve its decision-making capabilities.

The selection of hyperparameters such as buffer size (2,000), learning rate (0.01), and
discount factor (0.95) was based on values commonly reported in previous RL studies in
similar problem domains. The buffer size of 2,000 was chosen to maintain a manageable
memory size while retaining sufficient past experiences to train the agent effectively
without overfitting. The learning rate and discount factor were selected to balance
convergence speed and learning stability during training.
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Figure 3 The replay buffer (with a buffer size of 2,000) stores these experiences for later use in the
exploitation phase, allowing the agent to learn effectively from prior interactions.
Full-size 4] DOT: 10.7717/peerj-cs.3219/fig-3
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Figure 4 Policy decision-making process in reinforcement learning.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-4

RL strategies

The research employs a combination of exploration, exploitation, and model prediction
strategies to determine the agent’s actions. These strategies, illustrated in Fig. 4, work
together to help the agent effectively navigate the trade-offs between trying new
approaches and utilizing known successful ones.

The exploration strategy is implemented by allowing the agent to select actions
randomly, enabling it to discover various possibilities and maximize rewards. This
exploration process is controlled using an epsilon-greedy approach, which adjusts the
likelihood of random action selection over time. In this strategy, the agent chooses a
random action with a small probability ¢ (epsilon) to explore the environment, and
chooses the best-known action with a probability 1 — € to exploit prior learning. This
balance between exploration and exploitation is crucial for effective learning. The
adjustment follows the formula:

Ife > €min then € = € X €gecay

where € represents the exploration rate, €,,;, is the minimum allowable exploration rate,
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Figure 5 The agent engages in exploitation by choosing the action predicted by the model.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-5

and €gecqy is the factor by which e decreases during each episode. For non-experts, this
equation can be thought of as a way to balance experimentation and reliability in brewing.
Imagine a barista trying new brewing techniques: at first, they might experiment a lot (high
€), like trying different water temperatures or brew times randomly, to see what works best.
Over time, as they gain experience, they experiment less (lower €) and rely more on what
they have learned.

Initially, € starts at a higher value to encourage extensive exploration. As episodes
progress, € gradually decreases, reducing the randomness of actions and favoring more
informed decisions. When a randomly generated value is less than ¢, the agent performs an
action randomly, ensuring diverse experiences. This process is formalized as:

n(s) = random sample a.

The implementation of this epsilon-greedy exploration approach in the study is
depicted in Fig. 5. As € decays, the agent transitions from exploration to a more
deterministic mode of operation.

If the random value exceeds ¢, the agent switches to exploitation, utilizing its past
experiences stored in the replay buffer. The replay buffer acts as a repository of the agent’s
historical interactions, storing key variables such as replay_state and replay_action. During
exploitation, the agent retrieves samples from the replay buffer and compares replay_state
with the current state. If the states align, the agent adopts replay_action, which represents
the action previously associated with success in a similar state. This process ensures that
the agent leverages its accumulated knowledge effectively. Figure 6 illustrates the
exploitation mechanism.

The final action selection strategy involves model prediction. A pre-trained model is
employed to predict the optimal action for the current state. The model uses the input state
to generate a predicted action through the function model.predict(state). The resulting
predicted_action guides the agent’s decision-making process, providing a data-driven
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Figure 6 A flowchart demonstrating the experience replay mechanism in reinforcement learning,
where interactions are stored in a replay buffer and sampled for training to improve stability and
Full-size K&] DOT: 10.7717/peerj-cs.3219/fig-6

efficiency during exploitation.
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Figure 7 A flowchart illustrating the prediction, model training, and action-selection process within
Full-size Ka] DOT: 10.7717/peerj-cs.3219/fig-7

a reinforcement learning environment.

alternative to random exploration or reliance on replay buffer samples. The workflow for

action selection through model prediction is presented in Fig. 7.

In this study, immediate rewards are assigned to the RL agent based on its ability to take

actions that align with predefined optimal conditions. If the action taken matches the

expected outcome for the current state, the agent receives a reward of 1. Otherwise, no

reward is given. The cumulative reward for each episode is determined by summing the

rewards earned across all states or variable values encountered during that episode. This

approach ensures that the agent is incentivized to perform optimally at each step of the
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Figure 8 Sequential decision-making process with state transitions and cumulative reward.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-8

pour-over coffee brewing process. Figure 8 illustrates the rewards accrued when the agent
performs correct actions across all states.

The reward structure is defined through a reward function that evaluates the agent’s
actions based on the conditions of the states. The rules for calculating rewards are
represented by the following formulas:

1, if S;=3and 12 <SS, <14and 120 < S; <180 and 86 < S, < 88
1, if S;=4and 14 < S, < 16and 150 < S3 < 180 and 88 < S, <90
1, ifS;=5and16<S, < 18and 210 < S; < 240 and 90 < S; < 92
0, otherwise

R(s,a,s') =

In the above formula:

e S, represents the grind size state, with values corresponding to Fine to Medium (S; = 3),
Medium (S; = 4), and Medium to Coarse (S; = 5).

e S, represents the brew ratio, expressed in specific ranges for each grind size.
e S; is the brew time in seconds, also defined within specific ranges.

e S, is the temperature, constrained within a narrow optimal range.

The reward function reflects the specific requirements for medium roast coffee and
adjusts the conditions for each grind size. For non-experts, this reward function acts like a
coffee quality checklist. It checks if the brewing parameters—grind size, brew ratio, brew
time, and temperature—fall within ideal ranges for a good cup of coffee, based on barista
expertise and SCA standards. For instance, fine to medium grind size (S; = 3) requires a
brew ratio between 12 and 14, a brew time between 120 and 180 s, and a temperature
between 86 °C and 88 °C. Similarly, medium grind size (S; = 4) and medium to coarse
grind size (S; = 5) have their respective ranges for these variables.

The reward system operates sequentially. The agent begins at state S; and performs an
action. If the action meets the reward function criteria, a reward of 1 is granted. Otherwise,
the agent receives no reward for that state. The process then transitions to state S,, and the
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Figure 9 State transitions with corresponding reward function. Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-9

cycle continues through states S,. If the agent performs correctly for all states, the
maximum cumulative reward for an episode is 4.

Figure 9 provides a detailed visualization of the reward implementation, illustrating how
the agent navigates through states, takes actions, and accumulates rewards based on its
adherence to the predefined reward function. This structured reward system serves as a
critical component in guiding the agent toward optimal performance in pour-over coffee
extraction.

To address critiques of RL reward design, particularly the challenge of sparse rewards in
dynamic systems, we note that the binary reward structure (1 or 0) may lead to sparse
feedback, as the agent only receives a reward when all conditions are met. Sparse rewards
can hinder learning in dynamic systems like coffee brewing, where variables such as brew
time and temperature interact dynamically, and optimal states may be infrequently
reached during early training, as highlighted in recent critiques (Elsayed et al., 2024; Yan,
Luo & Xu, 2024). Yan, Luo & Xu (2024) argue that sparse rewards in multi-goal navigation
tasks (a type of dynamic system) lead to inefficient exploration due to long-sequence
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Figure 10 Reinforcement learning training for optimizing actions in a pour-over coffee
environment. Full-size k&) DOT: 10.7717/peerj-cs.3219/fig-10

decision-making, while (Elsayed et al., 2024) note that sparse rewards in robotic control
tasks can cause unstable learning. While this approach facilitated effective learning in our
experiments (as evidenced by the RL model’s high performance), future work could
explore reward shaping—e.g., providing intermediate rewards for partial alignment with
optimal conditions—or intrinsic rewards like curiosity-driven exploration to further
address the sparse reward challenge in dynamic brewing systems, aligning with best
practices in RL research.

RL training

The RL training process spanned 60 episodes, where each episode began with resetting the
environment and observing the initial state. The agent then selected actions based on its
policy. Correct actions yielded rewards and transitioned the agent to the next state, which
reflected the effect of the action taken. At the end of each episode, the agent determined the
best reward achieved during that episode, as visualized in Fig. 10.

Although Stable-Baselines3 was reviewed and evaluated during early experimentation,
its default agents required additional modification to support our custom environment and
multi-variable state encoding structure. As a result, we opted for a lightweight custom
implementation of RL tailored to the pour-over coffee environment. This allowed more
precise control over state-action definitions, reward shaping, and episode resets. We
acknowledge that future extensions of this work could benefit from benchmarking against
standardized agents available in frameworks such as Stable-Baselines3 for broader
reproducibility and performance comparison.
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Figure 11 Experience replay mechanism with a buffer size of 2,000 for storing experiences and
predicting the next state. Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-11
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Prior to training, a prediction model was built to guide the agent’s actions effectively.
This preparatory phase enabled the model to predict actions and gauge its understanding
of the environment. Subsequently, the replay buffer was populated with experiences from
exploration and model prediction phases, as shown in Fig. 11. These experiences enriched
the agent’s knowledge base, setting the stage for effective decision-making during RL.

During training, the agent employed three action selection strategies: exploration,
exploitation, and model prediction. The strategy yielding the highest reward in an episode
was chosen. For instance, if exploration yielded a reward of 2, exploitation a reward of 3,
and model prediction a reward of 4, the model prediction action was selected due to its
superior reward, as depicted in Fig. 12.
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Table 4 Sample results of reinforcement learning training.

Episode Score Best reward Gsize state Bratio state Btime state (min:sec) Temperature state Best action source
46 160 4 5 1:16 4m 92 Model prediction
47 127 4 4 1:14 2mb55s 90 Model prediction
48 143 4 3 1:14 2m10s 88 Exploration

49 170 4 3 1:14 2m 88 Model prediction
50 145 4 5 1:17 4m 90 Exploitation

51 169 4 3 1:14 2m10s 86 Exploration

52 146 4 5 1:16 4m 92 Exploitation

53 156 4 5 1:16 4 m 90 Exploration

54 139 4 3 1:13 2m10s 88 Exploration

55 111 3 4 1:14 2m 90 Model prediction
56 194 4 4 1:14 2m50s 88 Exploration

57 181 4 4 1:15 2m45s 90 Exploration

58 172 4 3 1:13 2m15s 87 Exploration

59 194 4 4 1:15 2m45s 89 Model prediction
60 136 4 3 1:13 2mb5s 88 Exploration

The training results are summarized in Table 4, showcasing data from 15 episodes out of
the total 60. Episodes with a reward of 4 indicate that all actions conformed to the reward
function, while episodes with a reward of 3 suggest that one action failed to meet the
criteria. The cumulative score for each episode reflects the total rewards obtained, with the
action source indicating whether it stemmed from exploration, exploitation, or model
prediction. A stable learning curve for the RL model is observed in the graph of total scores
per episode, shown in Fig. 13.

For KNN data generation, 3,600 data points were simulated using the pour-over coffee
environment. These data were divided into training (80%) and testing (20%) sets. The
initial states were generated via the env() function, and actions were determined based on
KNN model predictions, as illustrated in Fig. 14. The KNN model selected the three
nearest neighbors for training, spanning the same 60 episodes as RL. Each episode began
with resetting the environment and initializing the state into a tuple, following the
implementation outlined in Fig. 15. In contrast, the KNN algorithm resembles a barista
consulting a notebook of past brews. When faced with a new situation, it finds similar past
brewing scenarios and chooses the action that previously yielded the best result. Unlike
reinforcement learning, KNN does not learn from experience—it simply recalls and
imitates successful outcomes.

All features were normalized to ensure equal scaling, preventing any bias in distance
calculations. The Euclidean distance metric was used to identify the nearest neighbors.
Unlike RL, the KNN model served as a static, memory-based baseline that did not update
its policy during training, enabling a direct performance comparison with the adaptive RL
agent. During KNN training, the actions relied solely on predictions from the model.
Similar to RL, the best reward from each iteration was identified as the episode’s optimal
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Figure 13 Learning curve for RL model: the plot displays the model’s performance (Total score,
range 0-60) across training episodes (0-60). Scores are annotated at intervals of 10. The curve

reflects the model’s learning progression over these episodes.
Full-size K&] DOT: 10.7717/peerj-cs.3219/fig-13
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Figure 14 KNN is integrated into the system for decision-making or state-action prediction. The
system iteratively interacts with the environment, utilizing KNN to refine performance toward optimal
results. Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-14

reward. However, unlike RL, KNN exclusively used model predictions as the action source.
The process for selecting the best reward is depicted in Fig. 16.

The training results yielded insights into rewards, scores, and states. Table 5 presents a
sample of KNN training outcomes. Episodes with a reward of 3 indicated that one action
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Figure 16 The KNN model identifies the best reward across multiple episodes by evaluating actions
and rewards to optimize performance. Full-size k&l DOL: 10.7717/peerj-cs.3219/fig-16

deviated from the optimal state, while episodes with a reward of four demonstrated
accurate predictions for all states. These results were further analyzed through a graph
illustrating the total scores per episode, which provides a visual representation of the KNN

model’s learning curve in optimizing pour-over coffee extraction variables. This learning
curve is shown in Fig. 17.

RESULTS

The results of the study highlight the performance of RL and KNN in optimizing
pour-over coffee extraction variables. Table 6 presents the rewards achieved over 60
episodes, showing RL secured eight rewards of 3 and 52 rewards of 4, while KNN attained
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Table 5 Sample results of KNN training.

Episode Score Reward Gsize state Bratio state Btime state (min:sec) Temperature state
46 121 4 3 1:13 2m1l5s 87
47 149 4 5 1:16 4m 91
48 135 4 4 1:15 2m40s 89
49 114 3 5 1:16 2m10s 90
50 180 4 4 1:15 2m30s 90
51 140 4 5 1:16 4m 90
52 147 4 5 1:16 4m 91
53 112 4 3 1:14 2m 88
54 144 4 4 1:16 2mb55s 90
55 130 4 4 1:15 2m30s 90
56 132 4 3 1:12 2mb5s 88
57 118 4 5 1:16 3mb55s 92
58 110 4 3 1:14 2m40s 86
59 109 4 3 1:12 2m 86
60 116 4 5 1:16 3m35s 91
Learning Curve KNN
180
160 A
% 140
w0
8
120 A
100
0 10 20 30 40 50 60

Episode

Figure 17 The KNN learning curve shows the variation in total score across episodes, highlighting
performance trends and fluctuations throughout the training process.
Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-17

12 rewards of 3 and 48 rewards of 4. This indicates that RL slightly outperformed KNN in
achieving the highest reward frequency.
Table 7 further compares the average rewards and scores of both models. RL
demonstrated a marginally higher average reward of 3.87 (95% CI [3.74-4.00]) compared
to KNN’s 3.80 (95% CI [3.67-3.93]). However, the difference in the average scores was

Bramantoro et al. (2025), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.3219

21/37


http://dx.doi.org/10.7717/peerj-cs.3219/fig-17
http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

PeerJ Computer Science

Table 6 Distribution of rewards for RL and KNN, showing that both models achieve no rewards for
levels 1 to 3, while RL secures higher rewards at level 4 (8 vs. 12) and level 5 (52 vs. 48) compared to

KNN.
Reward RL KNN
1
2
3 0
4 12
5 52 48

Table 7 Average reward and score comparison between RL and KNN, showing RL achieves a higher
average reward (3.87) and score (146.93).

Average RL KNN
Reward 3.87 3.80
Score 146.93 119.87

more pronounced, with RL achieving 146.93 (95% CI [141.87-151.99]), surpassing KNN’s
119.87 (95% CI [114.57-125.17]). To assess statistical significance, paired t-tests were
conducted on the per-episode rewards and scores. The difference in average rewards was
statistically significant (p = 0.038), as was the difference in average scores (p < 0.001).
Confidence intervals (95%) were computed using the standard error of the mean over the
60 episodes, assuming a normal distribution, to provide a range within which the true
metric values are likely to lie. The reward comparison is illustrated in Fig. 18, which
underscores RL’s consistent advantage in several episodes, though KNN outperformed it
occasionally. Meanwhile, Fig. 19 shows the score comparison, highlighting that KNN
generally lagged behind RL across most episodes.

Testing brew results

The optimized extraction variables derived from RL were tested using pour-over coffee
equipment and ingredients. The quality of the brewed coffee was evaluated by measuring
the percentage of TDS using a coffee refractometer. The optimal brewing parameters,
based on episode 46, included:

e Grind size: 5 (medium-coarse)
e Brew ratio: 1:16
e Brew time: 4 min

e Temperature: 92 °C

Using 18 grams of coffee, the total water volume was calculated as 18 x 16 = 288 ml.
Post-brewing, the total brewed coffee volume was 258 ml, accounting for evaporation and
the retained mass in the coffee grounds. The refractometer measured a TDS percentage of
1.29%, which falls within the SCA optimal range of 1.15-1.55%.
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Figure 18 Learning curve for KNN model: the plot displays the model’s performance (Total score,
range 0-60) across training episodes (0-60). Scores are annotated at intervals of 10. The curve
reflects the model’s learning progression over these episodes.
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Figure 19 Performance comparison between reinforcement learning and KNN models over
episodes, showing variations in score during training. Full-size k] DOI: 10.7717/peerj-cs.3219/fig-19
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Figure 20 DiFluid device displaying total dissolved solids (TDS) value of 1.29% at a temperature of
29.1 °C, providing coffee quality measurements. Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-20

The extraction yield percentage (EY%) was calculated using the formula (Lingle, 2011):

1.29% x 258
EY% — (°—>

18

This value confirms that the extraction fell within the SCA’s optimal range of 18-22%.

Figure 20 displays the TDS measurement, and Fig. 21 visualizes the extraction yield. The
optimal extraction point, indicated within the central box, verifies that the brew from RL’s
optimized parameters achieved a desirable quality. This result underscores the
effectiveness of RL in identifying and optimizing critical pour-over coffee variables for a
superior brewing experience.

Sensory evaluation

To validate the sensory quality of the RL-optimized brew, we conducted a blind taste test
and expert evaluation with five professional baristas from Ujala Café & Roastery. In the
blind taste test, baristas evaluated two samples: the RL-optimized brew (grind size: 5, brew
ratio: 1:16, brew time: 4 min, temperature: 92 °C) and a baseline brew prepared using
manually determined parameters by a barista (grind size: 4, brew ratio: 1:15, brew time:
3 min, temperature: 90 °C). The samples were labeled A and B, with the order randomized
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Figure 21 Results graph showing the measured extraction yield (EXT = 18.49%) and total dissolved
solids (TDS = 1.29%) for “Reward 4”. Full-size K&l DOT: 10.7717/peerj-cs.3219/fig-21

to eliminate bias. Each barista scored the samples on a 1-10 scale for overall quality,
considering attributes like aroma, flavor, acidity, body, and aftertaste. The RL-optimized
brew received a mean score of 8.4 (SD 0.8), while the baseline brew scored 7.6 (SD 0.9).
A paired t-test indicated that the RL-optimized brew was rated significantly higher

(p = 0.031).

For expert validation, the same baristas evaluated the RL-optimized brew using a
simplified SCA cupping protocol, scoring five attributes—aroma, flavor, acidity, body, and
aftertaste—each on a 1-10 scale. The average scores were: aroma 8.6 (SD 0.5), flavor 8.8
(SD 0.4), acidity 8.4 (SD 0.5), body 8.2 (SD 0.6), and aftertaste 8.4 (SD 0.5). The total score,
summed across attributes, was 42.4 out of 50 (SD 1.8), equivalent to approximately 84.8/
100 on the SCA cupping scale, indicating specialty quality (typically above 80/100). These
results confirm that the RL-optimized parameters not only meet objective SCA standards
(TDS and extraction yield) but also produce a high-quality brew according to expert
sensory evaluation.
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Figure 23 Box plot comparison of blind taste test scores for RL-optimized and baseline coffee brews.
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Figure 22 illustrates the blind taste test scores, showing the distribution of ratings for the
RL-optimized and baseline brews. Figure 23 presents the average scores for each sensory
attribute from the expert evaluation, highlighting the balanced profile of the RL-optimized
brew across all dimensions. These findings validate the practical effectiveness of RL in
optimizing pour-over coffee brewing for sensory quality.

Evaluation

The evaluation of the RL model and its comparison with the KNN model involved the
implementation of an evaluation function. This function was designed to align with the
reward function, ensuring that the models’ actions were assessed based on their ability to
achieve optimal rewards. For instance, if the grind size state equaled 3, the brew ratio state
was within the range of 12 to 14, the brew time state was between 120 and 180, and the
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Figure 24 Average sensory attribute scores for RL-optimized coffee brews with standard deviation
error bars. Full-size k&l DOI: 10.7717/peerj-cs.3219/fig-24

Table 8 Comparison of performance metrics between RL and KNN classifiers, including accuracy,
precision, recall, and F1-score.

Matrices RL KNN

Accuracy 90.00% 88.33%
Precision 90.76% 90.19%
Recall 90.00% 88.33%
F1-score 90.08% 88.90%

temperature state was between 86 and 88, the function would return an action value of 1,
maintaining the current state values. This approach was integrated into the training
processes of both models to provide a standardized evaluation mechanism.

As illustrated in Fig. 24, the evaluation process compared y,,.q, representing the
predicted actions from the models, with y;,,,., which corresponded to the correct actions
derived from the evaluation function. The comparison produced performance matrices,
which provided insights into the accuracy, precision, recall, and F1-score of each model in
optimizing the pour-over coffee extraction variables as shown in Table 8.

The performance analysis revealed that the RL model achieved an accuracy of 90.00%
(95% CI [88.73-91.27%)]), a precision of 90.76% (95% CI [89.49-92.03%]), a recall of
90.00% (95% CI [88.73-91.27%]), and an F1-score of 90.08% (95% CI [88.81-91.35%])
over the 60 episodes. In comparison, the KNN model demonstrated slightly lower
performance, with an accuracy of 88.33% (95% CI [87.00-89.66%]), a precision of 90.19%
(95% CI [88.86-91.52%]), a recall of 88.33% (95% CI [87.00-89.66%]), and an F1-score of
88.90% (95% CI [87.57-90.23%]). A paired t-test on the per-episode accuracy values
showed a statistically significant difference between RL and KNN (p = 0.042). These
findings indicate that the RL model outperformed the KNN model in all key evaluation
metrics. Although both models displayed high levels of precision and recall, the RL model
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Figure 25 Comparative performance of RL, KNN, decision tree, and SVM models in optimizing
pour-over coffee extraction variables. Full-size k&l DOL: 10.7717/peerj-cs.3219/fig-25

proved to be more consistent and accurate, as reflected in its higher F1-score. This
demonstrates the superior capability of RL in effectively optimizing the variables for
pour-over coffee extraction.

To provide a broader benchmark, additional models including support vector machine
(SVM) and Decision Tree classifiers were evaluated using the same reward-based label
schema derived from RL criteria. These models were trained on the same dataset and
preprocessing pipeline to ensure consistency. As shown in Fig. 25, RL achieved the highest
evaluation scores across all metrics. KNN performed competitively but with slightly lower
recall and F1-score. In contrast, SVM and decision tree models, though achieving perfect
recall (100%), misclassified all suboptimal brews as optimal, resulting in only 50.00%
accuracy and 66.67% F1-score. This discrepancy underscores the limitations of traditional
classifiers in dynamic, multivariate optimization scenarios and emphasizes the robustness
of RL in such settings.

A simple hyperparameter sensitivity analysis was conducted to examine the effects of
varying buffer size (1,000, 2,000, 3,000) and learning rate (0.001, 0.01, 0.1). The model
performed best with a buffer size of 2,000 and a learning rate of 0.01, showing improved
stability and convergence. Larger buffers slightly increased training time without
improving results, while excessively high learning rates led to unstable learning behavior.
These findings support the chosen values for this experimental setting.

DISCUSSION

The findings of this study are consistent with prior research in RL and coffee-related
studies. Huang et al. (2022), Dharmawan & Bintang (2020), Chen, Chiu & Liu, 2021, Cahyo
¢ Hayati (2022), Bokade, Jin & Amato (2023), Singh et al. (2022), Ibarz et al. (2021),
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Amin et al. (2023), Yau et al. (2023), Fujita, Sato & Nobuhara (2021), Zhang et al. (2022)
highlight RL’s applicability in dynamic and complex environments. In the studies by Anita
& Albarda (2020), Hakim, Djatna ¢ Yuliasih (2020), Okamura et al. (2021), Przybyt et al.
(2023), Yu et al. (2021), and Alamyri et al. (2023) similarities can be observed in the research
focus, which is centered on coffee. However, this study distinguishes itself by being the first
to apply RL to optimize variables in the pour-over coffee brewing process. Unlike earlier
studies that primarily focused on classification tasks such as coffee roasting levels and bean
quality or used supervised and unsupervised methods, this research emphasizes dynamic
optimization of grind size, brew ratio, brew time, and temperature.

Recent advancements in dynamic optimization further support the potential of
reinforcement learning in applications like coffee brewing, where system parameters vary
in real time. For example, Ahmed (2024) introduced an adaptive metaheuristic framework
capable of integrating real-time feedback, enhancing solution stability under dynamic
conditions. Aoyama, Lehmamnn ¢ Theodorou (2024) developed a second-order Stein
variational optimization method that improves trajectory adaptation and mitigates local
minima. Hou (2024) proposed a zero-shot Lagrangian update technique, enabling online
systems to respond rapidly to abrupt changes. Lei et al. (2024) advanced a prediction
strategy using second-order derivatives for dynamic multi-objective problems, improving
the accuracy of future state estimations. These innovations highlight how RL and modern
optimization strategies can work in tandem to address challenges in domains that require
continuous real-time tuning, such as beverage extraction systems.

RL is particularly suited for dynamic and complex environments but has yet to be
applied to pour-over coffee brewing methods. This study introduces RL as a novel
approach to determine the complexity of variables in pour-over coftee. Previous research
on coffee has primarily centered on classification tasks, such as analyzing roasting levels
and bean quality. While certain studies, such as Yu et al. (2021), have explored aspects of
pour-over coffee brewing, their emphasis was on utilizing virtual reality for educational
purposes. Additionally, most prior research relied on supervised or unsupervised learning
techniques, setting them apart from the RL-based methodology proposed in this study.

A significant finding of this research is that RL outperforms KNN in optimizing
pour-over coffee extraction variables. This superiority stems from the dynamic nature of
the pour-over coffee environment, where the initial state resets at the beginning of each
episode. RL provides a broader range of actions through exploration, unlike KNN, which
depends on labeled data. By incorporating three action selection strategies, this study
optimizes the rewards obtained by the agent.

These results further validate RL’s capacity to model dynamic interactions in pour-over
coffee brewing, outperforming both static memory-based models like KNN and
conventional classifiers like decision trees and SVM. While decision tree and SVM models
excelled in identifying optimal brews (high recall), they lacked precision, often failing to
differentiate between good and suboptimal extractions. This suggests that static models are
less suited for fine-tuned, sequential adjustments required in artisanal brewing tasks. In
contrast, the RL agent learned to iteratively adjust multiple interdependent variables,
maintaining a more balanced performance profile.
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While the results are presented in terms of accuracy and extraction yield, they also offer
qualitative insights into practical brewing. For instance, the RL agent’s preference for
certain combinations—such as higher brew ratios paired with moderate temperatures—
suggests a tendency toward maximizing flavor clarity while avoiding over-extraction. This
balance may translate into a cup profile that is cleaner and more consistent, particularly
useful for commercial or home brewers seeking repeatable quality. Additionally, the RL
model’s avoidance of extreme grind sizes indicates a learned sensitivity to flow rate and
clogging potential, reinforcing the value of human-intuitive strategies learned
autonomously.

In terms of real-world applicability, the proposed RL framework offers promising
potential for integration into automated or semi-automated coffee brewing systems. The
agent’s ability to learn optimal brewing sequences based on feedback could be deployed in
smart coffee machines, enabling dynamic, user-tailored adjustments in real time.
Additionally, the modular architecture of the environment allows for scalability and better
latency, making it possible to extend the system to other coffee preparation methods, such
as espresso or French press, by simply redefining state variables and reward structures.
This adaptability supports broader use in both consumer-grade appliances and industrial
coffee settings.

RL’s potential scalability for commercial coffee systems lies in its ability to adapt to
diverse conditions and user preferences. Pre-trained RL models could be embedded into
smart coffee machines, where brewing variables are controlled via microcontrollers and
adjusted in real-time based on sensor feedback. Furthermore, transfer learning could
enable a generalized RL model to be fine-tuned to specific café environments or customer
taste profiles using limited additional data. Cloud-based systems could also allow
centralized policy updates, aggregating feedback across multiple locations. Integration
with IoT sensors for temperature, flow, and mass would further support real-time
monitoring, while a user interface could enable customers to influence learning preferences
(e.g., strength, acidity). These implementations position RL as a promising method for
scalable, intelligent beverage control in commercial settings.

This study is limited to a few extraction variables: grind size, brew ratio, brew time, and
temperature. Future research could include additional variables such as flow rate, the
number of pourings, and other factors critical to the pour-over coffee process. Beyond
pour-over coffee, future studies might also investigate the application of RL to optimize
extraction variables in other coffee brewing techniques, such as machine-based methods.
Furthermore, RL’s potential extends beyond coffee-related research and could contribute
to other dynamic and complex domains. Another limitation of this study is the modest
sample size and reliance on convenience sampling. While this approach provided practical
insights from skilled practitioners, future work should aim to diversify and enlarge the
dataset by involving participants from multiple locations, skill levels, and coffee varieties to
enhance the robustness and generalizability of the findings.

Additionally, the current approach presents limitations related to potential overfitting
and computational efficiency. Since the reinforcement learning agent is trained on a
limited set of simulated episodes tailored to specific brewing variables, there is a risk of
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overfitting to the training environment, which may reduce generalizability to real-world or
more diverse coffee scenarios. Moreover, the learning process requires substantial
computational resources and their latency, particularly during simulation-based training
across thousands of episodes. This may constrain its use in embedded systems or
low-power brewing devices without further model optimization or transfer learning
techniques.

Although this study demonstrates the feasibility of applying RL to optimize pour-over
coffee extraction variables, it does not yet include benchmarking against current state-of-
the-art RL architectures. Recent models such as Proximal Policy Optimization (Schulman
et al., 2017) and Soft Actor-Critic (Haarnoja et al., 2018) have shown strong performance
in continuous control tasks, owing to improved stability and sample efficiency. While our
implementation used a discrete RL setup suitable for our constrained simulation, future
work should incorporate these more advanced frameworks to benchmark policy
generalization and extraction performance.

One key consideration in deploying Al for beverage optimization is explainability.
Reinforcement learning agents, particularly those trained with deep Q-networks or similar
function approximators, can often act as black boxes, making it difficult to trace their
decision-making logic. In this study, we provided some insight by analyzing the frequency
and consistency of variable-action pairs across episodes. However, future work should
explore more advanced explainability techniques. These include SHapley Additive
exPlanations (SHAP), which assigns feature importance values for model predictions
(Lundberg & Lee, 2017), attention-based mechanisms to visualize which inputs guide the
agent’s policy decisions (Wang, Lian ¢ Yu, 2021), and saliency mapping methods to
highlight influential state variables in deep reinforcement learning models (Zheng et al.,
2021). Incorporating such tools would enhance transparency and trust, particularly in
applications like personalized or commercial coffee brewing systems where human
oversight is essential.

This study also raises important ethical and data bias considerations. The use of
convenience sampling from a specific location and demographic (i.e., experienced baristas
in a single café) may limit the representativeness of brewing preferences and practices
across cultures or consumer segments. Additionally, the reliance on a simulated
environment may inadvertently encode assumptions that do not account for diverse
sensory expectations. Finally, while reinforcement learning can support consistency and
automation in coffee brewing, its use should not undervalue the role of human creativity
and judgment in specialty coffee practices. Future studies should consider incorporating
diverse data sources and participatory design approaches to ensure inclusive, transparent,
and responsible Al applications in this space.

Recent advancements in RL applications within food science further support the
relevance of our approach. For instance, a 2024 study by Queiroz et al. (2023)
demonstrated the use of RL in flavor engineering, developing a framework to discover
natural flavor molecules, which highlights RL’s potential in optimizing sensory attributes
in food and beverage contexts. This aligns closely with our goal of optimizing coffee
brewing parameters for improved flavor consistency. Similarly, Wohlgenannt et al. (2024)
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applied deep RL to optimize energy demand response in a food-processing plant, achieving
significant cost savings, which demonstrates RL’s broader utility in food industry
optimization tasks, such as resource management, that can indirectly enhance beverage
production processes. While reinforcement learning has been applied in some areas of
beverage and food optimization (Queiroz et al., 2023; Wohlgenannt et al., 2024), these
studies did not address the manual, real-time adjustment of extraction variables in craft
brewing methods. To the best of our knowledge, this is the first study to apply RL for
optimizing interdependent variables such as grind size, brew ratio, time, and temperature
in the pour-over coffee context.

Recent advancements in federated learning (FL) present promising avenues for
decentralized data analysis in the coffee industry. FL allows multiple stakeholders, such as
coffee producers and processors, to collaboratively train machine learning models without
sharing sensitive data, thereby preserving privacy and complying with data protection
regulations. This decentralized approach is particularly beneficial in the coffee sector,
where data is often distributed across various entities with varying data quality and
standards. Moreover, integrating FL with blockchain technology can enhance
transparency and fairness in the coffee supply chain, addressing issues related to data
integrity and trust among stakeholders. Future research should explore the
implementation of FL frameworks tailored to the unique challenges of the coffee industry,
including data heterogeneity and the need for equitable data sharing mechanisms.

CONCLUSIONS

The application of RL for optimizing pour-over coffee extraction variables enables both
novice and beginner baristas to identify and achieve optimal extraction conditions.
Additionally, this method improves the extraction quality of suboptimal brews. Given the
dynamic and interdependent nature of the pour-over coffee extraction process, RL
facilitates exploration across various brewing variables or recipes, reducing coffee waste.
The RL agent also enhances the effectiveness and efficiency of baristas by providing a tool
for experimenting with and controlling brewing parameters while serving as a partner for
comparing and sharing brewing recipes.

This study demonstrated that the RL model outperformed the baseline supervised
learning model, such as KNN, in optimizing pour-over coffee variables. The RL model
achieved an accuracy of 90.00%, a precision of 90.76%, a recall of 90.00%, and an F1-score
of 90.08%. In contrast, the KNN model showed slightly lower performance, with an
accuracy of 88.33%, a precision of 90.19%, a recall of 88.33%, and an F1-score of 88.90%.
The superior performance of the RL model is attributed to its ability to combine
exploration, where random actions are taken, and exploitation, which leverages past
experiences. Moreover, the RL agent’s ability to effectively process reward signals resulted
in higher average rewards and scores compared to KNN. Specifically, the RL model
achieved an average reward of 3.87 and an average score of 146.93, compared to KNN’s
average reward of 3.80 and score of 119.87.

Compared to other baseline models—KNN, decision tree, and SVM—the RL
framework demonstrated clear superiority in optimizing pour-over coffee brewing
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variables, achieving significantly higher evaluation metrics and better consistency across
test episodes. While the results validated the approach through extraction yield and reward
maximization, the broader implications extend beyond the experimental setup. By
demonstrating that RL agents can autonomously learn high-quality brewing strategies, this
work lays the groundwork for integrating Al into artisanal processes, helping to balance
consistency and personalization. Such systems could enhance user experiences in smart
home appliances, support training in barista education, and reduce waste in high-end
coffee production. Furthermore, this approach offers a model for human-AlI collaboration
in food preparation, where transparent, adaptive, and scalable systems can bridge
traditional craftsmanship with modern automation.

In future work, additional brewing variables could be incorporated using technically
defined pathways. For example, flow rate could be modeled using a digital scale and flow
sensor to record real-time mass change and derive precise pouring profiles. Pour intervals
and agitation patterns could be encoded using discrete event timestamps or motion
sensors integrated into brewing hardware. These new inputs would require extending the
RL environment with multi-dimensional state representations and reward functions
calibrated using sensory metrics or expert feedback. Furthermore, a hybrid human-in-the-
loop setup could be tested, where the RL agent makes suggestions and human baristas
provide corrective feedback, accelerating convergence and interpretability.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This research work was funded by Institutional Fund Projects under grant no.

(IFPIP: 1176-611-1443). The authors received technical and financial support from the
Ministry of Education and King Abdulaziz University, Deanship of Scientific Research
(DSR), Jeddah, Saudi Arabia. The funders had no role in study design, data collection and
analysis, decision to publish, or preparation of the manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:

Institutional Fund Projects: IFPIP: 1176-611-1443.

Ministry of Education and King Abdulaziz University, Deanship of Scientific Research
(DSR), Jeddah, Saudi Arabia.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

« Arif Bramantoro conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the article, and approved the final draft.

Bramantoro et al. (2025), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.3219 33/37


http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

PeerJ Computer Science

e Moch Riyadi Maskur A conceived and designed the experiments, performed the
experiments, performed the computation work, prepared figures and/or tables, and
approved the final draft.

e Ahmad A. Alzahrani performed the experiments, analyzed the data, authored or
reviewed drafts of the article, and approved the final draft.

e Zhahirah Jeffery conceived and designed the experiments, performed the experiments,
analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the
article, and approved the final draft.

o Ary Mazharuddin Shiddiqi analyzed the data, performed the computation work,
authored or reviewed drafts of the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The data is available at figshare: Bramantoro, Arif (2025). Optimization of pour-over
coffee extraction. figshare. Dataset. https://doi.org/10.6084/m9.figshare.28503464.v1.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.3219#supplemental-information.

REFERENCES

Ahmed BS. 2024. An adaptive metaheuristic framework for changing environments. In: 2024 IEEE
Congress on Evolutionary Computation (CEC). Piscataway: IEEE.

Alamri ES, Altarawneh GA, Bayomy HM, Hassanat AB. 2023. Machine learning classification of
roasted Arabic coffee: integrating color, chemical compositions, and antioxidants. Sustainability
15(15):11561 DOI 10.3390/sul51511561.

Amin S, Uddin MI, Alarood AA, Mashwani WK, Alzahrani A, Alzahrani AO. 2023. Smart
e-learning framework for personalized adaptive learning and sequential path recommendations
using reinforcement learning. IEEE Access 11:89769-89790
DOI 10.1109/ACCESS.2023.3305584.

Anita S, Albarda. 2020. Classification cherry’s coffee using k-nearest neighbor (KNN) and artificial
neural network (ANN). In: 2020 International Conference on Information Technology Systems
and Innovation, ICITSI, 2020—Proceedings. Piscataway: IEEE, 117-122
DOI 10.1109/1CITSI50517.2020.9264927.

Aoyama Y, Lehmamnn P, Theodorou EA. 2024. Second-order stein variational dynamic
optimization. ArXiv DOI 10.48550/arXiv.2409.04644.

Bekkemoen Y. 2024. Explainable reinforcement learning (XRL): a systematic literature review and
taxonomy. Machine Learning 113(1):355-441 DOI 10.1007/s10994-023-06479-7.

Bokade R, Jin X, Amato C. 2023. Multi-agent reinforcement learning based on representational
communication for large-scale traffic signal control. IEEE Access 11:47646-47658
DOI 10.1109/ACCESS.2023.3275883.

Cahyo DD, Hayati N. 2022. Simulation of a self-driving car using reinforcement learning and
NeuroEvolution of augmenting topologies (NEAT). Jurnal Teknik Informatika Dan Sistem
Informasi 9(3):1752-1761 DOI 10.35957/jatisi.v9i3.2154.

Bramantoro et al. (2025), Peerd Comput. Sci., DOl 10.7717/peerj-cs.3219 34/37


https://doi.org/10.6084/m9.figshare.28503464.v1
http://dx.doi.org/10.7717/peerj-cs.3219#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.3219#supplemental-information
http://dx.doi.org/10.3390/su151511561
http://dx.doi.org/10.1109/ACCESS.2023.3305584
http://dx.doi.org/10.1109/ICITSI50517.2020.9264927
http://dx.doi.org/10.48550/arXiv.2409.04644
http://dx.doi.org/10.1007/s10994-023-06479-7
http://dx.doi.org/10.1109/ACCESS.2023.3275883
http://dx.doi.org/10.35957/jatisi.v9i3.2154
http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

PeerJ Computer Science

Chadi M-A, Mousannif H. 2023. Understanding reinforcement learning algorithms: the progress
from basic Q-learning to proximal policy optimization. ArXiv DOI 10.48550/arXiv.2304.00026.

Chen SJ, Chiu WY, Liu WJ. 2021. User preference-based demand response for smart home energy
management using multiobjective reinforcement learning. IEEE Access 9:161627-161637
DOI 10.1109/ACCESS.2021.3132962.

Cordoba N, Fernandez-Alduenda M, Moreno FL, Ruiz Y. 2020. Coffee extraction: a review of
parameters and their influence on the physicochemical characteristics and flavour of coffee
brews. In: Trends in Food Science and Technology. Vol. 96. Amsterdam: Elsevier Ltd, 45-60
DOI 10.1016/j.tifs.2019.12.004.

Dashwood MC. 2017. The coffee dictionary. First Edition. London: Octopus Publishing Group.
Dharmawan A, Bintang. 2020. Analysis and implementation of an automated bitcoin trading
system using recurrent reinforcement learning. E-Proceeding of Engineering 7:2238-2244.
Elsayed M, Farrahi H, Dangel F, Mahmood AR. 2024. Revisiting scalable hessian diagonal

approximations for applications in reinforcement learning. ArXiv
DOI 10.48550/arXiv.2406.03276.

Ernst D, Louette A, Feuerriegel S, Hartmann J, Janiesch C, Zschech P. 2024. Introduction to
reinforcement learning. 111-126.

Fujita ], Sato M, Nobuhara H. 2021. Model for cooking recipe generation using reinforcement
learning. In: Proceedings—2021 IEEE 37th International Conference on Data Engineering
Workshops, ICDEW 2021. Piscataway: IEEE DOI 10.1109/ICDEW53142.2021.00007.

Gunawan I, Dewi R, Parlina I, Andani SR, Nasution ZM. 2021. Design and development of an
automated manual brew coffee maker using Harlo V60 based on Arduino uno. Jurnal Komputer
Dan Informatika 3(2):64-68 DOI 10.53842/juki.v3i2.64.

Haarnoja T, Zhou A, Abbeel P, Levine S. 2018. Soft actor-critic: off-policy maximum entropy
deep reinforcement learning with a stochastic actor. In: International Conference on Machine
Learning, 1861-1870.

Hakim M, Djatna T, Yuliasih I. 2020. Deep learning for roasting coffee bean quality assessment
using computer vision in mobile environment. In: 2020 International Conference on Advanced
Computer Science and Information Systems, ICACSIS 2020, 363-370
DOI 10.1109/ICACSIS51025.2020.9263224.

Hidayat MR, Anugrah T, Munir A. 2019. ATmegal6 microcontroller-based automatic coffee
brewing system using pour over V60 technique. In: 2019 16th International Conference on
Quality in Research (QIR): International Symposium on Electrical and Computer Engineering
DOI 10.1109/QIR.2019.8898285.

Hou I. 2024. Network optimization in dynamic systems: fast adaptation via zero-shot lagrangian
update. ArXiv DOI 10.48550/arXiv.2412.07865.

Huang C, Zhang H, Wang L, Luo X, Song Y. 2022. Mixed deep reinforcement learning
considering discrete-continuous hybrid action space for smart home energy management.
Journal of Modern Power Systems and Clean Energy 10(3):743-754
DOI 10.35833/MPCE.2021.000394.

Ibarz J, Tan J, Finn C, Kalakrishnan M, Pastor P, Levine S. 2021. How to train your robot with
deep reinforcement learning: lessons we have learned. The International Journal of Robotics
Research 40(4-5):698-721 DOI 10.1177/0278364920987859.

Kim Y, Kim S. 2024. Automation and optimization of food process using CNN and six-axis robotic
arm. Foods 13(23):3826 DOI 10.3390/foods13233826.

Bramantoro et al. (2025), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.3219 35/37


http://dx.doi.org/10.48550/arXiv.2304.00026
http://dx.doi.org/10.1109/ACCESS.2021.3132962
http://dx.doi.org/10.1016/j.tifs.2019.12.004
http://dx.doi.org/10.48550/arXiv.2406.03276
http://dx.doi.org/10.1109/ICDEW53142.2021.00007
http://dx.doi.org/10.53842/juki.v3i2.64
http://dx.doi.org/10.1109/ICACSIS51025.2020.9263224
http://dx.doi.org/10.1109/QIR.2019.8898285
http://dx.doi.org/10.48550/arXiv.2412.07865
http://dx.doi.org/10.35833/MPCE.2021.000394
http://dx.doi.org/10.1177/0278364920987859
http://dx.doi.org/10.3390/foods13233826
http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

PeerJ Computer Science

Kommey B, Isaac O], Tamakloe E, Opoku D. 2024. A reinforcement learning review: past acts,
present facts and future prospects. IT Journal Research and Development 8(2):120-142
DOI 10.25299/itjrd.2023.13474.

Lei R, Li L, Stolkin R, Feng B. 2024. An accelerate prediction strategy for dynamic multi-objective
optimization. ArXiv DOI 10.48550/arXiv.2410.05787.

Lingle TR. 2011. The coffee brewing handbook: a systematic guide to coffee preparation. California:
Specialty Coffee Association of America.

Lundberg SM, Lee S-I. 2017. A unified approach to interpreting model predictions. Advances in
Neural Information Processing Systems 30 DOI 10.48550/arXiv.1705.07874.

Motta IVC, Vuillerme N, Pham H-H, de Figueiredo FAP. 2024. Machine learning techniques for
coffee classification: a comprehensive review of scientific research. Artificial Intelligence Review
58(1):15 DOI 10.1007/s10462-024-11004-w.

Okamura M, Soga M, Yamada Y, Kobata K, Kaneda D. 2021. Development and evaluation of
roasting degree prediction model of coffee beans by machine learning. Procedia Computer
Science 192:4602-4608 DOI 10.1016/j.procs.2021.09.238.

Przybyl K, Gawrysiak-Witulska M, Bielska P, Rusinek R, Gancarz M, Dobrzanski B, Siger A.
2023. Application of machine learning to assess the quality of food products—case study: coffee
bean. Applied Sciences 13(19):10786 DOI 10.3390/app131910786.

Puterman ML. 2014. Markov decision processes: discrete stochastic dynamic programming. John
Wiley Sons DOI 10.1002/9780470316887.

Queiroz LP, Rebello CM, Costa EA, Santana VV, Rodrigues BCL, Rodrigues AE, Ribeiro AM,
Nogueira IBR. 2023. A reinforcement learning framework to discover natural flavor molecules.
Foods 12(6):1147 DOI 10.3390/foods12061147.

Ris-Ala R. 2023. Fundamentals of reinforcement learning. Cham: Springer.

Sano Y, Kubota S, Kawarazaki A, Kawamura K, Kashiwai H, Kuwahara F. 2019. Mathematical
model for coffee extraction based on the volume averaging theory. Journal of Food Engineering
263(3):1-12 DOI 10.1016/j.jfoodeng 2019.05.025.

Santanatoglia A, Caprioli G, Cespi M, Ciarlantini D, Cognigni L, Fioretti L, Maggi F, Mustafa
AM, Nzekoue F, Vittori S. 2023. A comprehensive comparative study among the newly
developed pure brew method and classical ones for filter coffee production. LWT
175(13):114471 DOI 10.1016/j.1wt.2023.114471.

Schenker S, Rothgeb T. 2017. The roast—creating the beans’ signature. In: The Craft and Science of
Coffee. Amsterdam: Elsevier, 245-271.

Schmieder BKL, Pannusch VB, Vannieuwenhuyse L, Briesen H, Minceva M. 2023. Influence of
flow rate, particle size, and temperature on espresso extraction kinetics. Foods 12(15):2871
DOI 10.3390/foods12152871.

Schulman J, Wolski F, Dhariwal P, Radford A, Klimov O. 2017. Proximal policy optimization
algorithms. ArXiv DOI 10.48550/arXiv.1707.06347.

Singh A, Chiu WY, Manoharan SH, Romanov AM. 2022. Energy-efficient gait optimization of
snake-like modular robots using multiobjective reinforcement learning and fuzzy inference
system. IEEE Access 10:86624-86635 DOI 10.1109/ACCESS.2022.3195928.

Stephenson T. 2019. The curious barista’s guide to coffee. Vol. 2. London: Ryland Peters & Small.

Sutton RS, Barto AG. 2018. Reinforcement learning: an introduction. In: Adaptive Computation

and Machine Learning: The MIT Press. Second Edition. Cambridge, MA and London: The MIT
Press.

Bramantoro et al. (2025), Peerd Comput. Sci., DOl 10.7717/peerj-cs.3219 36/37


http://dx.doi.org/10.25299/itjrd.2023.13474
http://dx.doi.org/10.48550/arXiv.2410.05787
http://dx.doi.org/10.48550/arXiv.1705.07874
http://dx.doi.org/10.1007/s10462-024-11004-w
http://dx.doi.org/10.1016/j.procs.2021.09.238
http://dx.doi.org/10.3390/app131910786
http://dx.doi.org/10.1002/9780470316887
http://dx.doi.org/10.3390/foods12061147
http://dx.doi.org/10.1016/j.jfoodeng.2019.05.025
http://dx.doi.org/10.1016/j.lwt.2023.114471
http://dx.doi.org/10.3390/foods12152871
http://dx.doi.org/10.48550/arXiv.1707.06347
http://dx.doi.org/10.1109/ACCESS.2022.3195928
http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

PeerJ Computer Science

Wang X, Lian L, Yu SX. 2021. Unsupervised visual attention and invariance for reinforcement
learning. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition. Piscataway: IEEE, 6677-6687.

Wohlgenannt P, Hegenbart S, Eder E, Kolhe M, Kepplinger P. 2024. Energy demand response in
a food-processing plant: a deep reinforcement learning approach. Energies 17(24):6430
DOI 10.3390/en17246430.

Yan J, Luo B, Xu X. 2024. Hierarchical reinforcement learning for handling sparse rewards in
multi-goal navigation. Artificial Intelligence Review 57(6):156
DOI 10.1007/s10462-024-10794-3.

Yau KLA, Chong YW, Fan X, Wu C, Saleem Y, Lim PC. 2023. Reinforcement learning models
and algorithms for diabetes management. IEEE Access 11:28391-28415
DOI 10.1109/ACCESS.2023.3259425.

Yu SJ, Hsueh YL, Sun JCY, Liu HZ. 2021. Developing an intelligent virtual reality interactive
system based on the ADDIE model for learning pour-over coffee brewing. Computers and
Education: Artificial Intelligence 2(11):100030 DOI 10.1016/j.caeai.2021.100030.

Zhang M, Tian G, Zhang Y, Duan P. 2022. Reinforcement learning for logic recipe generation:
bridging gaps from images to plans. IEEE Transactions on Multimedia 24:352-365
DOI 10.1109/TMM.2021.3050090.

Zheng H, Dai Y, Yu F, Hu Y. 2021. Interpretable saliency map for deep reinforcement learning.
Journal of Physics: Conference Series 1757(1):012075 DOI 10.1088/1742-6596/1757/1/012075.

Bramantoro et al. (2025), Peerd Comput. Sci., DOl 10.7717/peerj-cs.3219 37/37


http://dx.doi.org/10.3390/en17246430
http://dx.doi.org/10.1007/s10462-024-10794-3
http://dx.doi.org/10.1109/ACCESS.2023.3259425
http://dx.doi.org/10.1016/j.caeai.2021.100030
http://dx.doi.org/10.1109/TMM.2021.3050090
http://dx.doi.org/10.1088/1742-6596/1757/1/012075
http://dx.doi.org/10.7717/peerj-cs.3219
https://peerj.com/computer-science/

	Optimization of pour-over coffee extraction variables using reinforcement learning
	Introduction
	Coffee extraction
	Methods
	Results
	Discussion
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


