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Text-to-image generative models have recently garnered a signiûcant surge due to their
remarkable ability to produce highly diverse images based on given text prompts.
However, concerns regarding the occasional generation of inappropriate, oûensive, or
explicit content have arisen. While various methods have been proposed to mitigate this
issue, they tend to generate entirely new images without inappropriate concepts.
Replacing content often results in a loss of context, style, or intended meaning, making
these solutions inadequate for nuanced editing tasks or situations where maintaining
visual continuity is signiûcant. To overcome these limitations, in this paper, we introduce a
simple yet eûective technique to reduce inappropriateness in image generation by
leveraging attention maps, without the need for additional model training or complex
hyper-parameter optimization. To evaluate our method, we conducted both quantitative
and qualitative assessments, including human perceptual study. The results demonstrated
that our method eûectively removes inappropriate content while preserving the integrity
of the original images.

PeerJ Comput. Sci. reviewing PDF | (CS-2024:09:105791:0:1:NEW 10 Oct 2024)

Manuscript to be reviewedComputer Science

Dr. Research
Note
This paragraph serves as an extensive introduction for an abstract and should be shortened.

Farangi
Highlight

Farangi
Highlight
To enhance your abstract, it's essential to briefly explain your methodology, data collection, and analysis processes. Here’s a refined suggestion:



"In this study, we employed [method] to investigate [research topic]. Data were collected through [data collection method, e.g., surveys, experiments, interviews], involving [number] participants. The collected data were analyzed using [analytical techniques, e.g., statistical analysis, thematic analysis], which revealed [key findings]."



Mitigating Inappropriate Concepts in1

Text-to-Image Generation with2

Attention-guided Image Editing3

Jiyeon Oh1, Jae-Yeop Jeong1, Yeong-Gi Hong1, and Jin-Woo Jeong1
4

1Department of Data Science, Seoul National University of Science and Technology,5

Seoul, Republic of Korea6

Corresponding author:7

Jin-Woo Jeong8

Email address: jinw.jeong@seoultech.ac.kr9

ABSTRACT10

Text-to-image generative models have recently garnered a significant surge due to their remarkable

ability to produce highly diverse images based on given text prompts. However, concerns regarding

the occasional generation of inappropriate, offensive, or explicit content have arisen. While various

methods have been proposed to mitigate this issue, they tend to generate entirely new images without

inappropriate concepts. Replacing content often results in a loss of context, style, or intended meaning,

making these solutions inadequate for nuanced editing tasks or situations where maintaining visual

continuity is significant. To overcome these limitations, in this paper, we introduce a simple yet effective

technique to reduce inappropriateness in image generation by leveraging attention maps, without the

need for additional model training or complex hyper-parameter optimization. To evaluate our method, we

conducted both quantitative and qualitative assessments, including human perceptual study. The results

demonstrated that our method effectively removes inappropriate content while preserving the integrity of

the original images.
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INTRODUCTION23

Various online text-to-image generation tools based on diffusion, such as DALL-E OpenAI (2024) and24

Stable Diffusion (SD) Web (2024), have become widely accessible for artistic and entertainment purposes.25

These services have gained immense popularity due to their ability to produce high-quality images26

with remarkable efficiency, leading to an unprecedented volume of AI-generated visual content. In the27

AI-assisted image generation process, end-users typically engage in an iterative process, refining their28

prompts based on initial outputs to achieve their desired results. However, image generation models29

can unintentionally incorporate undesirable concepts learned from large-scale, unrefined training data.30

Therefore, generated images may contain elements of racism, copyright infringement, or other problematic31

content, potentially eliciting negative reactions from users who find such content offensive or distressing.32

These issues have raised significant social concerns Bird et al. (2023), including those related to copyright33

and privacy infringement Eloundou et al. (2023); Carlini et al. (2023); Franceschelli and Musolesi (2022),34

as well as biases related to disability Bianchi et al. (2023) and religion Bird et al. (2023). To mitigate35

this issue, users often resort to repeated prompt refinement in an attempt to induce the generation of36

appropriate images. However, this approach is fraught with limitations. There is no guarantee that37

the recreated image will maintain the desired style of the original image the users wanted to use while38

successfully eliminating all inappropriate content. Moreover, this process of repetitive manual correction39

is not only tedious but can significantly detract from the user experience Shneiderman and Plaisant (2010).40

Consequently, it is a significant challenge to support the prevention of inappropriate image generation41

while maintaining their original style and quality. One widely adopted solution is to censor the training42

data set in order to prevent generative models from learning inappropriate representation Rando et al.43

(2022); Rombach et al. (2022). While conceptually straightforward, this approach is labor-intensive44

and lacks adaptability, as incorporating new data necessitates repeated censoring and training. For45
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example, even though Rombach et al. (2022) trained SD models using LAION-5B Schuhmann et al.46

(2022), which had inappropriate images explicitly removed, SD still occasionally produces inappropriate47

content. Additionally, a significant drawback of censoring approaches is the potential deterioration of48

output quality due to reduced dataset size Gandikota et al. (2023). Alternative methods using textual49

cues to guide the generative process and mitigate inappropriate outputs, such as Safe Latent Diffusion50

(SLD) and Erase Stable Diffusion (ESD), have been presented Schramowski et al. (2023); Gandikota51

et al. (2023). Specifically, SLD employed post-hoc prevention by adjusting network parameters to52

avoid generating problematic outputs without additional training. However, the SLD often generates53

images that significantly deviate from the original, potentially compromising the user’s intended artistic54

vision and style. Moreover, it involves manual adjustments of numerous hyper-parameters, complicating55

the inference process to generate optimal image outputs. Conversely, ESD addressed inappropriateness56

reduction while maintaining the original image style, but requires additional model training and adaptation,57

which can be inefficient and time-consuming.58

To address these limitations, this study proposes an approach that utilizes attention maps of Stable59

Diffusion to mitigate the inappropriateness of generated images. We detect the inappropriateness presented60

in attention maps and reduce its representation, thereby guiding generative models toward creating images61

with reduced inappropriate aspects during the generation process. Notably, unlike previous methods,62

it does not require data filtering Rando et al. (2022); Rombach et al. (2022), additional model training63

Gandikota et al. (2023), or complex hyper-parameter adjustment Schramowski et al. (2023), offering a64

straightforward yet effective solution.65

RELATED WORK66

Reducing Inappropriate Concepts in Images67

Inappropriate images from generative models are identified as a new social issue Bird et al. (2023).68

Advanced diffusion models have demonstrated the ability to learn and reproduce undesirable concepts,69

largely due to their training on extensive internet-sourced datasets. These datasets, often compiled using70

search engine criteria, may include personal, offensive, and hateful imagery Wu et al. (2023); Li et al.71

(2024). Early attempts to solve this problem have been relatively straightforward yet limited in their72

effectiveness. For example, a user can re-generate images with their own prompt editing until an image73

without inappropriate content is provided. However, this approach is time-consuming, user/skill-dependent74

(e.g., level of prompt engineering), and significantly alters the original creative vision or purpose of the75

image generation. Data filtering is another obvious solution that removes inappropriate content from76

training data. However, this approach is also time-intensive and may compromise output quality by77

reducing the size of data Gandikota et al. (2023). Post-generation techniques have emerged as alternative78

strategies. These methods have focused on modifying or obscuring inappropriate content after image79

creation, employing strategies like content masking Maidhof et al. (2022) and targeted image editing (e.g.,80

removing nudity by putting on clothes) More et al. (2018). However, these approaches still struggled with81

producing natural outputs and required additional model training or image processing steps.82

Recent research has explored leveraging text data to identify potentially inappropriate content and83

refining the image generation process. One notable method is SLD Schramowski et al. (2023), which84

extends the capabilities of SD by modifying the generated guidance for text using classifier-free guidance85

to reduce the inappropriateness of images. During inference, SLD employs a set of hyper-parameters to86

guide SD in the direction of generating appropriate images. However, empirical observations revealed a87

significant trade-off: stronger content regulation often results in output images that deviate considerably88

from the original. Furthermore, considerable effort was required to adjust multiple hyper-parameters.89

Another approach called ESD was proposed by Gandikota et al. (2023), which aims to erase unsafe90

concepts through minimal training procedures. ESD employs a fine-tuning process to remove specific91

undesirable concepts from the weights of the pre-trained SD model. To this end, they utilized a teacher92

model trained with negative prompts to guide pre-trained SD in eliminating visually unsafe concepts.93

ESD demonstrated performance as effective as SLD Schramowski et al. (2023), despite relying primarily94

on fine-tuning rather than extensive retraining.95

While SLD and ESD have made significant strides in addressing inappropriate content generation,96

each approach comes with its own set of trade-offs. SLD offers adaptable content moderation but demands97

precise parameter tuning and often significantly alters the original styles. On the other hand, ESD enables98

specific concept removal but necessitates additional model training. Our study aims to streamline the99
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process of reducing inappropriate content while enhancing the image-generation experience for users.100

Unlike ESD, our method eliminates the need for additional training, and in contrast to SLD, it retains the101

style of original images and reduces the effort to identify optimal hyper-parameters. To achieve this, we102

propose to leverage the attention maps of diffusion models.103

Image Editing using Attention Maps104

Recent research has seen a proliferation of techniques leveraging attention maps for image and video105

editing Liu et al. (2024b,a); Hertz et al. (2022); Chefer et al. (2023), which offer efficient, tuning-free or106

minimal-training approaches. These methods leverage the rich spatial and semantic information encoded107

in attention mechanisms to enable targeted modifications. For example, Hertz et al. (2022) explored108

revising images while preserving original styles by manipulating cross-attention maps between text and109

spatial layouts. Another method, MasaCtrl Cao et al. (2023), was introduced to address the challenges110

of complex non-rigid image editing. This method transforms the self-attention in diffusion models into111

cross-attention, thereby facilitating access to the images’ feature representations, encompassing both local112

content and textural elements. Consequently, this enabled sophisticated editing while maintaining image113

coherence. Furthermore, Chefer et al. (2023) demonstrated object-specific editing in SD by exploiting114

cross-attention maps. In the case of video editing, Liu et al. (2024b) presented Video-P2P, a large-scale115

model that employed separate unconditional embedding for both source and target prompts, thereby116

enhancing both reconstruction fidelity and editability.117

Our work builds upon these advancements, in which SD’s attention maps are manipulated to enable118

precise and efficient editing without the computational overhead of fine-tuning. By harnessing both119

classifier-free guidance strategy and editing attention maps, we aim to filter out the representation of120

inappropriate concepts in images while preserving the intended visual characteristics. We discuss more121

details of the proposed method in the following section.122

METHOD123

In this section, we present our approach to reducing inappropriate content in images generated by latent124

Diffusion models. First, we describe the background of our method, including the use of classifier-free125

guidance and cross-attention mechanisms. Then, we discuss the detailed process of attention-guided126

image editing for mitigating inappropriate content.127

Background128

Latent Diffusion Models (LDMs) Rombach et al. (2022) generate an image latent z0 using a random noise

vector zT and textual condition p as inputs. They predict and remove artificial noise εt added to zt over T

steps, resulting in z0, which is decoded to generate the image. To facilitate this iterative denoising process,

the model predicts the noise εθ to refine the latent zt−1 from zt using the following equation:

zt−1 =
1√
αt

�

zt −
1−αt√
1− ᾱt

εθ (zt , t,P)

�

+σtε (1)

, where ᾱt is the cumulative product of denoising strength α up to timestep t, P represents the embedding129

of the text input p, and σt is the standard deviation of the added noise.130

Classifier-free Guidance131

To mitigate the amplification effect of text conditioning during the inference process, classifier-free

guidance was proposed Ho and Salimans (2022), enabling the model to interpolate between the conditional

and unconditional noise predictions:

ε̃θ (zt , t,P,∅) = g · εθ (zt , t,P)+(1−g) · εθ (zt , t,∅) (2)

, where ∅ denotes the embedding of a null text ””, and g is the guidance weight. Classifier-free guidance132

aims to balance the influence of textual conditioning to enhance the stability and semantic alignment of133

the generated images.134
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Figure 1. Example of attention maps for inappropriate images (sexual). The darker color indicates

higher attention values. All sensitive contents have been intentionally blurred.

Cross-Attention in Stable Diffusion135

Building upon the principles of LDMs, SD further refines the image generation process. One of the

key enhancements is the integration of cross-attention layers within a U-Net architecture Ronneberger

et al. (2015), which allows for more precise alignment between the textual input and the generated image

features. The cross-attention mechanism operates by integrating textual information directly into the

image generation process using query(Q), key(K), and value(V ) matrices. Specifically, Q is derived from

image features zt through learned linear transformation, while K and V are projected from the textual

embedding P using learned linear transformations. The cross-attention map is defined as:

Q =WQzt , K =WKP, V =WV P (3)

Mcross = Softmax

�

Q(K)T

√
dk

�

(4)

, where WQ, WK , and WV are learned weight matrices, and dk is the dimension of key vectors. The136

cross-attention map enables the model to highlight specific regions of an image that are closely associated137

with textual features during the generation process, thereby enhancing the fidelity and semantic coherence138

of visual representations to textual descriptions.139

Attention-guided Image Editing for Mitigating Inappropriateness140

Previous research Hertz et al. (2022); Chefer et al. (2023) has demonstrated that text-to-image diffusion141

models establish a spatial correspondence between individual words in the input prompt and specific142

regions in the generated image. This correspondence manifests through distinct attention maps for each143

word, indicating that the semantic information associated with each term can be localized to particular144

areas within the visual output. Accordingly, altering the prompt leads to corresponding changes in the145

attention maps. In particular, a recent study revealed that utilizing these variations in attention maps146

allows for edits that effectively preserve the structure and content of the original image Hertz et al. (2022).147

This relationship has enabled fine-grained control over the generated image, allowing for targeted edits148

by strategically altering the text input. Building on these insights, we propose an effective approach that149

regulates attention maps to mitigate inappropriate content in generated images. Our approach is based on150

the assumption that if a text prompt contains inappropriate words/terms, then the corresponding attention151

maps are likely to highlight regions associated with inappropriate elements. Therefore, we propose to use152

attention maps derived from inappropriate words to identify and mitigate the presence of inappropriate153

elements during image generation.154

Fig. 1 shows an illustrative example of how we manipulate attention maps to reduce inappropriateness155

in the image generation process. Let Mtext denote the attention map derived from a text prompt embedding156

Ptext , and Minappr denote the attention map derived from the embedding of inappropriate words Pinappr.157

Given an image I generated from the predicted latent z0, Mtext illustrates how Ptext influences each158

part of I . Conversely, Minappr highlights areas within I where inappropriate content is prominent, as159

indicated by higher attention values. Therefore, it can be interpreted that the residual attention map Mr,160

derived from the difference between Minappr and Mtext , specifically identifies image regions containing161

inappropriate elements. Thus, by utilizing Mr, which captures areas of higher inappropriateness, one can162

effectively create an image where inappropriate content has been mitigated.163
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Algorithm 1 Mitigating Inappropriate Concepts in Image Generation

1: Input: text prompt embedding Ptext , inappropriate words embedding Pinappr, unconditional embed-

ding ∅

2: Output: Image without inappropriateness I

3: Initial randomized latent zT ∼N (0,1)
4: for t← T, . . . ,1 do

5: if t < T − τ then

6: zt−1← DM(zt ,Ptext ,Pinappr,∅, t) {
7: Mtext , Minappr← attε(Ptext ,Pinappr,∅)
8: Mr←Minappr−Mtext

9: Mr← ReLU(Mr)
10: Mt ←Mtext −λMr

11: }
12: else

13: zt−1← DM(zt ,Ptext ,∅, t)

14: end if

15: end for

16: return I ← Generate(z0)

The pseudo algorithm is shown in Alg. 1. The core of the algorithm is an iterative denoising process164

that runs from timestep T to 1. The proposed approach leverages classifier-free guidance to generate165

high-quality images that align with the given prompts while mitigating inappropriate content. Therefore,166

for the initial input, we utilize unconditional embedding ∅ along with textual Ptext and inappropriate167

word Pinappr embeddings. The algorithm starts with a randomized latent vector zT sampled from a168

standard normal distribution. For the first few steps (determined by τ), the algorithm uses standard169

diffusion with only the text prompt, which allows the initial structure of the image to form based on170

the user’s intention (Line 13). After these steps, we apply a mechanism for inappropriateness reduction171

through Line 5-11. For this, we get attention maps for both the text prompt Mtext and the inappropriate172

words Minappr (Line 7). To reduce the inappropriateness within Mtext , we first compute a residual attention173

map Mr by subtracting the text attention from the inappropriateness attention (Line 8). Then, we apply174

ReLU activation to Mr (Line 9), which suppresses negative values, emphasizing areas where the influence175

of inappropriate content exceeds that of text prompts. Subsequently, a final attention map Mt is created by176

subtracting the residual map Mr scaled by λ from the text attention map Mtext . Here, λ modulates the177

extent of adjustment applied to Mtext . The process continues until the final denoised latent z0 is obtained,178

which is then used to generate the final image I .179

The proposed method allows for real-time filtering of inappropriate content during the generation180

process without requiring model retraining or extensive hyper-parameter tuning. It can also strike a181

balance between appropriateness and preserving the user’s original artistic intent.182

EVALUATION183

To evaluate the performance of our proposed model, we conducted both quantitative and qualitative assess-184

ments as well as a human perceptual study. In our quantitative evaluation, we validate the effectiveness185

of the proposed approach in 1) reducing inappropriate content and 2) preserving the original semantics186

in generated images. Additionally, we examine the model’s ability to reflect the context of text prompts187

in generating images. In the qualitative evaluation, we provide a series of illustrative examples that can188

demonstrate the comparative quality of images generated by our model and the baseline approaches.189

Finally, we analyze how humans perceive the appropriateness, quality, and overall impressions of the190

generated images through the result of our human perceptual study.191

Experimental Settings192

Dataset193

In this paper, we utilize the Inappropriate Image Prompts (I2P) evaluation dataset Schramowski et al.194

(2023), which is designed to assess the propensity of text-to-image models to generate inappropriate195

content. The I2P dataset consists of seven classes of images: ”illegal activity”, ”hate”, ”self-harm”,196
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Class SD SLD-weak SLD-MAX ESD-u-1 Ours

illegal activity 0.37 0.24 0.07 0.33 0.33

hate 0.39 0.25 0.10 0.29 0.34

self-harm 0.38 0.25 0.06 0.34 0.37

violence 0.41 0.32 0.15 0.39 0.38

shocking 0.50 0.39 0.15 0.39 0.48

sexual 0.22 0.11 0.04 0.15 0.19

harassment 0.31 0.24 0.08 0.29 0.27

all 0.36 0.25 0.09 0.31 0.33

Table 1. I2P evaluation results (↓). Shown are the probabilities of generated images classified as

inappropriate.

”violence”, ”shocking”, ”sexual”, and ”harassment”. The dataset includes 4,703 unique text prompts,197

retrieved from Lexica website 1. Each prompt may be assigned to at least one of the seven classes. In198

addition to these prompts, it provides essential hyper-parameters such as seed, guidance scale, and image199

dimensions for re-productibility in generating images using SD.200

Evaluation Metrics201

To evaluate the effectiveness in reducing inappropriate content, we follow the I2P test bed established202

by Schramowski et al. (2023), which integrates Q16 Schramowski et al. (2022) and NudeNet notAi tech203

(2019) classifiers. In the I2P test protocol, an image is classified as inappropriate if either classifier detects204

the presence of inappropriate content based on its respective labels. The final score of the I2P evaluation205

is calculated based on the ratio of inappropriate images detected to the total number of generated images206

per class.207

Furthermore, to evaluate how well the generated images preserve the original context, we employ208

Learned Perceptual Image Patch Similarity (LPIPS) Zhang et al. (2018). This measure quantifies the209

visual difference between the original images generated by SD and those generated using inappropriate210

content reduction methods.211

Finally, we evaluate how accurately the generated images reflect the context of the input text prompt.212

For this, we utilize CLIP score Radford et al. (2021) to measure the semantic similarity between input213

text prompts and corresponding generated images.214

Baseline215

We compare the performance of our method against SLD Schramowski et al. (2023) and ESD Gandikota216

et al. (2023) methods. Specifically, in the case of SLD, we used the ’Weak’(SLD-Weak, hereafter) and217

’Max’(SLD-Max, hereafter) versions. The SLD-Max version, with increasing aggressiveness of changes218

on the resulting image, is known to demonstrate superior efficacy in eliminating inappropriate content219

compared to the SLD-Weak. For the ESD model, we utilized the ESD-u-1 version. This model, similar to220

the proposed method, also prioritizes maintaining high similarity to the original images, while effectively221

reducing inappropriate content in the generated images.222

Implementation Details223

Our method is developed based on SD version 1.4. In our experiments, we configured the hyper-parameters224

within Alg. 1; the editing initiation τ to 0 and attention map scaling ratio λ to 0.3, with 50 denoising steps225

(T ) for attention map controls. For inappropriate words, we utilized the list of class labels from the I2P226

dataset. All generated images are of size 512 × 512, consistent across all methods, and all experiments227

are conducted on a single GeForce RTX3090 24GB GPU.228

Quantitative Results229

Inappropriateness Reduction230

Tab. 1 shows the I2P evaluation results, including scores for the seven classes and the overall score. We231

found that SLD-Max demonstrated the highest performance, substantially reducing the probability of232

generating inappropriate content by over 75% (i.e., from 0.36 to 0.09 on the overall score). In contrast,233

1https://lexica.art
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Metrics SD SLD-weak SLD-Max ESD-u-1 Ours

LPIPS (↓) - 0.40 0.43 0.25 0.18

CLIP (↑) 20.17 20.20 20.23 20.21 20.16

Table 2. Results of image similarity and text-image alignment. Our approach achieves the best

performance in image similarity, as indicated by the lowest LPIPS score. For text-image alignment,

measured by CLIP score, all models showed similar performance.

ESD and our method reduced inappropriate content by 13% (0.36 to 0.31 overall) and 8% (0.36 to 0.33234

overall), respectively. These differences in performance between SLD and ESD/Ours can be attributed to235

their distinct approach. SLD analyzes and eliminates all inappropriate elements from both text prompts236

and generated images. It achieved higher appropriateness through its inherent guidance mechanism that237

explicitly modifies the latent space, indirectly influencing the predicted noise to ensure only appropriate238

content is produced. However, the visual appearance of outputs from SLD-Weak and SLD-Max tended239

to be significantly different compared to the original image generated by SD, even though the same text240

prompt was used. Conversely, ESD and our method prioritize the preservation of the contexts of the241

original images, leading to more subtle visual alterations compared to the SLD approaches.242

Image Similarity243

Tab. 2 (1st row) shows the average LPIPS scores between images generated by SD and those generated244

by each model. Our method achieved the lowest LPIPS compared to baseline models, significantly245

outperforming SLD-Weak and SLD-Max by over 55% and 58%, respectively. This demonstrates our246

method’s effectiveness in maintaining the visual similarity with the original image. It ensures that targeted247

edits do not compromise overall image quality. In contrast, both SLD-weak and SLD-Max yielded higher248

LPIPS, which indicates that the output from the models is significantly different from the SD-generated249

images in terms of visual appearance.250

Text-Image Alignment251

Tab. 2 (2nd row) shows CLIP scores for each model. As can be seen from the table, only a slight difference252

in performance among the models was found. Specifically, the performance difference between the best253

(SLD-Max) and worst (Ours) model was a mere 0.08. This suggests that all models could generate images254

that depict textual descriptions in a similar manner, even though all the images were re-generated with the255

aim of reducing inappropriateness.256

Summary257

Our evaluation revealed that SLD-Max achieved the lowest I2P score, decreasing the probability of258

generating inappropriate content by over 75%. While our method demonstrated the highest visual259

similarity to original images as evidenced by the lowest LPIPS score, it provided only a modest reduction260

in inappropriateness from the perspective of I2P evaluation. Text-image alignment remained relatively261

consistent across all methods, with minor differences in CLIP scores, which suggests that the semantic262

relationships between the textual prompts and generated images were generally preserved across models.263

However, it is crucial to recognize the limitations of the I2P score, which relies exclusively on264

predictions from Q16 and NudeNet classifiers. This may result in an incomplete assessment, as these265

classifiers may not fully capture the subtle yet significant changes implemented by ESD and our method.266

Consequently, even when our approaches effectively mitigate inappropriate content, the I2P score might267

not accurately reflect these improvements. Fig. 3 exemplifies instances where the classifiers failed to make268

accurate predictions. In several cases, our method effectively removed or obscured inappropriate elements,269

yet the classifiers erroneously labeled these sanitized images as inappropriate. Conversely, and perhaps270

more concerningly, some original SD-generated images exhibiting clearly inappropriate content were271

misclassified as appropriate, particularly evident in rows 2-4. These false negatives highlight a critical272

gap in the classifiers’ ability to consistently identify problematic content. Furthermore, this suggests that273

our method’s efficacy in reducing inappropriate elements may be substantially underestimated by the I2P274

score. Recognizing the inherent limitations of quantitative assessments derived from automated classifiers,275

we sought a more nuanced and accurate evaluation approach. To this end, we conducted a comprehensive276

human perceptual study, which will be elaborated upon in subsequent sections.277
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Figure 2. Qualitative comparison of SLD-Weak, SLD-Max, ESD-u-1, and our approach for removing

inappropriate content. Our proposed method reduces inappropriate content more effectively than other

baseline models, while remaining visually similar to the original image generated by SD (1st column)

with minimal alterations. Best view in Color and Zoom in. All sensitive contents have been intentionally

blurred.

Qualitative Results278

To explore the effectiveness of the inappropriateness reduction methods in a more comprehensive manner,279

we present a comparison of images generated by baselines (i.e., SLD-Weak, SLD-Max, and ESD) and280

our proposed method. The examples are shown in Fig. 2. In the first column, the input text prompt and281

its corresponding images generated using SD are displayed. Each subsequent column demonstrates how282

the models mitigate the inappropriate elements present in the original image. Generally, all the methods283

successfully reduced or removed inappropriate elements from the original image; however, each method284

behaved differently.285

Our approach effectively removed inappropriate elements during image generation through attention-286

guided targeted image editing. For example, the proposed method identified inappropriate elements within287

images, such as blemishes, genitalia, cigarettes, and inflamed eyes (rows 1-4). Then, these were addressed288

by adding clothing (rows 1 and 2), removing problematic objects (row 3), and adjusting color tones (row289

4). Throughout this process, our method maintained the contextual integrity of the generated image,290

preserving key contexts such as facial appearances, backgrounds, and body posture that collectively291

constitute the overall composition of the image. Conversely, it should be noted that both SLDs and292

ESD methods tended to significantly alter the original context, resulting in the creation of entirely new293

images that bear little resemblance to the original objects and properties. Although ESD appeared to294

produce relatively closer images to the originals compared to SLD methods, it still struggles to maintain295

the original properties, often resulting in entirely different illustrations (see rows 1 and 4). Additional296

examples can be found in Fig. 4.297

As discussed in this section, our method generally demonstrated a high degree of visual similarity298

to the original images. This was desirable for maintaining image coherence/context; however, it could299

inadvertently cause classifiers to identify images as still inappropriate, despite the successful removal300

of inappropriate content. In contrast, SLD methods generated more diverse outputs that often deviate301

significantly from the original images, potentially yielding higher performance in terms of I2P scores.302

Therefore, to complement the quantitative metrics, we conducted a perceptual study to assess how actual303

users perceive the edited images. By incorporating human evaluation, we aimed to gain insights that304
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Figure 3. Examples of I2P evaluation failures. Images marked with are classified as appropriate by

the classifiers, while those marked with are deemed inappropriate. Best view in Color and Zoom in.

All sensitive contents have been intentionally blurred.

extend beyond automated quantitative evaluation.305

Perceptual Study306

For a perceptual study, we used Prolific2, an online crowd-sourcing platform designed for recruiting307

research participants. In each task, we provided participants with i) the text prompt, ii) the original image308

generated by SD, and iii) four generated images using inappropriateness reduction methods (SLD-Weak,309

SLD-Max, ESD, and Ours). We randomly selected 100 samples from the I2P dataset, with each sample310

assessed by 20 participants. Participants were asked to rank the presented generated images based on four311

criteria that closely aligned with our quantitative metrics:312

• Which image is the most similar to the Original?313

• Which image best removes inappropriate elements from the Original?314

• Which image best represents the text prompt while effectively removing the inappropriate content?315

• Which image is of the highest quality?316

Fig. 5 represents the average ranking assigned by participants for images generated by each model.317

Our method consistently outperformed others across all metrics. In terms of image consistency, as318

depicted in Fig. 5a, our method outperformed not only SLDs but also ESD, which is consistent with the319

LPIPS results. Specifically, SLD-Max yielded an average ranking of 3.13, while the proposed method320

received 1.37. Interestingly, in both inappropriateness reduction and text-image alignment, our method321

achieved superior performance and surpassed the baselines, which contrasts with the results of I2P322

evaluation and CLIP scores, respectively (Fig. 5b and 5c). Specifically, while other baselines averaged323

2https://www.prolific.com/
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Figure 4. Example images generated by original SD, SLD-Max, SLD-Weak, ESD, and our proposed

method for each class in the I2P dataset. Our method effectively reduces inappropriate content while

preserving the original image generated by SD with minimal alterations. Best view in Color and Zoom in.

All sensitive contents have been intentionally blurred.

2.67 in inappropriateness reduction and 2.68 in text-image alignment, our method achieved 2.01 and 1.97,324

respectively. It is important to note that the participants valued the effectiveness of our method in reducing325

inappropriateness from the ”original” image generated by SD. This can be interpreted that the proposed326

method is particularly useful in the interactive image generation and editing process, where users are327

allowed to iteratively manipulate images using generative AIs until they obtain their desired outputs. The328

above aspect also affected the perceived overall quality of generated images. As shown in Fig. 5d, the329
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(a) Image Similarity (b) Inappr. Reduction (c) Text Alignment (d) Overall Quality

Figure 5. Perceptual study results (↓). We report the average ranking assigned by participants for images

generated by each model across four measures.

τ

λ 0 5 10 20

0.1 0.34 0.35 0.33 0.34

0.3 0.33 0.34 0.34 0.34

0.5 0.35 0.37 0.34 0.38

0.7 0.46 0.46 0.46 0.46

0.9 0.54 0.54 0.55 0.55

Table 3. Ablations on the hyper-parameter of our proposed method using I2P score

participants favored the images generated by the proposed method the most, followed by those from SLD330

methods and ESD.331

The perceptual study yields two key findings. Firstly, unlike the I2P test protocol, human evaluators332

could discern and assess even subtle differences between images. As a result, the proposed method333

received a higher rating for inappropriateness reduction when assessed by human evaluators. Secondly,334

human evaluators reported greater text-image alignment and overall image quality when the generated335

image maintained contextual or property similarities with the original image.336

Ablation Study337

Finally, to investigate the impact of hyper-parameters in the proposed method on the overall quality and338

appropriateness of the generated images, we performed the ablation study focusing on τ and λ . Tab. 3339

and Fig. 6 demonstrate how the appearances of generated images change with different hyper-parameter340

settings. The results revealed that λ had a greater impact on I2P evaluation scores compared to τ , as341

shown in Tab. 3, primarily due to its direct control over the extent of image editing. Specifically, λ values342

of 0.1 to 0.5 demonstrated comparable effects; however, the increase of λ to 0.7 led to a notable increase343

in I2P scores, signifying diminished performance. This suggests that excessively high λ values can lead344

to over-editing, potentially corrupting the original image characteristics and causing unexpected image345

artifacts, resulting in distorted or unusual images.346

Fig. 6 provides visual evidence of the effects of varying λ and τ on the generated images. The347

figure demonstrates that as λ increases, the quality of the image diminishes, regardless of the τ value. In348

particular, at λ 0.7 and 0.9, the images exhibited significant noise and distortion, making them appear349

bizarre and causing the classifiers to perceive them as inappropriate. This is consistent with the result350

of Tab. 3 that increased λ value leads to a decrease in performance. Furthermore, we can also observe351

varying degrees of image editing depending on τ , which determines the timing of the editing initiation.352

A larger τ value allows the initial image structure to form more completely before the editing process353

begins, resulting in outputs that more closely resemble the intended original image. That is, a higher τ354

value mitigates the artifacts introduced by λ , resulting in fewer distortions.355

Therefore, the ablation study showed that careful tuning of both λ , which controls the extent of356
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Figure 6. Example of generated images with different hyper-parameter values. All sensitive contents

have been intentionally blurred.

inappropriate content removal, and τ , which controls the initiation of editing, proved crucial for achieving357

high image quality and appropriateness. The findings consistently indicated that setting τ to 0 and λ to358

0.3 resulted in the best performance across qualitative and quantitative assessments, thus we adopted this359

configuration throughout all of our experiments.360

DISCUSSION AND CONCLUSION361

In this work, we proposed an attention-guided image editing method to reduce inappropriate concepts in362

text-to-image generation. Our approach focused on eliminating inappropriate elements while preserving363

the original style/context as determined by the user. Through quantitative evaluations, we determined that364

the proposed method was comparable in terms of the CLIP score and outperformed the baselines in LPIPS.365

Although our method exhibited relatively lower performance on the I2P score, this rather highlighted366

the limitation of automated metrics as well as the trade-off between content appropriateness and image367

similarity. The perceptual study further validated our method’s efficacy, with our approach ranking highest368

across all criteria. From the perspective of end-users, our model successfully (a) removed inappropriate369

content, (b) maintained original styles, (c) accurately reflected text prompts, and (d) generated high-quality370

images simultaneously. These comprehensive results demonstrated the effectiveness of our framework in371

the iterative AI-assisted image generation process, which can further enhance the user experience.372

However, our approach still has several limitations that should be addressed in the future. While373

effective, the proposed method may struggle with highly complex scenes where inappropriate content is374

deeply embedded in intricate contexts. Additionally, the reliance on predefined hyper-parameters means375

that some manual tuning is still necessary to achieve optimal results across diverse datasets. Future376

work will focus on automating this tuning process and extending the method to handle more complex377

scenes. Furthermore, exploring more advanced attention mechanisms and integrating additional contextual378

understanding could enhance the model’s ability to identify and edit inappropriate content more precisely.379

Finally, we plan to extend our work to remove inappropriateness in videos.380
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