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the normal hearing population. To cope with this communication gap, numerous sign
languages have been developed, one of which is the Filipino Sign Language (FSL). Despite
FSL being declared as the national sign language of the Philippines, most Filipinos still do
not understand the language. Hence, machine learning techniques are leveraged to
automate the interpretation process of signed gestures and the ûeld of sign language
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ABSTRACT12

Deaf or hearing-impaired individuals have been facing problems in communicating with the normal hearing

population. To cope with this communication gap, numerous sign languages have been developed, one of

which is the Filipino Sign Language (FSL). Despite FSL being declared as the national sign language of

the Philippines, most Filipinos still do not understand the language. Hence, machine learning techniques

are leveraged to automate the interpretation process of signed gestures and the field of sign language

recognition is developed. This paper extends this field by utilizing computational topology-based methods

in performing Filipino sign language recognition (FSLR). Specifically, it aims to utilize Persistent Homology

Classification Algorithm (PHCA) in classifying or interpreting static alphabet signed using FSL. The

performance of PHCA is evaluated in comparison with widely used classifiers. Validation runs shows that

PHCA performed at par with the other classifiers considered.
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INTRODUCTION23

Deafness or hearing loss has been one of the top causes of disability. In 2018, the World Health24

Organization (WHO) estimates that there are currently around 466 million people with disabling hearing25

loss globally (Davis and Hoffman, 2019). WHO projects that by 2050, nearly 2.5 billion people will have26

some degree of hearing loss and at least 700 million people will require hearing rehabilitation. One major27

challenge faced by deaf individuals is communication, an essential component in human existence. This28

challenge prevents further development in a lot of crucial aspects including education, specifically in29

terms of performance of hearing-impaired individuals (Most, 2004) and in turn, employment (Cruz and30

Calimpusan, 2018).31

To cope with the communication gap and limited social interaction, the emergence of sign languages32

across different countries has taken place. These languages are done through hand gestures, dynamic33

movements, facial expressions, body motion, and palm orientation to portray the corresponding meaning34

of the signed gesture more effectively (Rivera and Ong, 2018). Sign languages have been very effective35

in addressing communication barrier and thus, has been one of the primary means of communication36

for the deaf community. In the Philippine context, FSL is declared as its national sign language which37

highlights the recognition, promotion, and support to FSL in all transactions. Despite this, there is still38

a lack of formal implementation of such programs, furthering the gap between the normal hearing and39

hearing-impaired population in the country.40

Sign language interpreters are individuals who translate signed gestures into words or phrases and41

vice versa. Their help is of great importance to bridging this gap issue. However, with the limited number42

of expert sign interpreters, there is still a need for better solutions. Hence, many researchers leveraged43

the use of machine learning (ML) techniques to automate the interpretation or recognition process of44

signed gestures, leading to the development of the research field called Sign Language Recognition (SLR).45
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Often, SLR studies focus on vision-based and sensor or glove-based approach. However, there is a limited46

number of SLR studies focusing on FSL (Cabalfin et al., 2012; Montefalcon et al., 2023, 2021; Oliva et al.,47

2018; Rivera and Ong, 2018; Sandjaja and Marcos, 2009), even less on studies that recognize dynamic48

FSL or dataset of FSL that captures motion [citations]. These limitations what this paper tries to address.49

Topological data analysis (TDA) is a newly emerging field that harnesses techniques from computa-50

tional topology to analyze data. It makes use of these concepts to extract shape or topological features,51

usually via Persistent Homology (PH), which is important for ML problems. A survey is conducted52

by Hensel et al. (2021) to review and synthesize the current state of the fuse of TDA and ML. The53

authors divided some of these applications into two parts: extrinsic and intrinsic approach. Extrinsic54

topological approach utilizes PH to obtain a representation of data in the form of persistence diagrams.55

These diagrams are converted into features, using either vector-based or kernel-based representations,56

which are then fed into the common ML models. On the other hand, intrinsic topological approach57

incorporates TDA in the ML model itself. This approach either includes topological information into the58

design of the model or applies topology to study and improve the model. One example of the intrinsic59

approach is the development of the novel supervised classifier called Persistent Homology Classification60

Algorithm (PHCA).61

PHCA has been implemented on different variants of datasets and have shown to perform at par if62

not better than the majority of classical classifiers including Support Vector Machines (SVM), Linear63

Discriminant Analysis (LDA), K Nearest Neighbors (KNN), Classification and Regression Trees (CART),64

and Random Forest (RF). This study aims to extend the capabilities of the topology-based classifier by65

using FSL alphabet as datasets. Specifically, this paper aims to utilize PHCA to classify 10,800 images of66

FSL alphabet. Features are extracted using MediaPipe Hands (Zhang et al., 2020), a pipeline that detects67

and tracks the coordinates of certain landmarks of the hands.68

The remainder of this paper is organized as follows. Section 2 presents related studies focusing on69

FSLR, revealing current state of the FSL. Section 3 elaborates on the important methods and techniques70

used in the study. Section 4 provides the presentation of results and discussion on these findings. Finally71

Sections 5 and 6 highlights the conclusion, some recommendations, and possible further researches of the72

authors on FSLR.73

RELATED WORKS74

The Philippine Deaf Research Center and the Philippine Federation of the Deaf states that the main75

components to extract from sign languages are hand shape, hand location, palm orientation and movements,76

and non-manual signals such as facial expressions (Center and of the Deaf, 2004). These components are77

the highlight of the feature extraction techniques being used in SLR. The two main established approach78

for SLR are sensor-based and visual-based. A hybrid approach is also being developed recently but will79

not be discussed in this paper due to limited FSLR works on it. Research works that do not use FSL as80

datasets are explored but are not discussed in this section.81

Sensor-based approach82

Rivera and Ong (2018) focused on classification of non-manual signals, i.e. grammatical and affective83

facial expression, of sentences signed by 5 deaf individuals using FSL. The data were collected using84

Microsoft Kinect v2 sensor which captures the location, movement, and audio using its depth sensor,85

color camera, infrared (IR) emitter, and microphone array. The data collected is in the form 3D videos.86

The features that were collected include the face orientations, shape units, and animation units which87

capture the movements of the eyes, eyebrows, mouth, nose, and head. Classification is performed using88

Support Vector Machine and Artificial Neural Networks and obtained the highest accuracy of 87% on the89

emotion classes. Further improvements can be made such as increasing the number of data points used90

for training and validation. In another paper (Oliva et al., 2018), Kinect sensor is also used to classify91

FSL signed words. The sensor is used to obtain the location of selected body joints in the Cartesian92

and Spherical coordinate system. The features are classified using Dynamic Time Warping and Support93

Vector Machine which obtain a peak accuracy of 95%, recall of 95%, and precision of 95.89%. As of the94

researcher’s review, these papers are the only sensor-based approach to FSL studies, hence a potential for95

further expansion of the field.96
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Visual-based approach97

Visual-based is the most commonly used approach for performing SLR as it requires no external devices98

except for a camera that captures image or video feed of sign gestures. This approach mainly utilizes99

computer vision techniques which obtain useful information from visual inputs. However, image or100

video data are more susceptible to noise, making it more challenging for classification. Sandjaja and101

Marcos (2009) maximizes the advantages of sensor-based approach for video classification by capturing102

signers using a color-coded glove. The authors used 5000 FSL numbers, extracting the fingers position103

relative to the thumb as their features, and classifying them using Hidden Markov Model. The highest104

average accuracy obtained in their work is 85.52%. A different approach is performed for classifying105

10,000 image-formatted FSL numbers in (Montefalcon et al., 2021). Classification is implemented on the106

images preprocessed with and without Gaussian Blur. Results show that preprocessing with this technique107

improves the result. The authors implemented classification using two ResNet models, ResNet-18 and108

ResNet-50. They concluded hat ResNet-18 leads to over-fitting, having excellent results on the training109

but not on the validation set. The best obtained accuracy in the paper is 92% and 86.7% on the training110

and validation set using their fine-tuned ResNet-50 model.111

However, normal day-to-day conversations require words or phrases to communicate better. With this,112

Cabalfin et al. (2012) utilized a Manifold Projection approach in performing classification on 72 common113

FSL signs. From the training set, reference manifolds are created using the Isomap algorithm. Then, these114

are used for comparison on the validation set and selection of the closest manifold is done using Dynamic115

Time Warping and Longest Common Subsequence with 89% as the highest obtained accuracy. A more116

recent take on this is done by Montefalcon et al. (2023) whose objective was to classify 15 Filipino117

phrased formatted as video. The author maximized MediaPipe Holistic, an open-source pipeline that118

captures landmarks coordinates of the human body from images or videos. The paper highlights the use119

of deep networks, particularly Long-Short Term Memory (LSTM) and ResNet Convolutional Neural120

Networks. The authors concluded that LSTM performed better, achieving an accuracy of 94%. Using the121

better performing classifier, feature importance analysis is implemented. Here, isolation of the eyebrows,122

eyes, and mouth landmarks is done, and the classification performance is checked whether improvements123

is observed by excluding some or all of these isolated features. Their results show that these features124

significantly reduced classification accuracy and hence are important features in SLR.125

METHODS126

This section presents the discussion of the development of the FSLR system using PHCA and other127

classifiers. Details on data description, data preprocessing and preparation, and the implementation of the128

PHCA are elaborated.129

Data Description130

The dataset used in this paper is published by Porton (2023). The dataset consists of images of hands131

signing letters of the FSL Alphabet. This paper only considers static signs, hence omitting the letters J132

and Z. Each image is of dimension 300 pixels × 300 pixels × 3 channels.133

Data Preprocessing and Preparation134

Data preprocessing focuses on extracting the important features from the dataset which will be useful for135

classification. In this section, we discuss the actual preprocessing step and the data preparation process.136

The framework of the procedures involved in these stages is shown in Fig. 1.137

The preprocessing and preparation stage can be summarized into the following parts.138

1. Feature Extraction: The feature extraction process mainly utilized the MediaPipe Hands pipeline.139

The pipeline essentially extracts the 3D coordinates of certain landmarks tracked from the hand in140

the image.141

2. Data Splitting: Once data preprocessing is performed, data preparation is implemented. The142

first part of this is to split the data into training and testing. Here, five-fold cross validation is143

implemented.144

3. Feature Standardization: The data points are then scaled using the Standard Scaler technique. It145

follows from the standard normal distribution which makes the mean across data points of each146

feature vector equal to 0 and scales the data to unit variance.147
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Figure 1. Illustration of the framework of the data preprocessing and data preparation stages.

MediaPipe Hands148

MediaPipe Hands is a pipeline whose structure involves a palm detection model and a hand landmarker149

model. The palm detection model reduces the complexity by estimating first a bounding box on the150

palm(s). Precise keypoint localization is then implemented using the hand landmarker model to extract151

the 21 3-dimensional hand-knuckle coordinates. Figure 2 presents all hand landmarks detected by the152

pipeline. Specifically, each landmark consists of the x and y coordinates and the z-value representing the153

depth with respect to the camera.154

Figure 2. Hand landmarks detected by MediaPipe Hands pipeline.

Five-fold Cross Validation155

The five-fold cross validation is a procedure that divides the data into five folds wherein each fold consists156

of almost the same number of data points. Each validation then allows to split the data into 80:20 train-test157

ratio. In the first validation, the first fold is considered as the test set while the model is trained using the158

second to fifth folds. In the second validation, the second fold is considered as the test set and the training159

set consist of the first and third to fifth folds. This is done until the fifth validation in which the fifth fold160

is considered as the test set while the first four folds are the training set. This procedure ensures that161

each data point is considered as part of the training and test sets of the model. The specified performance162

metrics are then averaged across these five validations.163
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Classification164

The preprocessed and prepared data is now classified using PHCA and other classical classifiers namely165

LDA, SVM, KNN, CART, and RF. In line with the structure of five-fold cross validation, each run of166

validation implies a unique training and testing of the models and classification results. Specifically for167

each validation, the PHCA and other models are trained using the training set consisting of the folds168

determined by the validation index. Then, the classifiers are validated using the test set also determined169

by the validation index. The results of this validation are the precision, recall, f1-score, and specificity170

values for each class considered. The overall accuracy across all is also obtained.171

Persistent Homology172

Persistent Homology (PH) is a method widely used in Topological Data Analysis (TDA), a growing173

field of research that incorporates tools and techniques from topology in analyzing data. PH can be174

used for determining invariant features or topological properties of a space of points that persist across175

multiple resolutions (Carlsson, 2009; Edelsbrunner and Harer, 2008). These invariant features capture the176

qualitative properties of data due to their sensitivity to small changes in the input parameters, making PH177

favored by researchers. PH application extends to different data types such as point clouds, images, time178

series, etc. In this paper, we focus on the computation of PH on point clouds.179

A point cloud (X ,d) represents a finite set of points X together with a distance function d. The usual180

assumption is that X is sampled from an underlying topological space S. However, describing the topology181

of S based on sample points of X is not easy. This is where PH can be used.182

In computing PH, X undergoes a filtration process, converting the point cloud into a nested sequence183

of simplicial complexes. A visual description of this process is presented in Fig. 3. This is done by184

defining a non-negative real number ε that serves as a parameter to thicken X . We denote the thickened185

point cloud corresponding to the parameter ε as Xε . As the value of ε increases, simplices are added to186

the complexes, and a sequence of nested simplicial complexes is formed.187

Figure 3. Illustration of a filtration of a point cloud into a nested sequence of simplicial complexes with

K1 ¦ K2 ¦ . . .¦ K5.

Adding new simplices to the complexes can be done using a variety of ways. In this paper, Vietoris-188

Rips (VR) complex is used. In VR complex, two points xi and x j, each of which are initially 0-simplex,189

are connected when the distance d(xi,x j)f 2ε . This forms a 1-simplex or a line segment. Adding another190

point xk that satisfies d(xi,xk)f 2ε and d(x j,xk)f 2ε forms a 2-simplex or a triangle. Adding another191

point xl that satisfies d(xa,xl) f 2ε for a = i, j,k forms a 3-simplex or a tetrahedron, and so on. It is192

worth noting that the parameter ε is the only parameter changing in this filtration process. The addition of193

simplices depends on this ε value and the distances of 0-simplices from one another.194

In each filtration step, the homology groups are extracted. These are invariant features of a topological195

space that provide important information and can be computed algebraically. The homology of the196

underlying topological space S can be approximated by the homology of the simplicial complexes derived197

from X .198

For this, suppose K is a finite simplicial complex and K1 ¦ K2 ¦ . . .¦ Kr = K is a finite sequence of199

nested subcomplexes of K. Here, K is called a filtered simplicial complex and the sequence {K1,K2, . . .}200

is the filtration of K. The homology of each of the subcomplex can be computed as follows. For each201

p, the inclusion maps Ki ³ K j induce F2-linear maps ∂
j

i : Hp(Ki)³ Hp(K j) for all i, j * 1,2, . . . ,r with202

i f j. It follows from functoriality that ∂
j

k ç∂ k
i = ∂

j
i for all i f k f j.203

Now suppose Ks is a subcomplex in the filtration or a filtered complex at time s. We define the k-th

cycle group of Ks as Zs
k = Ker∂ s

k and the boundary group of Ks as Bs
k = Im∂ s

k+1. Then, the k-th homology
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group of Ks is given by

Hs
k =

Zs
k

Bs
k

=
Ker∂ s

k

Im∂ s
k+1

Consequently, for p * {0,1,2, . . .}, the p-th persistent k-th homology group of K given a subcomplex Ks

is

H
s,p
K (K,Ks) = H

s,p
k (K) =

Zs
k

Bs
k +Zs

k

=
Ker∂ s

k

Im∂ s
k+1 +Ker∂ s

k

and the p-th persistent k-th Betti number β
s,p
k of Ks is the rank of H

s,p
k .204

Simply, for each nonnegative integer p, there exists a p-th homology group Hp(Xε) representing205

Xε . The 0-th dimensional, 1-dimensional, and 2- dimensional homology groups gives the connected206

components, holes or tunnels, and voids, respectively. These algebraic structures are homotopy invariant,207

meaning they do not change when the space undergoes bending, stretching, or other deformations, making208

them ideal as representation of data.209

The result of obtaining the homology of the filtered complexes can be represented using a persistence210

diagram or barcode. Example of some filtration process and their corresponding diagrams and barcodes211

are show in Fig. 4. These representations show the appearance (birth) and disappearance (death) of212

intrinsic topological features, such as homology groups and Betti numbers. In other words, these birth213

and death values represent the filtration index (or the parameter ε) at which the topological feature214

appear or disappear, respectively. The lifespan or duration of these topological properties are essential215

for the qualitative analysis of the topology of the data. Shorter lifespan are often associated with noise216

while longer ones are the important topological features. This lifespan parameter will be essential for217

the development of the topology-based classifier PHCA. For a more comprehensive discussion of the218

computation of PH, the reader is referred to Edelsbrunner and Harer (2008).219

Figure 4. Point clouds and their corresponding persistent diagrams and barcodes obtained using

persistent homology with Vietoris Rips filtration. A persistent 1-dimensional hole can be observed for the

circle point cloud. Meanwhile, there is a persistent 2-dimensional hole (or void) observed for the sphere

point cloud.

Persistent Homology Classification Algorithm220

The application of PH in machine learning tasks has been one of the many focuses of many studies in221

recent years . In (Hensel et al., 2021), a survey is conducted to review and synthesize the current state of222

the fuse of TDA and machine learning, to which the authors termed as Topological Machine Learning.223

They divided some of these application into two parts: extrinsic and intrinsic approach.224

Extrinsic approach uses topological methods, such as PH, in extracting topological properties which225

are used as representation of data in the form persistence diagrams. The diagrams are converted into226

features, using either vector-based or kernel-based representations, which are then fed into the common227

machine learning models.228
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On the other hand, the intrinsic approach incorporates TDA in the machine learning model itself. This229

approach either includes topological information into the design of the model or applies topology to study230

and improve the model. An example of this intrinsic approach is the developed novel supervised classifier231

PHCA (De Lara, 2023).232

a. Persistent Homology of a Point Cloud233

Let X be a point cloud. Computing the PH of X implies that the point cloud undergoes filtration234

and the topological properties of X are recorded and visualized using either a persistence diagram235

or barcode. Alternatively, this result can be represented using an n×3 matrix and will be denoted236

as the persistence P(X). The number of rows n represents the number of topological features237

or the total number of 0-dimensional holes, 1-dimensional holes, 2-dimensional holes, and so238

on, depending on the defined maximum dimensions that can be detected during the filtration.239

For PHCA, the maximum dimensions maxdim used is 0. Meanwhile, the first, second, and third240

column entries of the q-th row of P(X) represents the dimension, birth, and death times of the q-th241

topological feature in the filtration of X , respectively.242

Note however that the filtration process cannot be performed in an infinite duration of time. Hence,

a maximum scale, denoted as maxsc, must be defined. Scale in this context represents the ε value

or the distance threshold. In practice,

maxsc =
1

2
maxx,y{d(x,y)}

is used where d(x,y) is the distance of any two points x,y with x ;= y of the point cloud.243

b. Training and Classifying using PHCA244

Suppose X is the training dataset consisting of m-dimensional data points categorized into k distinct245

classes. More specifically, suppose that X = X1*X2* . . .*Xk where each Xi is the set of data points246

in class i for i = 1,2, . . . ,k. We note that Xi +X j for i ;= j implying that no two classes contains the247

same data point. Introduced with a new data point α , we want to determine which class does this248

point belong to.249

The training process of PHCA involves computing for the persistence of each class, P(Xi) for250

i = 1,2, . . . ,k. Then, the model measures the topological effect of introducing α to each of these251

classes. For this, the model defines Yi = Xi *{α} and compute for P(Yi) for i = 1,2, . . . ,k. This252

process records the changes in PH between Xi and Yi for i = 1,2, . . . ,k. The new data point is253

classified to the class which results in the minimum change in PH. This change is measured using254

the score function discussed in the next section.255

c. Score Function for PHCA256

After training the PHCA model, scoring each of the classes is necessary to choose which class

does the new data point α belongs. For this, the model computes for Score(Xi) for i = 1,2, . . . ,k

and compare their results. Recall that the PH of a point cloud can be represented as an n× 3

matrix where n represents the number of topological features and the three columns represent the

dimension, birth, and death of each topological feature, respectively. From here, we define the

lifespan of the q-th topological feature as

lq = dq 2bq

where bq and dq are the birth and death times of the q-th topological feature, respectively. Then, we

can define the score function as

Score(Xi) =

�

�

�

�

�

∑
q*P(Yi)

lq 2 ∑
q*P(Xi)

lq

�

�

�

�

�

or the absolute difference of the total sum of lifespan of P(Yi) and the total sum of lifespan of

P(Xi). The new data point α is then classified into the class which satisfies

argmin
"i

{Score(Xi)}
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"a filtration is constructed usiing the point cloud"

This method will work well when the new point cloud \alpha is not far away from the X_i it "should" correspond to. However, this can be troublesome when \alpha is not well-aligned with the X_i.

Consider this: you have 10 classes to choose from and an \alpha point cloud with the exact same points as X_4. However, when you union \alpha and X_4 in your evaluation, each point of \alpha is 100 units away from each corresponding point of X_4. Thus, when you compute the persistence diagrams of \alpha \cup X_4, the diagrams will look radically different than the persistence diagrams of X_4. How will you determine that \alpha should be classified as a 4 then?

Perhaps you handled this in your experiment, but it needs to be explained.

how do you ensure you align the q-th topological features across the different images of the same hand-signal? How do you ensure that the rows the topological features appear in do not switch from one image to the other?


This score is only reliable when \alpha is well-aligned with the the true X_i it is hoped to go with.



Performance Evaluation257

To evaluate the performance of the classifiers, five evaluation metrics are obtained. The values of these258

metrics rely on the confusion matrix corresponding to the predicted classes.259

a. Confusion Matrix260

The confusion matrix is a square matrix representing the true and predicted labels or class of261

the validation or test set. For each element ai, j of the matrix, this represents the total number of262

instances that belongs to class i and are predicted to be in class j. From this matrix, the following263

terms are defined.264

• True Positive (TP) - number of instances where the classifier predicts observation under class265

k to belong to class k.266

• True Negative (TN) - number of instances where the classifier predicts observation not under267

class k to not belong to class k.268

• False Positive (FP) - number of instances where the classifier predicts observation not under269

class k to belong to class k.270

• Fale Negative (FN) - number of instances where the classifier predicts observation under271

class k to not belong to class k.272

b. Classification Report273

From these values, we obtain the five metrics, namely, precision, recall, f1-score, specificity, and274

accuracy. This comprises of the classification report obtained from the prediction of the model.275

The first four are obtained for each class while the latter is obtained for the entire test classes. Th276

description of these metrics are provided in the following:277

• Precision describes exactness.

precision =
T P

T P+FP

• Recall or Sensitivity describes completeness.

recall =
T P

T P+FN

• F1-score describes the combination of Precision and Recall. It is defined as the harmonic

mean of the two metrics.

f 1score =
2× precision× recall

precision+ recall

• Specificity describes the ability of the classifier to predict observations not belonging to a

class.

speci f icity =
T N

T N +FP

• Accuracy describes the ratio between the number of correct predictions to the total number

of predictions made.

accuracy =
T P+T N

T P+T N +FP+FN

8/12PeerJ Comput. Sci. reviewing PDF | (CS-2024:04:99720:0:0:NEW 24 Apr 2024)

Manuscript to be reviewedComputer Science

The



Comparison of Evaluation Metrics278

To compare the performance of PHCA with the performance of the other classifiers in terms of the five

evaluation metrics, Nemenyi test is implemented. It serves as a post-hoc test for the implementation

of Friedman test, a non-parametric equivalent of the repeated-measures ANOVA (Demšar, 2006). The

null hypothesis for the Friedman test states that all classifiers are equivalent. If this is rejected, then

pairwise comparison of the classifiers is done using Nemenyi test. The performance of two classifiers is

significantly different if the corresponding average ranks differ by at least the critical difference

CD = qα

�

k(k+1)

6N

where k is the number of classifiers, N is the number of datasets, and qα are based on the Studentized279

range of statistic divided by
:

2. The threshold value α used in this paper is 0.05.280

Comparison of Predictive Accuracy281

In comparing for the accuracy obtained by the classifiers, the authors implemented McNemar’s test, a282

non-parametric test used to analyze statistical difference on the performance of two classifiers. According283

to Demšar (2006) citing Dietterich, McNemar’s test on misclassification matrix is fit for the case where284

running the classifier multiple times is inappropriate. After the classifier has trained on the train set, a285

contingency table can be constructed from the predictions made by two classifiers on the test set. The null286

hypothesis in implementing this test is that the two classifiers have the same error rate. The threshold287

value α used in this paper is 0.05.288

RESULTS AND DISCUSSION289

Figure 5 presents the average precision, recall, f1-score, and specificity across the 24 letters or classes290

obtained by PHCA and the other five classifiers while Fig. 6 shows the corresponding overall accuracy.291

Here we see that PHCA joined SVM with the 2nd highest value obtained for the average precision,292

outperformed by RF by approximately 1%. The same results can be observed for the average recall and293

f1-score for all classifiers. Meanwhile, all models performed well in terms of average specificity, each294

obtaining a value of 100%. The most accurate classifier for the FSL Alphabet dataset is RF, followed both295

by PHCA and SVM, then by KNN. The least accurate classifier is CART.296

Comparison of Evaluation Metrics297

All performance evaluation metric values, including the metric values from each of the 24 classes, obtained298

by PHCA and the other five classifiers are compiled and compared using Friedman test and Nemenyi test299

as a post-hoc analysis. Since the resulting p-value of the Friedman test is 1.01×10227 which is less than300

α = 0.05, then there is at least one classifier with a significant different mean of performance evaluation301

metric from another classifier. Table 1 then presents the Nemenyi table corresponding to the post-hoc302

analysis implemented on the results. It shows that PHCA, SVM, and RF have a significantly equal mean303

of performance metrics but significantly different from that of KNN, LDA, and CART. This suggests304

that PHCA performed similarly with the other two best performing classifiers in terms of all evaluation305

metrics, RF and SVM. It also shows that these three classifiers performed better than KNN, LDA, and306

CART.307

Table 1. Nemenyi table for the comparison of performance of the classifiers.

PHCA
KNN

RF
SVM

LDA
CART

PHCA 1

KNN 0.0014 1

RF 0.9000 0.0010 1

SVM 0.9000 0.0011 0.9000 1

LDA 0.0015 0.9000 0.0010 0.0012 1

CART 0.0010 0.0010 0.0010 0.0010 0.0010 1
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Since the thrust of this paper is not just a comparison of PHCA with other ML methods on the FSL data set, I think it would be a valuable addition to include a deeper investigation into why PHCA performed well and why it didn't. This is especially important in light of my earlier comments about the methodology neglecting the possibility of two of the same hand-signals producing vastly different persistence diagrams when unioned together if one hand-signal was in a different orientation that the other.

Please add a figure and some exposition around which hand signals the PHCA method misclassified the most (in terms of raw numbers and in terms of percentage out of the the test sets). For example, it would be helpful to know that when you use PHCA with maxdim=0, you misclassify the "O" hand-signal the most frequently (perhaps because H_1 classes are not considered). 
I believe this would make a valuable addition to the paper and highlight the strenths and weaknesses of PHCA for sign language classification.



Figure 5. Barplot of the average precision across classes of PHCA and the five other classifiers.

Figure 6. Barplot of the overall accuracy of PHCA and the five other classifiers.
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Comparison of Predictive Accuracy308

The authors implemented McNemar’s test to perform pairwise comparison of the overall accuracy obtained309

by PHCA with another classifier. The p-values of the tests are tabulated in Table 2. Since the p-value for310

the PHCA-SVM comparison is approximately 0.614 which is greater than α = 0.05, it suggests that the311

predictive accuracy of the two models have the same error rate, hence similar performance. On the other312

hand, the PHCA-KNN, PHCA-LDA, and PHCA-CART comparisons show p-values significantly less313

than α = 0.05, implying that there is a significant difference in error rates between PHCA and the other314

three models. Meanwhile, the PHCA-RF comparison shows a p-value less than α = 0.05, indicating315

significant difference in error rate of the two models. But a closer examine of the contingency table316

corresponding to this test (shown in Table 3) shows that RF outperformed PHCA, having exclusively317

making 188 correct predictions while PHCA having only 110, hence the difference in predictive accuracy.318

Table 2. McNemar test of the predictive accuracy of PHCA and another classifier.

KNN RF SVM LDA CART

p-value 2.72 ×10216 6.23 ×1026 6.14 ×1021 8.87 ×10225 9.89×10255

Table 3. Contingency table obtained from McNemar’s test corresponding to the predictive accuracy

comparison of PHCA and RF.

RF

Correct Wrong

PHCA
Correct 7099 110

Wrong 188 115

CONCLUSIONS319

In this study, a novel topology-based classifier called PHCA is utilized to classify images of signed320

alphabet using FSL. The authors focused on static signs, considering only the 24 letters of the alphabet,321

excluding letters J and Z. The performance of PHCA in terms of precision, recall, f1-score, specificity,322

and accuracy is compared with widely used classifiers such as SVM, LDA, KNN, CART, and RF. Results323

show that in all metrics, the top 3 classifiers are RF, SVM, and PHCA with values significantly similar.324

Comparison of evaluation metrics obtained by the classifiers is done using Nemenyi test. It shows further325

that RF, SVM, and PHCA have a significantly equal mean of performance metrics but significantly326

different from the other three classifiers. This implies that PHCA performed at par with the other two327

best performing classifiers, RF and SVM, and better than the least performing ones. Comparison of328

predictive accuracy is also implemented using McNemar’s test which reveals the outperformance of329

PHCA against KNN, LDA, and CART and the similar performance of the model against SVM in terms330

of accuracy. It also reveals that RF outperformed PHCA in terms of accuracy. Regardless, PHCA have331

shown excellent performance in terms of classifying images of FSL alphabet with an accuracy of 96%.332

Further explorations on the applications of PHCA, and TDA in general, to dynamic FSLR could be done.333

Real-time FSLR system could also be developed by optimizing the computation process of PH.334
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I believe that you have overfit your data not just with PHCA but with the other methods as well. Generalizability was not the goal of this study, so this is ok but that should be acknowledged in the conclusion. Further, you only used the H_0 persistence pairs and not the H_1 and H_2 (which would give information on loop structures such as making the letter "O"). This is another avenue of future research that should be mentioned here.

Please offer some insight for future directions to explore how to also classify the letters J and Z using the PHCA with ML approach.
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