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The Tax Service Oûce, a division of the Directorate General of Taxes, is responsible for
providing taxation services to the public and collecting taxes. Achieving tax targets
eûciently, while utilizing available resources, is crucial. To assess the performance
eûciency of decision-making units (DMUs), Data Envelopment Analysis (DEA) is commonly
employed. However, ensuring homogeneity among the DMUs is often necessary and
requires the application of machine learning clustering techniques. In this study, we
propose a three-stage approach: Clustering, DEA, and Regression, to measure the
eûciency of all tax service oûce units. Real datasets from Indonesian tax service oûce
units are used, with conûdentiality strictly maintained. Unlike previous studies that
considered both input and output variables, we focus solely on clustering input variables,
as it leads to more objective eûciency values when combining the results from each
cluster. The results revealed three clusters with a silhouette score of 0.304 and Davies
Bouldin Index of 1.119, demonstrating the eûectiveness of Fuzzy C-Means clustering. Out
of 352 DMUs, 225 or approximately 64% were identiûed as eûcient using DEA
calculations. To measure the eûciency of newly added dynamic data, we propose a
regression algorithm as DEA can only handle static data. The optimization of multilayer
perceptrons using Genetic algorithms reduced the Mean Squared Error by about 75.75%,
from 0.0144 to 0.0035. Based on our ûndings, the overall performance of tax service
oûces in Indonesia has reached an eûciency level of 64%. These results show a
signiûcant improvement over the previous study, in which only about 18% of oûces were
considered eûcient. The main contribution of this research is the development of a
comprehensive framework for evaluating and predicting tax oûce eûciency, oûering
valuable insights for performance improvements.
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ABSTRACT13

The Tax Service Office, a division of the Directorate General of Taxes, is responsible for providing taxation

services to the public and collecting taxes. Achieving tax targets efficiently while utilizing available

resources, is crucial. To assess the performance efficiency of decision-making units (DMUs), Data

Envelopment Analysis (DEA) is commonly employed. However, ensuring homogeneity among the DMUs

is often necessary and requires the application of machine learning clustering techniques. In this study,

we propose a three-stage approach: Clustering, DEA, and Regression, to measure the efficiency of all tax

service office units. Real datasets from Indonesian tax service offices were used while maintaining strict

confidentiality. Unlike previous studies that considered both input and output variables, we focus solely

on clustering input variables, as it leads to more objective efficiency values when combining the results

from each cluster. The results revealed three clusters with a silhouette score of 0.304 and Davies Bouldin

Index of 1.119, demonstrating the effectiveness of Fuzzy C-Means clustering. Out of 352 DMUs, 225

or approximately 64% were identified as efficient using DEA calculations. To measure the efficiency of

newly added dynamic data, we propose a regression algorithm as DEA can only handle static data. The

optimization of multilayer perceptrons using Genetic algorithms reduced the Mean Squared Error by about

75.75%, from 0.0144 to 0.0035. Based on our findings, the overall performance of tax service offices in

Indonesia has reached an efficiency level of 64%. These results show a significant improvement over the

previous study, in which only about 18% of offices were considered efficient. The main contribution of

this research is the development of a comprehensive framework for evaluating and predicting tax office

efficiency, offering valuable insights for performance improvements.
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INTRODUCTION33

The taxation sector in Indonesia plays a crucial role, being the primary contributor to state revenue.34

In 2022, revenue from taxation amounted to IDR 2,034.54 trillion, accounting for 77.5% of total state35

revenue (Ministry of Finance of the Republic of Indonesia, 2023). However, the tax ratio remains relatively36

low at 10.1% of the gross domestic product, which is lower than the average tax ratio of Asia Pacific37

countries (19%) and the OECD tax ratio (33.5%) (OECD, 2022). To improve the tax ratio, the Indonesian38

government has consistently pursued policies aimed at increasing tax revenue, as evidenced by the annual39

increment in tax revenue targets. For instance, the tax target rose from IDR 1,199 trillion in 2020 to40

IDR 1,718 trillion in 2023 (DGT, 2021). Despite this drive for higher tax revenue, the growth of human41

resources in the taxation sector has not kept pace. In recent years, the number of tax employees has42

declined, with figures dropping from 46,607 in 2019 to 45,315 in 2022 (DGT, 2020). This results in43

a low ratio of employees to taxpayers (1:7,742), far below the average ratio seen in OECD member44

countries (1:1,657) (DGT, 2020). Addressing this situation requires the Directorate General of Taxes,45
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responsible for tax collection, to function effectively and efficiently with existing resources. Their vision46

of becoming a trusted partner in national development through efficient, effective, integrity-based, and47

fair tax administration becomes paramount in achieving the increased revenue target (DGT, 2020).48

The commonly employed method for assessing the efficiency of various institutions is Data Envelop-49

ment Analysis (DEA). This technique evaluates the efficiency of work units that utilize multiple inputs50

to achieve desired outcomes. DEA finds extensive application in measuring the performance of diverse51

entities, including banks, companies, governments, research institutions, and hospitals. It is considered a52

nonparametric estimation method for assessing the relative efficiency of these entities (Zhang et al., 2022).53

Originally introduced by Charnes, Cooper, and Rhodes in 1978, DEA has become widely recognized as a54

modern and valuable tool for efficiency measurement (Rostamzadeh et al., 2021). In recent years, there55

has been a significant upsurge in publications concerning the theory and application of DEA (Emrouznejad56

and Yang, 2018). Several studies have employed DEA to evaluate the efficiency of tax agencies in various57

regions, such as Spain (González and Rubio, 2013), OECD countries (Alm and Duncan, 2014), Brazil58

(De Carvalho Couy, 2015), Taiwan (Huang et al., 2022), and African countries (ATAF, 2021). In the59

context of Indonesia, the efficiency of tax service offices has been examined in several instances, including60

the East Java Regional Office (Triantoro and Subroto, 2016), all tax service offices in 2011 (Suyanto and61

Saksono, 2013), and 2012 (Fadhila, 2014).62

In the context of DEA, an important concern is the need for homogeneity among the decision-making63

units (DMUs) being measured (Omrani et al., 2018), However, existing DMUs often lack this homogeneity64

(Razavi Hajiagha et al., 2016), necessitating a method to maintain uniformity within the DMU population.65

To address the issue of DMU heterogeneity, researchers have explored clustering as a solution. Some66

studies have combined machine learning and DEA methods to evaluate the efficiency of hospitals (Omrani67

et al., 2018) and banks (Razavi Hajiagha et al., 2016). These studies utilize machine learning algorithms68

to cluster DMUs into homogeneous groups based on input and output variables.69

Another weakness of DEA is its inability to calculate or predict the efficiency value of new data70

(Zhang et al., 2022). Researchers have sought to overcome this limitation by integrating DEA with71

machine learning regression algorithms in various domains, including manufacturing companies (Zhu72

et al., 2021), carbon emissions (Zhang et al., 2022), and bank efficiency in China (Dalvand et al., 2014).73

In such studies, machine learning algorithms are used to predict the efficiency value of new dynamic data74

after DEA generates the static efficiency value. The static efficiency score serves as training and testing75

data for the regression machine learning algorithm.76

To address the heterogeneity problem and the limitation of DEA in measuring dynamic efficiency77

against new data, researchers have undertaken studies that integrate machine learning and DEA method-78

ologies. Some of these studies focused on clustering, measuring, and predicting the efficiency value of79

poultry farming companies in Iran (Rahimi and Behmanesh, 2012) and the performance of companies80

in the Tehran stock market (Rezaee et al., 2018). In these investigations, machine learning algorithms81

were employed to initially cluster the DMUs, then DEA was used to calculate static efficiency values,82

and regression techniques were applied to predict dynamic efficiency values for new data. However, it is83

important to note that these studies clustered all input and output variables together.84

This paper aims to measure the efficiency value of all tax service offices in Indonesia in 2022 via85

DEA and machine learning through three stages. The first stage uses machine learning to cluster DMUs86

to overcome heterogeneity issues. In this stage, clustering has been performed only on input variables to87

objectively quantify the efficiency value. The second stage is measuring the static efficiency value via88

the DEA method. The third stage uses machine learning to predict the dynamic efficiency value of new89

data using regression algorithm. This research is expected to contribute to the objective evaluation of the90

Tax Service Office’s performance. The main contribution of this research is offering a comprehensive91

and objective evaluation of tax office performance, providing valuable insights into current efficiency and92

strategies for future improvement, thereby enhancing the overall efficiency of tax services in Indonesia.93

METHODS94

This research employs a comprehensive methodology consisting of three approaches to analyze the95

efficiency of tax offices: clustering techniques, DEA, and regression modeling. The techniques were96

implemented in Python 3.11, using libraries such as gurobipy for DEA analysis, scikit-learn for modeling,97

and common libraries like pandas, numpy, and matplotlib.98

2/22PeerJ Comput. Sci. reviewing PDF | (CS-2024:07:104017:2:0:NEW 27 Oct 2024)

Manuscript to be reviewedComputer Science

josip
Comment on Text
This is incorrect on so many levels. If you think carefully, you will realise that your study actually applies DEA on new data, i.e., on data the model has never seen before. Please see my comment in the official review.

josip
Comment on Text
One of these two sentences is redundant. In any case, please make sure that each and every statement of yours is meaningful. At the moment, the text is full of confusing and/or grammatically incorrect sentences.



• Clustering: This technique is used to group data into more homogeneous clusters, effectively99

addressing the issue of heterogeneity within the dataset. We employ various clustering algorithms100

in machine learning, including Fuzzy C-Means, DBSCAN, K-Medoids, and OPTICS. To evaluate101

the quality of the clustering results, we utilize the Davies-Bouldin Index (DBI) and Silhouette score,102

which provide insights into the separation and cohesion of the clusters formed.103

• DEA: Used to measure the relative efficiency of business units or organizations, enabling the104

assessment of performance in comparison to other entities. In our analysis, we use DEA-VRS with105

both input-oriented and output-oriented approaches.106

• Regression: This technique is employed to predict dynamic efficiency values, which refer to the107

efficiency derived from new data that is not included in the historical dataset. In this analysis,108

we utilized Multilayer Perceptron Regressor (MLPR), Support Vector Regressor (SVR), Random109

Forest Regressor (RFR), and Gradient Boosting Regressor (GBR). To prevent overfitting, we110

applied K-Fold cross-validation, specifically using 5 folds. Additionally, hyperparameter tuning111

was conducted using a genetic algorithm. The model’s performance was evaluated using the112

Mean Squared Error (MSE), providing insight into the accuracy of the predictions. Additionally,113

standard deviation was used as a metric to further evaluate the stability and reliability of the model114

predictions.115

The combination of these three approaches is expected to yield a more comprehensive understanding116

and accurate outcomes in the analysis. This is based on our previous experience combining several117

approaches into a unified framework (Murakami et al., 2012).118

Machine learning, as a branch of computer science, enables computers to learn from data without119

explicit programming (Samuel, 2000). It facilitates efficient data processing through the utilization of120

existing training data, allowing predictions for new data classes that have not been encountered before121

(Yunianta et al., 2019). By utilizing machine learning, data interpretation becomes more manageable,122

especially with the large volumes of data available today. Numerous industries have embraced machine123

learning to extract meaningful information and knowledge relevant to their activities. Machine learning124

relies on a diverse set of algorithms to solve various data-related problems. Data scientists understand that125

there is no one-size-fits-all algorithm for problem-solving. The choice of algorithm depends on factors126

such as the specific problem at hand, the number of variables involved, the most suitable model type, and127

other relevant considerations. This adaptability allows machine learning to be applied effectively to a128

wide range of tasks and industries.129

Clustering is a fundamental technique in machine learning and data analysis that aims to group a130

set of objects in such a way that objects in the same group, or cluster, are more similar to each other131

than to those in other groups. This technique is particularly useful in exploratory data analysis, allowing132

researchers to discover patterns, structures, and relationships within large datasets. Clustering algorithms133

can be categorized into several types, including partitioning methods like K-Means, hierarchical methods,134

density-based methods such as DBSCAN and OPTICS, and soft clustering methods like Fuzzy C-Means.135

These algorithms facilitate tasks such as customer segmentation, image analysis, and anomaly detection,136

providing valuable insights across various domains. The effectiveness of clustering often depends on the137

choice of algorithm, the quality of the data, and the definition of similarity (Jain, 2010).138

Fuzzy C-Means (FCM) is a non-hierarchical clustering technique within fuzzy clustering methods.139

It was initially introduced by Dunn in 1973 and further developed by Bezdek in 1981 (Rezaee et al.,140

2018). While similar to the K-Means method, FCM incorporates the concept of fuzzy theory to enhance141

clustering outcomes (Ye and Jin, 2016). In the FCM approach, fuzzy memberships are used, which142

provide membership degrees for each data point to multiple clusters (Nayak et al., 2015). The process143

of FCM data clustering begins with an initial estimation of the cluster center. Each data point is then144

assigned a certain degree of membership to each cluster. The algorithm iteratively updates the cluster145

centers and reassigns data points to the cluster they are closest to. This iterative process aims to minimize146

the objective function of the FCM method. The objective function of the FCM method can be represented147

by the following equation (Bezdek et al., 1984):148

Jm =
n

∑
i=1

c

∑
j=1

um
i j 'xi 2 v j'

2
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where Jm represents the objective function to be minimized, ui j denotes the degree of membership of the149

data point xi in cluster j, while m is the fuzziness exponent that controls the fuzziness of the membership150

values, with m > 1, xi represents the i-th data point, and v j is the centroid of cluster j, 'xi2v j'
2 represents151

the squared Euclidean distance between data point xi and centroid v j. The summations are carried out152

over all n data points and c clusters.153

K-Medoids is a clustering algorithm designed to partition a dataset into a specified number of clusters154

using medoids as the cluster centers. A medoid is the most representative data point within a cluster,155

distinguishing it from the K-Means algorithm, which uses the centroid (the average of all points in the156

cluster). The K-Medoids algorithm begins by randomly selecting a set of medoids and then clusters the157

data points based on their proximity to these medoids. It optimizes the clustering by minimizing the total158

dissimilarity between the data points and their corresponding medoids. One of the key advantages of159

K-Medoids over K-Means is its robustness to outliers; medoids are less influenced by extreme values than160

centroids. This algorithm is particularly effective for clustering smaller datasets and demonstrates greater161

resilience to noise in the data. (Kaufman, 1990)162

DBSCAN (Density Based Spatial Clustering of Applications with Noise) is presented as a clustering163

technique that groups data points based on density. The algorithm defines clusters as areas where data164

points are densely packed, separated by regions of lower density. DBSCAN categorizes points into core165

points, which have enough neighboring points within a specified distance (Eps); border points, which166

are close to core points but lack sufficient neighbors to be considered core themselves; and noise points,167

which do not belong to any cluster. This approach allows DBSCAN to effectively discover clusters of168

arbitrary shapes, manage noisy data, and eliminate the need to specify the number of clusters in advance,169

making it highly suitable for large-scale spatial data.(Ester et al., 1996).170

OPTICS (Ordering Points To Identify the Clustering Structure) is also a density-based algorithm but171

is designed to address some of the limitations of DBSCAN. While DBSCAN produces distinct clusters,172

OPTICS generates an ordering of points that reflects the cluster structure and data density. Using the same173

parameters as DBSCAN, OPTICS retains information about data density and can differentiate between174

clusters that have varying densities. This allows OPTICS to build a hierarchy of clusters and perform175

better in managing data with varying densities, providing users with the flexibility to determine clusters176

based on different levels of density (Ester et al., 1996).177

DEA is nonparametric mathematical programming that is essentially advanced linear programming178

based on a frontier estimation approach (Coelli, 1996). Nonparametric refers to statistical methods that do179

not require any parameter assumptions for the population being tested (Wolfowitz, 1949). DEA was first180

proposed by Charnes, Cooper, and Rhodes in 1978 (Charnes et al., 1978), is an efficiency analysis method181

used to measure how effectively a business unit or organization utilizes its available inputs to achieve182

the maximum possible output. By comparing the use of inputs and relative outputs among different183

units, DEA generates a relative efficiency value, allowing for a comparison of the performance of various184

business units or organizations. The research steps of the DEA method involve identifying the DMUs or185

units to be observed, along with their respective inputs and outputs. Efficiency is then calculated for each186

DMU, providing the input and output targets required to achieve optimal performance (Indrawati, 2009).187

Initially developed to evaluate non-profit and government organizations, DEA was later applied to assess188

the performance of service operations in various private companies (Sherman and Zhu, 2013).189

The selection of appropriate input and output variables in DEA is critical, as using irrelevant variables190

can bias the analysis and lead to inaccurate conclusions. In this study, input variables were selected191

based on a thorough review of previous research on DEA’s application in measuring the efficiency of192

tax service offices. This approach ensures alignment with the operational framework of tax offices in193

Indonesia. Additional input indicators, such as those proposed by Milosavljević et al. (2023), could be194

considered for future analyses. DEA models vary in their treatment of variable returns to scale. The195

two most common models, DEA-CCR (Charnes, Cooper, Rhodes) and DEA-BCC (Banker, Charnes,196

Cooper), offer different perspectives on efficiency evaluation depending on the specific characteristics of197

the analyzed units (Charnes et al., 1978) (Banker et al., 1984).198

The DEA-CCR model can be customized based on output or input, and the choice of this model199

depends on the characteristics of DMU in the production frontier. Input-oriented models minimize the200

inputs for a given level of outputs, whereas output-oriented models maximize the production of outputs201

for a given level of inputs. Suppose there are n DMUs, and each DMU j( j = 1,2...n) produces s output202

yr j(r = 1, ....s) using m inputs xi j(i = 1, ...m); then DEA-CCR uses the following equation to evaluate203
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the efficiency of the DMU:204

maxθ

subject to
n

∑
j=1

λ jyr j g θyr0, r = 1,2, ...,s

n

∑
j=1

λ jxi j f xi0, i = 1,2, ...,m

λ j g 0, j = 1,2, ...,n

where θ represents the efficiency score to be maximized. The term λ j refers to the weight assigned to205

DMU j. The r-th output for DMU j is denoted by yr j, while xi j stands for the i-th input of DMU j. The206

values yr0 and xi0 represent the outputs and inputs of the DMU under evaluation, labeled as DMU 0. The207

total number of DMUs is n, the number of inputs is m, and s is the number of outputs.208

In practical applications, the original nonlinear equation of the DEA-BCC model, with infinite optimal209

solutions, needs to be transformed into a suitable pairwise linear programming model. This conversion210

ensures that the efficiency evaluation can be effectively implemented. The transformed equation takes the211

following form (Zhang et al., 2022):212

minθ

subject to
n

∑
j=1

λ jxi j f θxik

n

∑
j=1

λ jyr j g yrk

0 < θ f 1; λ g 0; i = 1,2, . . . ,m; r = 1,2, . . . ,q; j = 1,2, . . . ,n; k = 1,2, . . . ,s

where θ represents the efficiency score of the DMU under evaluation and is to be minimized, λ j denotes213

the non-negative weight assigned to DMU j in the linear combination, xi j refers to the input of DMU j214

for input category i, while xik is the input of the DMU being evaluated. Similarly, yr j represents the output215

of DMU j for output category r, and yrk is the output of the DMU under evaluation. Here, k represents216

the DMU being evaluated, and j denotes the other DMUs used for comparison.217

The DEA-BCC model is a variant of DEA that assumes variable returns to scale. This means it218

assumes that the DMU is operating at an optimal scale. However, DEA-BCC also incorporates the notion219

of variable returns to scale, implying that changes in inputs may not result in a proportional change in220

outputs (Banker et al., 1984). The DEA-BCC model is particularly suitable for measuring efficiency in221

the public sector, where operations may not always be at an optimal scale (Kalb, 2010). It allows for a222

more realistic assessment of efficiency in such contexts. The key distinction between the DEA-BCC and223

DEA-CCR models lies in the constraints imposed on each weight λ in the equation of the DEA-CCR224

model. These constraints are modified in the DEA-BCC model, resulting in the following equation225

(Banker et al., 1989):226

minθ

subject to
n

∑
j=1

λ jxi j f θxik

n

∑
j=1

λ jyr j g yrk

n

∑
k

λk = 1

0 < θ f 1; λ g 0; i = 1,2, . . . ,m;r = 1,2, . . . ,q; j = 1,2, . . . ,n; k = 1,2, . . . ,s

where θ represents the efficiency score of the DMU under evaluation and is to be minimized. λ j represents227

the non-negative weights assigned to each DMU j in the linear combination. These weights determine228
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how much each DMU contributes to the combination.xi j denotes the input i used by DMU j, while xik229

represents the input i used by the DMU being evaluated (DMU k). Similarly, yr j represents the output r230

produced by DMU j, and yrk is the output r produced by the DMU under evaluation. Here, k refers to the231

DMU being evaluated, and j refers to the other DMUs used for comparison in the linear combination.232

In the DEA-BCC model, the efficiency values obtained from the input-oriented and output-oriented233

approaches are different. Consider the point C, as illustrated in Figure 1. To calculate the input-oriented234

efficiency value at point C, we divide the distance QC1 by the distance QC. On the contrary, to calculate235

the output-oriented efficiency value at point C, we divide the distance NC by the distance NC2.236

Figure 1. Illustration of input-oriented and output-oriented efficiency models in DEA.

The input-oriented approach in DEA-BCC focuses on efficiently using inputs to produce prede-237

termined outputs. In input-oriented DEA-BCC, DMUs are considered units that minimize the use of238

inputs to produce predetermined outputs. In the input-oriented DEA-BCC model, the efficiency frontier239

construction technique is employed to evaluate the relative efficiency level of each DMU in utilizing their240

inputs. DMUs located on the efficiency frontier in input-oriented DEA-BCC are considered efficient in241

minimizing the usage of inputs to produce the specified outputs. These efficient DMUs serve as bench-242

marks for other units to strive for in terms of input utilization efficiency. The input-oriented DEA-BCC243

formula can be represented by the following equation (Banker et al., 1984):244

minθ

subject to
n

∑
j=1

λ jx jk f θ · xkk

n

∑
j=1

λ jy ji g yki

n

∑
j=1

λ j = 1

0 < θ f 1; λ g 0; i = 1,2, . . . ,m;r = 1,2, . . . ,q; j = 1,2, . . . ,n; k = 1,2, . . . ,s

where θ represents the input-oriented efficiency score of DMU k. The weights λ j create a composite DMU245

from the inputs and outputs of other DMUs. The constraint ∑
n
j=1 λ jx jk f θ · xkk ensures that the total246

input of the composite DMU does not exceed the scaled input of DMU k. The constraint ∑
n
j=1 λ jy ji g yki247

ensures that the output of the composite DMU is at least as large as the output of DMU k. The constraint248

∑
n
j=1 λ j = 1 ensures that the weights sum to 1, allowing for a proportional adjustment of inputs and249

outputs. Finally, λ j g 0 ensures that all weights are non-negative.250

The output-oriented DEA-BCC approach focuses on the output produced by DMUs using prede-251

termined inputs. In output-oriented DEA-BCC, DMUs are considered units that use specific inputs to252

produce the most efficient output possible. Conversely, output-oriented DEA-BCC uses efficiency frontier253
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construction techniques to determine the relative efficiency level of each DMUs in producing their outputs.254

Decision-making units on the efficiency frontier in output-oriented DEA-BCC are considered efficient in255

utilizing available inputs to produce the maximum output. The output-oriented DEA-BCC calculation can256

be represented in the following equation (Banker et al., 1984):257

maxθ

subject to
n

∑
j=1

λ jy ji g θ · yki

n

∑
j=1

λ jx jk f xkk

n

∑
j=1

λ j = 1

0 < θ f 1; λ g 0; i = 1,2, . . . ,m;r = 1,2, . . . ,q; j = 1,2, . . . ,n; k = 1,2, . . . ,s

where θ represents the output-oriented efficiency score of DMU k. The weights λ j combine the outputs258

and inputs from other DMUs to create a virtual DMU for comparison. The constraint ∑
n
j=1 λ jy ji g θ · yki259

ensures that the combined output of the virtual DMU is at least equal to the output of DMU k, scaled by260

θ . The constraint ∑
n
j=1 λ jx jk f xkk ensures that the input used by the virtual DMU does not exceed the261

input used by DMU k. The constraint ∑
n
j=1 λ j = 1 ensures that the weights sum to 1, allowing for scaling262

adjustments. Finally, λ j g 0 ensures that the weights are non-negative.263

Regression is a statistical technique used to model and analyze the relationship between a dependent264

variable and one or more independent variables. Its primary purpose is to predict the value of the265

dependent variable based on the values of the independent variables, enabling insights into how different266

factors influence outcomes. Regression analysis can take various forms, including linear regression, which267

assumes a linear relationship, and nonlinear regression, which accommodates more complex relationships.268

Other advanced techniques such as multiple regression, polynomial regression, and regularized regression269

(like Lasso and Ridge) further enhance the ability to capture intricate patterns in data. The results of270

regression analysis provide valuable metrics, such as coefficients indicating the strength and direction of271

relationships, along with statistical tests for model validity. This technique is widely utilized in fields272

such as economics, finance, biology, and social sciences to make informed predictions and decisions273

(Montgomery et al., 2021).274

Support Vector Regressor (SVR) is a machine learning algorithm derived from Support Vector275

Machines (SVM), primarily used for predicting continuous values in regression tasks. It finds a function276

that deviates from actual observed values by no more than a specified threshold (epsilon), aiming to277

minimize error within this margin while maintaining generalization for unseen data. SVR utilizes kernel278

functions to address non-linear relationships and establish complex decision boundaries, with common279

kernels including linear, polynomial, and radial basis function (RBF). The algorithm is effective in280

high-dimensional spaces and robust against overfitting, though it can be sensitive to parameter choices,281

such as regularization and kernel type (Smola and Schölkopf, 2004).282

Random Forest Regressor (RFR) is an ensemble learning method that operates by constructing multiple283

decision trees during training and outputting the average prediction of these trees for regression tasks. It284

combines the predictions of numerous trees, which helps mitigate the overfitting often seen in individual285

decision trees and enhances overall model accuracy. The algorithm operates by randomly sampling286

subsets of data and features, ensuring diversity among the trees, which contributes to its robustness and287

effectiveness in capturing complex patterns in the data. One of its key advantages is the ability to handle288

large datasets with high dimensionality while providing insights into feature importance (Breiman, 2001).289

Gradient Boosting Regressor (GBR) is an ensemble learning technique that enhances predictive290

performance by sequentially combining multiple weak learners, typically decision trees. The method291

focuses on correcting the errors made by previous trees, with each new tree added to the ensemble aimed292

at minimizing the residuals of the combined model from earlier iterations. This optimization is achieved293

through gradient descent on a specified loss function, enabling the model to capture complex relationships294

and feature interactions. While Gradient Boosting is effective for various regression tasks, it is sensitive to295
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overfitting, particularly with a high number of trees, requiring careful tuning of parameters like learning296

rate and tree depth (Friedman, 2001).297

Multilayer Perceptron (MLP) networks are among the most popular artificial neural networks used298

in various scientific fields, particularly in forecasting and prediction. MLP networks consist of an input299

layer, one or more hidden layers, and an output layer, as illustrated in Figure 2. The input layer receives a300

vector of data or patterns. The hidden layer spans one or more layers, receives outputs from the previous301

layer, assigns weights, and passes them through an activation function. In this study, we use the ReLU302

activation function because it only produces positive values, which aligns well with the nature of DEA303

that only generates positive outputs. The output layer takes the outputs from the last hidden layer, assigns304

weights, and potentially passes them through an output activation function to produce a target value. It305

can be said that a neuron’s default activation function is linear. See the following equation:306

f (x) = x

x = (2∞, · · ·+∞)

Figure 2. Illustration of multilayer perceptron.

K-Fold Cross-Validation is a commonly used method for evaluating machine learning models, dividing307

the dataset into K equal-sized folds where K-1 folds are used for training and the remaining fold is used308

for validation. This process is repeated K times, allowing each fold to serve as a validation set once, and309

the final performance is averaged across all iterations. This approach reduces bias and provides a more310

generalized estimate of model performance compared to a simple train-test split, as the model is trained311

and validated across different subsets of the data. K-Fold Cross-Validation also helps prevent overfitting312

by validating the model on multiple partitions of the data. Variants like Stratified K-Fold are used for313

handling imbalanced datasets to ensure consistent class distribution across the folds. The method was314

influenced by the development of resampling techniques, particularly Efron and Tibshirani’s work on315

the bootstrap (Tibshirani and Efron, 1993), and gained wider recognition in machine learning following316

Kohavi’s study on accuracy estimation and model selection (Kohavi, 1995).317

Genetic algorithm (GA) belongs to the class of evolutionary algorithms and is inspired by natural318

selection cycles (Mitchell, 1998). It is a powerful optimization algorithm from the traditional heuristic319

family, well-suited for handling solutions trapped in local minima. In machine learning optimization,320

conventional algorithms like gradient descent and grid search may stop at a suboptimal solution due to321

the risk of getting stuck in a local minimum. However, GA can surpass these local minima and achieve322

globally better solutions. GA achieves this by employing selection, crossover, and mutation mechanisms323

to maintain variation within the population and avoid being trapped at a local minimum. It is particularly324

effective for problems requiring optimization within a countable system (Lambora et al., 2019). In the325

implementation of GA, a population of candidate solutions evolves iteratively toward a better solution.326

Each member of the population has a set of characteristics that can change and undergo mutation. The327

process begins with the initial formation of a population comprising randomly generated individuals.328

Each iteration, or generation, in the GA, involves calculating the fitness of each member. Fitness usually329

represents the value of the objective function specific to the problem being solved. Members with higher330

8/22PeerJ Comput. Sci. reviewing PDF | (CS-2024:07:104017:2:0:NEW 27 Oct 2024)

Manuscript to be reviewedComputer Science

josip
Comment on Text
The hidden layer spans over one layer, as its names clearly indicates. The hidden part of the neural network, on the other hand, is composed of one or more layers.

josip
Comment on Text
The marked text is redundant. I suggest that you remove it.

josip
Comment on Text
Please adjust the name of the hidden part of the network as suggested above.

josip
Comment on Text
Please make sure that you understand the difference between bias and overfitting in the context of machine learning. Once you master it, you will realise that these two sentence say pretty much the same thing.



fitness are then selected from the current population, and their characteristics are combined through331

crossover to produce offspring with inherited characteristics (Gajić et al., 2020). The GA used in this332

study can be explained with the following algorithm:333

1. Initialize the maximum number of generations and population size n334

2. Generate an initial random population of n solutions335

3. While the number of generations has not reached the maximum:336

• Evaluate the fitness function f (x) for each solution in the population337

• Create offspring until the desired number is reached:338

– Select two parent solutions from the population using the roulette wheel selection339

method.340

– Apply the crossover operator to the selected parents with probability p, producing two341

offspring.342

– Apply the mutation operator to the offspring with a probability equal to the mutation343

rate.344

• Replace the current population with the newly generated offspring.345

4. Terminate when the maximum number of generations is reached or other stopping criteria are met.346

There are several methods used to calculate network error, one of which is the Mean Square Error347

(MSE). MSE measures the average of the squared difference between the predicted value and actual value.348

The smaller the MSE value, the better the model predicts the data. MSE can be used if there are outliers349

in the observed data (Chicco et al., 2021). The MSE calculation can be represented in the following350

equation:351

MSE =
1

n

n

∑
i=1

(yi 2 ŷi)
2

where n is number of data point, yi is actual value, and ŷi is predicted value.352

Additionally, standard deviation is often used to assess the dispersion of prediction errors. A low353

standard deviation indicates that the prediction errors are tightly clustered around the mean error, reflecting354

consistent model performance. The standard deviation can be calculated using the following equation355

(Moore and McCabe, 1989):356

ST D =

�

1

n

n

∑
i=1

(yi 2 ŷi)2

where STD is the standard deviation, n is the number of data points, yi is the actual value, and ŷi is the357

predicted value.358

RELATED STUDIES359

Previous studies on efficiency measurement using DEA and machine learning have been utilized as360

references in this current study. These studies can be categorized into four main groups based on their361

focus areas: DEA used in taxation, machine learning for DMU clustering in DEA, machine learning for362

dynamic efficiency prediction, machine learning in DEA for clustering, and dynamic efficiency prediction.363

DEA on Tax Service Office Field364

Previous studies using DEA in the field of taxation are presented in Table 1. None of these studies in the365

field of taxation use the clustering method. Therefore, heterogeneity is probable. In addition, it has no366

regression method of measuring the dynamic efficiency value of new data.367
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Table 1. DEA on tax service office field.

Research Works Contributions

González and Rubio

(2013)

Measuring the efficiency value of tax administration performance in Spain

using DEA, without clustering DMUs and predicting dynamic efficiency for

new data.

Alm and Duncan

(2014)

Determining the relative efficiency of tax agents in OECD member countries

using DEA, without DMU clustering and dynamic efficiency prediction for

new data.

De Carvalho Couy

(2015)

Measuring the efficiency in tax audit performance at the Brazilian tax au-

thority using DEA, without dynamic efficiency prediction for new data and

grouping DMUs to cluster.

Triantoro and Subroto

(2016)

Measuring the efficiency performance of tax service offices using DEA

without clustering and predicting dynamic efficiency for new data.

Huang et al. (2017) Measuring efficiency of tax collection and tax management in Taiwan’s local

tax service offices using DEA without clustering and predicting dynamic

efficiency for new data.

Suyanto and Saksono

(2013)

Analyzing the efficiency of tax service offices in Indonesia using DEA

without clustering and predicting dynamic efficiency for new data.

ATAF (2021) Evaluation of tax administration efficiency of African tax administration

forum member countries using DEA without clustering and predicting dy-

namic efficiency for new data.

DEA and clustering368

Previous studies that use machine learning on DEA to cluster DMUs are presented in Table 2. All studies369

using machine learning to cluster DMUs were conducted on input and output variables. In addition, these370

previous studies have not employed any regression method to predict the dynamic efficiency value of new371

data.372

Table 2. DEA and clustering machine learning researches.

Research Works Contributions

Razavi Hajiagha et al.

(2016)

Integrating Fuzzy C-Means and DEA to mitigate DMU heterogeneity in

Banks. Clustering is performed on the input and output variables, It does not

involve regression prediction using machine learning.

Omrani et al. (2018) Integrating Fuzzy Clustering and DEA to find efficiency in hospitals in Iran.

The input and output variables are clustered with no regression utilized.

DEA and prediction373

Previous studies using machine learning on DEA to predict the dynamic efficiency of new data without374

clustering DMUs are shown in Table 3. All studies that use machine learning to predict the new data do375

not cluster the DMUs. Hence, DMU heterogeneity is feasible, resulting in efficiency values to be less376

objective.377

DEA and clustering-prediction378

Previous studies that have applied machine learning methods in DEA to cluster DMUs and predict379

efficiency on new data are shown in Table 4. The results of these studies show that the DMU clustering380

stage is conducted on the input and output variables. This step may lead to a potential lack of objectivity381

in the efficiency assessment of the clusters formed.382

PROPOSED APPROACH383

This study proposes an integrated framework by combining machine learning and DEA to measure384

and predict the performance efficiency of tax service offices in Indonesia as the measured DMU. This385

framework is divided into four processes, namely the data process, the clustering process using machine386
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Table 3. DEA and machine learning prediction researches.

Research Works Contributions

Dalvand et al. (2014) Integrating C4.5 classification algorithm and DEA to predict static and

dynamic efficiency values for 200 bank branches in Iran. Machine learning

is solely used to predict efficiency values for new data, not to cluster DMUs

to obtain DMU homogeneity.

Appiahene et al.

(2020)

Combining DEA with three machine learning approaches to evaluate the

efficiency and per formance of banks using 444 bank branches in Ghana.

Only efficiency values for new data are predicted using machine learning

and DMUs are not clustered to achieve DMU homogeneity.

Zhu et al. (2021) Combining DEA and machine learning to measure and predict the efficiency

values of manufacturing companies in China. Instead of clustering DMUs to

achieve DMU homogeneity, machine learning is only employed to predict

efficiency values for new data.

Zhang et al. (2022) The paper specifically uses the case of China’s regional carbon emission

performance prediction to demonstrate the effectiveness of the proposed

integrated model of DEA and machine learning. No DMUs are clustered to

achieve DMU homogeneity; instead, machine learning is utilized to predict

efficiency values for new data.

Table 4. DEA and clustering-prediction machine learning researches.

Research Works Contributions

Rahimi and

Behmanesh (2012)

Combining DEA and data mining techniques, such as artificial neural net-

work, and decision tree, to predict the efficiency of poultry companies in

Iran by clustering DMUs on input and ouput variables.

Rezaee et al. (2018) Integrating Fuzzy C-Means, DEA, and machine learning to measure the

performance of companies in the stock exchange by clustering DMU input

and output variable.

learning algorithms to obtain DMU homogeneity, the process of measuring static efficiency using DEA,387

and the regression process of measuring dynamic efficiency against new data, as can be observed in388

Figure 3.389

Data processing390

The initial stage comprises data processing, commencing with the input of new historical data and391

generating output data, primed for further processing in the subsequent stage. The data employed in this392

study are sourced from the Directorate General of Taxes in Indonesia. Next, the dataset undergoes a data393

understanding process, aiming to ascertain its suitability for direct consumption or if specific actions394

are required before further processing. This analysis includes assessing the data’s structure, identifying395

variables with negative values inappropriate for the DEA model, and detecting potential outlier data.396

Additionally, this stage entails separating the input and output variables. The selection of input variables397

is based on analyses from previous studies, which have been adjusted to fit the operations of tax service398

offices in Indonesia and verified by the authorities.399

Input variables consist of:400

• Vin1: Number of corporate taxpayers401

• Vin2: Number of treasury taxpayers402

• Vin3: Number of individual taxpayers403

• Vin4: Number of non-employee taxpayers404

• Vin5: Number of tax auditors405

• Vin6: Number of account representatives406
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Figure 3. Flowchart of proposed methods.

• Vin7: Budget realization amount407

Output variables consist of:408

• Vout1: Compliance rate of annual tax return submission409

• Vout2: Percentage of revenue achievement410

• Vout3: Percentage of revenue growth achievement411

• Vout4: Number of issued tax advisories412

• Vout5: Number of paid tax advisories413

• Vout6: Number of completed tax audits414

Clustering415

The second stage involves the clustering process to categorize DMUs into several clusters for enhanced416

homogeneity. Machine learning algorithms like K-Medoids, FCM, DBSCAN, and OPTICS are employed417

for clustering, and their effectiveness is assessed using the silhouette value and Davies Bouldien Index418

(DBI). Higher silhouette values indicate more accurate clustering, while lower DBI values signify better419

cluster quality. The selection of these clustering techniques is based on previous experience using the420

basic K-Means algorithm for document clustering (Usino et al., 2019).421

Based on preliminary experiments with ideal data, specifically data that contains four combinations of422

low and high input-output variables, as shown in Table A1, it is proposed to cluster the input variables423

alone. This approach yields a more objective efficiency value compared to clustering both input and output424
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variables. The experiment’s results, presented in Table 5, show that clustering inputs and outputs produced425

four clusters, maximizing efficiency results due to the relative nature of DEA. In contrast, clustering only426

the input variables resulted in two clusters, with maximum and minimum efficiency values.427

This lack of objectivity can be observed in the combination of low input and output variables, leading428

to the maximum value in the input-output clustering. This situation is less objective compared to the429

combination of low input and high output variables, both of which produce maximum efficiency values.430

This situation is different from the clustering of input variables only. The combination of the low input431

and output variables produces a minimum efficiency value, and the combination of the low input and432

high output variables produces a maximum efficiency value. This phenomenon is also observed in the433

combination of high input and low output variables compared with the combination of high input and434

output variables. The clustering of input variables is more objective than the clustering of input and output435

variables.

Table 5. Clustering simulation and efficiency results.

Input and Output Combination Input and Output Clustering Input Clustering Only

Input Ouput Cluster Efficiency Cluster Efficiency

Low Low C1 Max C1 Min

Low High C2 Max C1 Max

High Low C3 Max C2 Min

High High C4 Max C2 Max

436

DEA Process437

The third stage of the process involves using DEA to calculate static efficiency values for each cluster438

formed in the previous clustering stage. DEA determines these static efficiency values based on historical439

data. Efficiency values are represented on a scale from 0 to 1, with 1 indicating maximum efficiency. DEA440

compares the utilization of exploiting inputs and the production of outputs among the units. Units with441

higher efficiency values are considered more efficient in resource utilization. The analysis helps identify442

units with the potential to improve their efficiency by adopting best practices from the most efficient443

units. At this stage, the results obtained from clustering the input variables are combined with their444

corresponding output variables, creating clusters consisting of both types of variables. These combined445

clusters are then subjected to DEA analysis to determine their static efficiency values. The DEA process446

utilizes the BCC method, assuming that all DMUs in the cluster have not yet reached the optimum447

performance level. This method employs input-oriented and output-oriented approaches, with a focus on448

identifying the optimal combination of inputs to produce a given output. The main objective is to measure449

the relative efficiency of each DMU in achieving optimal results while utilizing available resources. Using450

the BCC method, the DEA stage of the process can furnish information on the static efficiency level of451

each pre-formed cluster, taking into account the relevant input and output variables. This approach aids in452

comprehending the efficiency of resources for each cluster and highlights areas where improvements can453

be made to achieve higher levels of efficiency.454

Regression Process455

The final stage is the regression process, which is the stage to predict the dynamic efficiency value.456

Dynamic efficiency refers to the efficiency value derived from new data that does not exist in the historical457

data. This stage can be used to determine the value of each input and output variable when forming a new458

tax service office that does not yet exist in the historical data in order to obtain the maximum efficiency459

value. This stage overcomes the DEA method which can only produce static efficiency values, namely the460

efficiency values of tax service offices that already exist in historical data and have known values of input461

and output variables. In addition, this regression stage can also be used to evaluate tax service offices that462

have not maximized their efficiency by adding or reducing the value of each input and output variable.463

To achieve this, several machine learning regression algorithms are employed, including Gradient464

Boosting Regressor (GBR), Multilayer Perceptron Regressor (MLPR) neural network regression algorithm,465

Support Vector Regressor (SVR), and Random Forest Regressor (RFR). Prior to applying these regression466

algorithms, K-fold cross-validation is employed with K=5 to assess model performance and mitigate the467

risk of overfitting. This technique involves dividing the training data into five subsets, training the model468
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on four of these subsets, and validating it on the remaining subset. This process is repeated five times,469

ensuring that each subset is used for validation once, which helps provide a more robust estimate of model470

performance. The regression process utilizes the static efficiency results obtained from the DEA stage as471

training data. The independent variables (x) consist of the input and output variables, while the dependent472

variable (y) is the static efficiency value generated in the DEA process.473

Initially, the regressor models are created, and their performance is then optimized using the GA. The474

GA is an optimization method inspired by natural evolution principles. It is used in this context to find the475

best configuration of model parameters for each regressor. These parameters may include the number of476

trees, the depth of the tree (max depth), the number of neurons in the hidden layer (for MLPR), and the477

learning rate. The GA will iteratively experiment with various parameter combinations, evaluate each478

model’s performance, and select the best configuration based on the objective function. In this study,479

the MSE value is used as the objective function for model evaluation. The aim is to minimize the MSE480

and create the most accurate regression model for predicting dynamic efficiency values. Additionally,481

standard deviation is monitored to assess the variability of the predictions and ensure the robustness of the482

final model.483

RESULT AND DISCUSSIONS484

This study uses data derived from population data of tax service offices in Indonesia, with samples485

presented in Table A2. The data is available in two formats: Microsoft Excel and PDF. Before conducting486

the analysis, it is necessary to merge the data from both sources and adjust the format accordingly. The487

dataset comprises 352 rows and 14 columns. The DMU column contains three-digit identity codes of the488

tax service offices in a masked form. The details of 14 columns can be seen in Table A3. The columns489

comprise one “DMU” column serving as the identity and primary key, seven columns of input variables,490

and six columns of output variables.491

Before proceeding with data processing, duplicate data detection is performed using methods such492

as edit distance, Jacobson, and cosine similarity. Fortunately, no duplicate data is found in the dataset,493

eliminating the need for duplicate data removal. Null or empty data detection is also conducted, and it is494

concluded that there are no null data entries in the dataset. As a result, no further steps are required for495

null data handling.496

The descriptive statistical analysis results indicate that each attribute in the dataset exhibits a wide497

range, as represented by large standard deviations. Detailed information about this analysis can be found498

in Table A4. The next step is to perform a more comprehensive analysis to gain deeper insights into the499

data distribution, skewness, and the presence of outliers.500

For the purpose of visualizing the data distribution, the Principal Component Analysis (PCA) method501

is employed. PCA transforms the data into a two-dimensional representation, allowing for easier visual-502

ization and understanding. The results are displayed in Figure 4, providing insights into the patterns and503

relationships between variables, aiding in comprehending the overall structure and distribution of the data.504

Notably, several outlier data points are identified, located far away from other data clusters. However,505

further analysis is required to confirm the presence of outliers at a later stage.506

The skewness analysis reveals that most variables in the dataset exhibit positive values, indicating a507

rightward skew in their data distributions. However, one variable, “vin6,” displays a negative skewness508

value, suggesting a left-skewed data distribution for this particular variable. A negative skewness value509

means that the tail of the data distribution tends to be longer on the left side of its center value. This finding510

highlights that the ”vin6” variable’s distribution asymmetry differs from the other variables. Therefore,511

when analyzing and interpreting the data, special attention should be given to the ”vin6” variable due to512

its distinct distribution characteristics. Complete results of the skewness values can be found in Table A5.513

To ensure comparability during data analysis and modification, the normalization stage is performed514

using various methods, including z-score scaler, min-max scaler, and log transformation. Tables A6, A7,515

and A8 present the results of the normalization process. Among these methods, only the min-max scaler516

results in all positive values. Since DEA requires all data to be positive to achieve more robust efficiency517

results, the min-max scaler method is chosen for further processing (Wei and Wang, 2017).518

Additionally, in the data processing stage, outlier detection is carried out to identify any outlier data.519

The boxplot method is used for this purpose, and the results indicate the presence of outliers in each input520

variable. Outliers represent significant extreme values within the data, and their identification is crucial521
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Figure 4. Data distribution visualization using a two-dimensional scatter plot in PCA.

as they can influence the selection of clustering and regression algorithms. The findings of the outlier522

detection process are depicted in Figure 5.523

Figure 5. Outlier detection in boxplot chart.

Various clustering methods are used to group data into similar or homogeneous clusters. Because524

there were outliers in each input variable to be clustered, we used four clustering methods resistant to525

data outliers: K-Medoids, Fuzzy C-Means, DBSCAN, and OPTICS. Based on the experiment with five526

clusters from these four methods, K-Medoids and FCM provided the best silhouette score. The results of527

the silhouette score calculation for all the methods are shown in Table 6 below.528

Based on the initial five clusters’ results, the K-Medoids and FCM algorithms were repeatedly tested529

to obtain the optimal number of clusters. The best results obtained in K-Medoids are two clusters with a530

15/22PeerJ Comput. Sci. reviewing PDF | (CS-2024:07:104017:2:0:NEW 27 Oct 2024)

Manuscript to be reviewedComputer Science



K-MEDOIDS OPTICS FCM DBSCAN

Silhouette Score 0.197174 0.094126 0.235802 0.061974

Table 6. Silhouette score for five clusters.

silhouette value of 0.265 and DBI 1.388, whereas the best number of clusters obtained in FCM is three531

clusters with a silhouette value of 0.304 and DBI 1.119. The test results of the number of clusters and532

silhouette value can be observed in Table 7 and Figure 6533

Number of Cluster Silhouette Score Davies Bouldin Index

FCM K-Medoids FCM K-Medoids

2 0.270 0.265 1.382 1.388

3 0.304 0.132 1.119 1.897

4 0.249 0.091 1.308 1.852

5 0.236 0.197 1.341 1.471

6 0.107 0.156 2.335 1.570

7 0.074 0.164 2.134 1.531

Table 7. Silhouette and DBI score for K-medoids and FCM.

Figure 6. (A) Best silhouette score for K-Medoids clustering. (B) Best silhouette score for FCM

clustering.

The clustering outcomes, featuring the most favorable silhouette scores from both the K-Medoids and534

FCM techniques, can be effectively visualized via a scatter plot, offering valuable insights into cluster535

memberships. Figure 7 exhibits this scatter plot, presenting the clustering pattern in two dimensions536

through PCA. PCA serves to diminish the data’s high dimensionality, thereby simplifying the analysis537

and comprehension of intricate data. The plot illustrates a well-defined division of cluster members, with538

no instances of cluster overlap. The analysis leads to the conclusion that the FCM clustering algorithm,539

employing three clusters with a silhouette score of 0.304 and DBI of 1.119, outperforms the K-Medoids540

algorithm, which employs two clusters and achieves a silhouette score of 1.265 and DBI of 1.388. A541

comprehensive comparison of these results is available in Table 7. Based on these findings, the FCM542

algorithm with three clusters was chosen for further investigation. The respective cluster and centroid543

data are visually presented in the two-dimensional scatter plot graph in Figure 8. Additional information,544

including the cluster membership and centroid details, can be found in Table A9. Furthermore, the545

specific cluster results are detailed in Table A10. The clustering results can serve as recommendations for546

stakeholders in classifying offices into categories such as small, medium, and large.547

After identifying the optimal clusters, the subsequent stage involves conducting DEA modeling. The548

primary objective of DEA is to determine static efficiency values for each DMU within each cluster. Each549

member of the cluster undergoes a separate DEA analysis. The efficiency values are computed using550

both input-oriented DEA-BCC and output-oriented DEA-BCC methods. These methods help assess551
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Figure 7. (A) Scatterplot results of clustering with the best silhouette score value for K Medoids

clustering. (B) Scatterplot results of clustering with the best silhouette score value for FCM clustering.

Figure 8. FCM cluster and centroid visualization.

the relative efficiency of each DMU within its respective cluster, taking into account input and output552

measures to evaluate their performance.553

The detailed outcomes of the input-oriented DEA-BCC method can be observed in Table A11. From554

the results, it can be deduced that within cluster C0, 48 DMUs have attained efficiency, while the remaining555

17 DMUs have not. In this cluster, the efficiency level reaches 74% of the total 65 DMU members. For556

cluster C1, 89 DMUs have achieved efficiency, accounting for 60% of the total DMUs, while the remaining557

60 DMUs are not efficient. In cluster C2, 89 DMUs have already attained efficiency, constituting 65% of558

the total DMU members, leaving 49 DMUs yet to achieve efficiency.559

The detailed results of the output-oriented DEA-BCC method can be found in Table A12. Within560

cluster C0, 54 DMUs have reached efficiency, and the remaining 11 DMUs have not yet achieved561

efficiency. In this cluster, the efficiency level reaches 83% of the total 65 DMU members. For cluster C1,562

89 DMUs have attained efficiency, accounting for 60% of the total DMUs, while the remaining 60 DMUs563

are not efficient. In cluster C2, 88 DMUs have already attained efficiency, representing 63% of the total564

DMU members, with 50 DMUs yet to achieve efficiency.565

The results of input-oriented and output-oriented calculations are then summarized in Table 8. For566

cluster C0, 48 DMUs, or 74% of the total 65 DMU cluster members, are efficient in both input-oriented567

and output-oriented approaches. In cluster C1, 89 DMUs, equivalent to 60% of the total cluster members,568

are efficient in both input-oriented and output-oriented analyses. In cluster C2, 88 DMUs, representing569

64% of the total C2 cluster members, are efficient in both input-oriented and output-oriented evaluations.570

Overall, 225 out of 352 DMUs, or approximately 64%, demonstrated efficiency in both input- and571

17/22PeerJ Comput. Sci. reviewing PDF | (CS-2024:07:104017:2:0:NEW 27 Oct 2024)

Manuscript to be reviewedComputer Science

josip
Comment on Text
The legend on the right is valid only for the second subplot. So, either adjust the colors in the first subplot (so that the legend can speak about it as well) or move the legend to some other place in which it will not cause any confusion.



output-oriented assessments. This information is summarized in Table A13. Consequently, it can be572

concluded that the overall performance of tax service offices in Indonesia has attained efficiency, with an573

efficiency level of 64% of the total number of offices. These findings indicate a substantial improvement574

over the previous study by Suyanto and Saksono (2013), which classified only 61 out of 331 tax service575

offices, or approximately 18%, as efficient.576

Table 8. Summary of DEA process result.

Cluster

Number

of cluster

members

Efficiency

Input Ori-

ented

Output Ori-

ented

Input and

Output

Oriented

Percentage

C0 65
Efficient 48 54 48 74%

Not Efficient 17 11 17 26%

C1 149
Efficient 89 89 89 60%

Not Efficient 60 60 60 40%

C2 138
Efficient 89 88 88 64%

Not Efficient 49 50 50 36%

TOTAL 352

Efficient 226 231 225 64%

Not Efficient 126 121 127 36%

Sum 352 352 352 100%

The results of the model optimization using the genetic algorithm (GA) are shown in Table 9. The577

Multilayer Perceptron Regression algorithm optimized with GA (GA-MLPR) achieved the smallest578

objective function value of 0.0035, with an execution time of 8 minutes and 13 seconds, and it converged579

on the 13th iteration. The best parameter configuration consists of five hidden layers, 73 units, a ReLU580

activation function, and a learning rate of 0.006. The second best-performing algorithm is the Genetic581

Algorithm SVR (GA-SVR) with an objective function value of 0.0037, followed by the Genetic Algorithm582

RFR (GA-RFR) with an objective function value of 0.0051, and the Genetic Algorithm Gradient Boosting583

Regressor (GA-GBR) with an objective function value of 0.0052. These results show a significant584

decrease in the MSE value for GA-MLPR, which decreased from 0.0144 to 0.0035, reflecting a substantial585

improvement of 75.75%, as seen in Table 10. We chose GA-MLPR as the best model based on its lowest586

MSE (0.0035), which indicates the highest predictive accuracy among all tested models. The multilayer587

perceptron’s ability to capture non-linear relationships combined with genetic algorithms, offers good588

flexibility and adaptability to data variations while controlling the risk of overfitting. Although the589

standard deviation (0.0821) is slightly higher than some other models, it still indicates adequate stability,590

making GA-MLPR a robust and reliable solution for regression needs. The visualization of objective591

function values for each iteration can be seen in Figure 9.592

Table 9. Model optimization results with genetic algorithm.

Algorithm Objective

Function

Best solution Executed

time

Iteration

GA-MLPR 0.0035

layer = 5

8m 13s 13
unit = 73

activation function = ReLU

learning rate = 0.006

GA-SVR 0.0037
C = 0.549

14.2s 5
epsilon = 0.0159

GA-RFR
0.0051

n estimators = 71

14m 17s 12max depth=10

max features = 6

GA-GBR 0.0052

n estimator = 187.950

3m 30s 12max depth = 2.246

learning rate = 0.09

18/22PeerJ Comput. Sci. reviewing PDF | (CS-2024:07:104017:2:0:NEW 27 Oct 2024)

Manuscript to be reviewedComputer Science

josip
Comment on Text
If you compare this number with the square root of MSE specified above (i.e., 0.0035), you will easily realize why your formula for STD on page 9 is incorrect.

josip
Comment on Text
73 units in total or 73 units per layer?
There is a huge difference between these two configurations.



Table 10. Results of MSE and standard deviation value reduction before and after the algorithm is

optimized using genetic algorithm.

Optimized Algorithm MSE Decrease Percentage Standard Deviation

MLPR 0.0144
75.75%

0.1016

GA-MLPR 0.0035 0.0821

SVR 0.0057
34.28%

0.0714

GA-SVR 0.0037 0.0696

RFR 0.0059
13.78%

0.0728

GA-RFR 0.0051 0.0724

GBR 0.0057
8.92%

0.0713

GA-GBR 0.0052 0.0712

Figure 9. (A) Genetic algorithm chart optimization for GA-GBR. (B) Genetic algorithm chart

optimization for GA-MLPR. (C) Genetic algorithm chart optimization for GA-SVR. (D) Genetic

algorithm chart optimization for GA-RFR.

CONCLUSIONS593

This paper presents an experimental approach to assess the efficiency of tax service offices in Indone-594

sia using real dataset through three stages: clustering with K-Medoids, OPTICs, DBScan, and FCM595

algorithms to group tax service offices as DMUs; static efficiency measurement using input-oriented596

and output-oriented DEA-BCC; and dynamic efficiency prediction using machine learning regression597

algorithms (Gradient Boosting Regressor (GBR), MLPR, SVR, and RFR) optimized with GA. The FCM598

algorithm, with a silhouette value of 1.304 and a DBI value of 1.119, outperformed other algorithms and599

produced three clusters of tax service offices.600

In the DEA measurement, using the input-oriented DEA-BCC method, 226 tax service offices601

were found to be efficient DMUs, while using the output-oriented DEA-BCC method, there were 231602

efficient DMUs. Overall, 225 out of 352 DMUs demonstrated efficiency in both input- and output-oriented603

calculations, representing 64% efficient DMUs of the Tax Service Office. These findings show a significant604

improvement over the previous study, in which only 61 out of 331 tax service offices, or about 18%, were605
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classified as efficient.606

The Multilayer Perceptron Regression algorithm optimized with Genetic Algorithm (GA-MLPR)607

obtained optimal results with parameter combination of 73 units, five hidden layers, a ReLU activation608

function, and a learning rate of 0.006. It achieved an objective function value of 0.0035 during the 13th609

iteration, significantly reducing the MSE value by approximately 75.75% from 0.0144 to 0.0035.610

The findings of this study can serve as a reference for stakeholders to categorize tax offices into611

small, medium, and large categories based on the clustering results. The DEA process that identifies612

efficient offices can serve as a benchmark for the efficiency levels that other offices should aim to achieve.613

Additionally, stakeholders can propose these efficient offices for incentives as a form of reward, which is614

expected to motivate performance improvement across the tax service sector.615

For future research, it is recommended to use data from multiple years and incorporate more variables616

to enhance the comprehensiveness of the DEA analysis. Employing additional regression algorithms and617

optimization models from other heuristic algorithms is also suggested to further improve the objective618

function value.619
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