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ABSTRACT
The decentralized, open-source architecture of blockchain technology, exemplified
by the Ethereum platform, has transformed online transactions by enabling secure
and transparent exchanges. However, this architecture also exposes the network to
various security threats that cyber attackers can exploit. Detecting suspicious
behaviors in account on the Ethereum blockchain can help mitigate attacks,
including phishing, Ponzi schemes, eclipse attacks, Sybil attacks, and distributed
denial of service (DDoS) incidents. The proposed system introduces an ensemble
stacking model combining Random Forest (RF), eXtreme Gradient Boosting
(XGBoost), and a neural network (NN) to detect potential threats within the
Ethereum platform. The ensemble model is fine-tuned using Bayesian optimization
to enhance predictive accuracy, while explainable artificial intelligence (XAI)
tools—SHAP, LIME, and ELI5—provide interpretable feature insights, improving
transparency in model predictions. The dataset used comprises 9,841 Ethereum
transactions across 52 initial fields (reduced to 17 relevant features), encompassing
both legitimate and fraudulent records. The experimental findings demonstrate that
the proposed model achieves a superior accuracy of 99.6%, outperforming that of
other cutting-edge methods. These findings demonstrate that the XAI-enabled
ensemble stacking model offers a highly effective, interpretable solution for
blockchain security, strengthening trust and reliability within the Ethereum
ecosystem.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence, Cryptography, Data
Mining and Machine Learning, Blockchain
Keywords Ethereum, Fraud detection, SMOTEENN, Machine learning algorithms, Bayesian
optimization, Ensemble stacking classifier

INTRODUCTION
Blockchain technology, valued for its decentralized, secure, and unalterable nature, has
become pivotal in strengthening security across sectors such as governance, healthcare,
financial systems, and urban development (Ramaiah et al., 2022; Padma & Ramaiah,
2024a). Ethereum stands out as a leading blockchain platform, utilizing smart contracts
and its native cryptocurrency for network operations. Ethereum relies on distinct account
identifiers to facilitate transactions, including externally owned accounts (EOAs) secured
by private keys and contract accounts governed by code. To maintain data integrity, it
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utilizes features such as the nonce, contract code hash, and storage root, with the Keccak-
256 hashing algorithm ensuring the authenticity of smart contracts (Siddique & Fatima,
2022). The Ethereum storage root, based on the Merkle Patricia Trie, serves as a unique
account identifier, ensuring efficient data encoding and verification (Wang et al., 2021) and
(Chen et al., 2020a).

As of August 2024, Ethereum has processed over 2.4 billion transactions (Etherscan,
2024), making its decentralized ledger a target for cyber threats. The anonymity within
Ethereum enables malicious activities such as money laundering and illicit goods sales.
Vulnerabilities within the Ethereum network, including P2P limitations and smart
contract exploits, expose it to attacks like phishing (Chen et al., 2020c; Kabla et al., 2022),
Ponzi schemes (Chen et al., 2019), the DAO attack, and 51% attack (Scicchitano et al.,
2020), as well as the exploitation of malicious contracts (Wen et al., 2021), accounts
(Kumar et al., 2020), eclipse attacks (Xu et al., 2020), and abnormal smart contracts (Liu
et al., 2022).

Ethereum’s blockchain technology is renowned for its transparency, resistance to
tampering, and immutable nature, offering robust security capabilities.Despite these
strengths, malicious actors have successfully identified and exploited vulnerabilities within
elements such as smart contracts (Kushwaha et al., 2022; Padma&Mangayarkarasi, 2022),
the Solidity programming language (Kaleem, Mavridou & Laszka, 2020) and the Ethereum
architecture (Chen et al., 2020b). However, a range of techniques and tools (Ramaiah et al.,
2022) has emerged to actively monitor and identify malicious activities within Ethereum
networks. Ongoing efforts focus on developing solutions to enhance the resilience of the
Ethereum ecosystem against potential threats. Despite the existence of vulnerabilities
within the Ethereum blockchain (Farrugia, Ellul & Azzopardi, 2020), continuous
advancements aim to strengthen security measures and minimize the occurrences of
fraudulent activities.

Researchers are actively engaged in addressing security concerns within Ethereum’s
system while ensuring optimal performance. The application of artificial intelligence (AI)
technology has tremendous potential for early identification of security vulnerabilities
(Padma & Ramaiah, 2024b). As highlighted by Kumar et al. (2020), machine
learning (ML) models were employed to distinguish between malicious and legitimate
Ethereum addresses, with a focus on externally owned accounts (EOAs) and smart
contract accounts. By extracting key transaction features, models like eXtreme Gradient
Boosting (XGBoost), Random Forest (RF), and K-nearest neighbors (KNN) demonstrated
strong performance in enhancing Ethereum security, particularly for smart contract
accounts. Also, Ponzi schemes represent significant financial threats, particularly in
vulnerable communities like Nigeria. A study by Onu et al. (2023) applies AI with ML
models, including RF, NN, and KNN, to detect these schemes on Ethereum by analyzing
transaction patterns. AI-driven models offer a promising approach to minimizing security
breaches effectively. The convergence of Ethereum and AI technologies aims to improve
the platform’s capabilities, bolster its security measures, and enhance the overall user
experience, delivering advantages to both individual users and businesses relying on the
Ethereum network. Aziz et al. (2023) explores strategies to optimize Ethereum transactions
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and successfully addresses deviations. Despite notable strides in AI-driven detection of
malicious activities within the Ethereum platform, substantial enhancements remain
necessary. Challenges ahead of AI enabled malicious activities detection system are suitable
feature engineering (Rahamathulla & Ramaiah, 2024) enough samples (Ramaiah et al.,
2024) and suitable hyperparameter (Zhao et al., 2023) searching technique.

AI models produce outcomes, but we need clearer insights into how they reach those
conclusions. That’s where explainable artificial intelligence (XAI) comes into build trust in
AI decisions by shedding light on their reasoning and holding them accountable. XAI
pertains to the application of AI technology in a manner that allows human experts to
comprehend the outcomes of the solution. This differs from the concept of a “black box” in
machine learning, when even the developers are unable to explicate the reasoning behind a
single AI choice. XAI serves as an embodiment of the social right to an explanation. The
evolving field of XAI introduces various methods aimed at transforming the opaque nature
of models based on ML or deep learning (DL), thereby generating explanations that are
intelligible to humans. With the remarkable progress in ML and DL, researchers in the
fields of AI and ML are increasingly prioritizing the development and application of XAI.
Researchers have developed various tools to demystify black-box models, such as Local
Interpretable Model-Agnostic Explanations (LIME), Shapley Additive Explanations
(SHAP), Explain Like I am a 5-year old (ELI5), and InterpretML, among others (Buyuktepe
et al., 2023).

Due to the enhanced merits, XAI finds application in healthcare (Hauser et al., 2022),
cyber-attack detection (Kalutharage et al., 2023). These techniques are also used in various
fields like fraud detection (Biswas et al., 2023; Zhou et al., 2023), cyber security (Rjoub et al.,
2023), smart cities (Javed et al., 2023), Internet of Things (Kök et al., 2023), and intelligent
connected vehicles (Nwakanma et al., 2023).

The growing adoption of Ethereum has also heightened its susceptibility to various
cyber threats. While previous studies using ML models for anomaly detection have
demonstrated promise, they often face challenges with interpretability and scalability when
handling large transaction volumes. Moreover, current anomaly detection approaches face
challenges in balancing precision and computational efficiency, frequently operating as
“black-box” models that offer limited transparency.

Hence, the study presented in this article aims to develop comprehensive XAI-enabled
models that integrate the strengths of three ML models—RF, XGBoost, and NN—into an
ensemble stacking model. To improve prediction accuracy, a Bayesian optimization
technique has been proposed to optimize the control parameters of these ML models. To
address the sample imbalance issue, an appropriate oversampling technique has been
applied. Above all, the experiment leverages the advantages of XAI tools, including SHAP,
LIME, and ELI5, for feature interpretation. A well-designed ensemble ML model has been
constructed effectively detect fraudulent transactions, aiming to strengthen the Ethereum
network against possible security vulnerabilities. Through the examination of model
transparency and feature influence, this research seeks to enhance fraud detection on
Ethereum while improving the interpretability and trustworthiness of the proposed model.
This aligns with the growing demand for explainable AI in cybersecurity applications.
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Major contributions in this article

. To mitigate the data sample imbalance, oversampling technique is deployed.

. Bayesian optimization technique is implemented to decide the control parameters of the
ML models.

. Implementation of XAI techniques (SHAP, LIME, and ELI5) to interpret feature
importance, adding an explainability layer to the model and improving decision
transparency.

. An ensemble stacking model that combines XGBoost, RF, and NN to provide robust
fraud detection capabilities.

. Extensive experimental validation demonstrating a model accuracy of 99.6%,
benchmarked against existing state-of-the-art solutions.

Paper organization
The manuscript is organized as follows: “Literature Review” reviews related literature and
highlights its limitations. “Materials and Methods” outlines the materials and methods
employed in the proposed framework. “Results and Discussion” presents the framework’s
performance and compares it with existing methods. Finally, “Conclusion” concludes the
study and offers suggestions for future research directions.

LITERATURE REVIEW
Using smart contracts, Ethereum is a blockchain-based platform that lets one create
distributed apps and handle bitcoin transactions. The platform’s “pseudo-anonymous”
structure allows users to maintain multiple accounts under distinct cryptographic
identities, complicating the detection and attribution of fraudulent activity. High-profile
incidents, such as the Ethereum DAO attack—where hackers exploited a smart contract
vulnerability to steal cryptocurrency—underscore these challenges. Fraudulent activities
across multiple identities are significant security risks, highlighting the need for effective
monitoring to protect legitimate users. Kumar et al. (2020) tackles these challenges with
training supervised ML models to identify malicious and legitimate addresses on the
Ethereum network, focusing on EOAs and smart contract accounts. Malicious and
validated non-malicious addresses were acquired from various sources, followed by
extensive data preprocessing to differentiate and categorize EOAs and contract accounts.
Important features were retrieved from transaction data to train models including RF,
Decision Tree, XGBoost, and KNN for both account types. The approach XGBoost
achieved high accuracy rates 96.82% for smart contract accounts, demonstrating the
efficacy of ML in enhancing security within the Ethereum ecosystem.

In their study, Farrugia, Ellul & Azzopardi (2020) introduced an innovative approach
using the XGBoost model to detect illicit accounts on the Ethereum. The researchers
conducted an in-depth analysis of account details, such as addresses and transaction
histories, to uncover key insights for detecting suspicious activities. By employing a careful
feature selection process, they pinpointed the most influential factors affecting the model’s
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predictions. The study’s findings emphasized the significance of features like total ether
balance, transaction duration, and minimum transaction value in enhancing the model’s
performance. This novel approach has the potential to significantly reduce illegal activities
on the Ethereum network, including phishing, bribery, and money laundering.

To optimize classification performance, Zhou, Yan & Zhang (2022) observed sample
distribution using t-SNE and K-means clustering techniques.To detect the fraudulent
transaction on Ethereum platform, a CatBoost based ML model upon the data distribution
analysis by T-SNE and K-Means has been presented by following this analysis, they crafted
a ML model based on CatBoost to mitigate the impact of fraudulent transactions within
Ethereum accounts and used SHAP to find the feature importance.

Ethereum, as a digital currency, faces growing fraudulent activities like money
laundering and phishing, threatening transaction security. This research advocates the
application of the light gradient boosting machine (LGBM) algorithm for the identification
of fraudulent Ethereum transactions, juxtaposing it with RF and multi-layer perceptron
(MLP) models. A comparison of bagging models shows that LGBM and XGBoost achieve
the highest accuracies, with LGBM slightly outperforming XGBoost at 98.60%. By tuning
LGBM’s hyperparameters, an accuracy of 99.03% is achieved (Aziz et al., 2022). Ibrahim,
Elian & Ababneh (2021) proposed a fraud detection model for Ethereum using decision
tree, RF, and KNN algorithms. They selected six key features from a Kaggle dataset, and RF
outperformed the others in processing time and F-measure. This highlights RF
effectiveness in detecting Ethereum fraud.

Feichtner & Gruber (2020) introduced an XAI-enabled CNN model to connect app
descriptions with requested permissions, using LIME heatmaps to visualize word
significance. Hsupeng et al. (2022) developed an explainable flow-data categorization
system to detect malware attacks, utilizing SHAP for explainability.Hernandes et al. (2021)
applied XAI methods like LIME and explainable boosting machines for phishing detection.
Karn et al. (2020) advanced Cryptomining detection by combining SHAP, LIME, and an
LSTM auto-encoding approach for interpretability. Kalutharage et al. (2023) proposed an
XAI-based DDoS detection system, improving accuracy and attack certainty. Morichetta,
Casas & Mellia (2019) applied LIME to analyze encrypted YouTube traffic, providing clear
explanations of data clusters. An efficient deep neural network based models for detecting
the intruders in networks has been presented along with merits of XAI in Mane & Rao
(2021). XAI algorithms like the contrastive explanations method (CEM), SHAP, LIME,
ProtoDash and Boolean Decision Rules via Column Generation (BRCG) shed light on the
“black box” of the NN, revealing which features trigger attack flags and to what extent. By
applying these tools to the NSL-KDD dataset, the researchers demonstrate how XAI
empowers security professionals to understand and trust the IDS’s reasoning, boosting
confidence in its defenses.

Zebin, Rezvy & Luo (2022) focused on analyzing encrypted traffic with the goal of
accurately detecting DoH (DNS over HTTPS) attacks. A balanced stacked RF classifier was
proposed as an effective solution for identifying such attacks. The research prioritized
achieving high accuracy while ensuring transparency in the model’s decision-making
process. Performance improvements were largely attributed to the data split strategy and
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the parallel development of sub-models, which led to a threefold reduction in training
time. Moreover, an explainable artificial intelligence (XAI) model using SHAP was
included to show each feature contributions to the classification decisions of the model.
Building a bridge between performance and interpretability in ML, Rabah, Le Grand &
Pinheiro (2021) proposed a novel framework. This framework boosts performance by
addressing noisy, scattered, incomplete, and unbalanced data through the preprocessing
phase. Notably, the Synthetic Minority Oversampling Technique (SMOTE) technique
tackles data imbalance. To enhance interpretability, the framework leverages LIME for
local explanations and permutation feature importance for global insights. Trust is further
built by employing XAI techniques to reveal the features influencing individual
predictions. Most of the security breaches. Targeting the transaction are carried out by the
account holder in Ethereum platform. Hence, the monitoring the activities of account
holder may greatly prevents the possible security breaches.

Table 1 reports various AI-enabled models with and without integrating XAI, alongside
other essential components such as resampling techniques and hyperparameter
optimization (HPO), all of which influence the mitigation of malicious activities and the
prevention of cyber-attacks on networks. This table also highlights significant works by
Farrugia, Ellul & Azzopardi (2020), and Zhou, Yan & Zhang (2022), who used XAI and
HPO tools to mitigate malicious activities in Ethereum-based applications. Aziz et al.
(2022) alone applied an oversampling technique to address the data sample imbalance. The
remaining works presented in Table 1 leverage the merits of XAI, with some also
incorporating data sampling techniques and HPO tools, though not all studies include
these components. According to the analysis in Table 1, few studies have focused on
designing interpretable ML models for detecting suspicious activities on permissionless
Ethereum platform. Additionally, Table 1 presents details on the number of samples
considered in the studies, the features used, and the different machine learning models
employed. Upon analyzing the AI-enabled methods reported in various studies, the key
takeaways are as follows: A comprehensive AI model should integrate essential
components, such as feature interpretability tools, data resampling methods, and feature
engineering techniques. Hence, this study addresses this gap by applying Explainable AI
tools, oversampling technique and a simple hyperparameter optimization technique for
designing the ensemble stacking model, balancing both performance and transparency,
and setting a new direction for fraud detection research in blockchain security.

MATERIALS AND METHODS
The creation of a cyber-attack detection model requires a systematic approach to guarantee
its efficacy and dependability. This section outlines the process involved in building the
proposed model. The architecture view as mentioned in Fig. 1, outlines the proposed XAI-
enabled ensemble stacking-based cyber-attack detection framework intended to find
security breaches on the Ethereum platform. ML models hyper-parameters are improvised
through Bayesian optimization after the pre-processing. The ensemble stacking model is
built upon leveraging the merits of RF, XGBoost, and NN. Since the MLmodels are worked
on using a black box approach, to interpret their decisions in order to influence the
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Table 1 Technical specifications of cutting-edge methods.

Ref. Blockchain
used or not

Features Samples
count

XAI/RT HPO Attack ML XAI RT

Kumar et al.
(2020)

☑ 44 5,450 – – Malicious
accounts

LR, SVM, RF, AdaBoost,
stacking

☒ ☒

Farrugia, Ellul &
Azzopardi
(2020)

☑ 42 4,681 SHAP Grid search cv Malicious
account

XGBoost ☑ ☒

Kalutharage
et al. (2023)

☒ 14 66,793 SHAP – DDoS Autoencoder ☑ ☒

Zhou, Yan &
Zhang (2022)

☑ 42 4,681 SHAP Catboost
hyperparameter
optimization

Malicious
account

CatBoost ☑ ☒

Aziz et al. (2022) ☑ 17 9,841 SMOTE – Malicious
account

LGBM ☒ ☑

Ibrahim, Elian &
Ababneh
(2021)

☑ 42 7,809 – – Malicious
account

KNN ☒ ☒

Morichetta,
Casas & Mellia
(2019)

☒ 477 10,654
YouTube
videos

LIME – Network
traffic

Agglomerative_Wardizes,
Agglomerative_Single, K-
Means BIRCH

☑ ☒

Mane & Rao
(2021)

☒ 122 125,972 SHAP,
LIME,
CEM,
ProtoDash
and BRCG

– DoS, Probe,
R2L, U2R

DNN ☑ ☒

Zebin, Rezvy &
Luo (2022)

☒ 82 2.1 million SHAP/
SMOTE

– DoH RF ☑ ☑

Rabah, Le Grand
& Pinheiro
(2021)

☒ 115 652,100 LIME/
SMOTE

Default
parameters

Mirai and
Bashlite
Malware

DT, KNN, SVM, MLP, RF, and
ET

☑ ☑

Wang et al.
(2020)

☒ 41 125,972 SHAP &
LIME/
SMOTE

– DoS, Probe,
R2L, U2R

One-vs-All classifier/
multiclass classifier

☑ ☒

Wali & Khan
(2023)

☒ 78 16,000,000 SHAP Randomized
search

DoS HULK,
DoS
SlowHTTP,
SSH Brute
Force,
DoS HOIC,
FTP Brute
Force,
DoS LOIC-
UDP

RF ☑ ☒

Sarhan, Layeghy
& Portmann
(2022)

☒ 170 109,700,000 SHAP – Network
attacks

DFF, RF ☑ ☒

Le et al. (2022) ☒ 169 2,889,295 SHAP Default
parameters

DoS, Web-
based

Ensemble tree ☑ ☒

Alani (2022) ☒ 35 1,503,895 SHAP – Botnet attack XGB ☑ ☒

(Continued)
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Table 1 (continued)

Ref. Blockchain
used or not

Features Samples
count

XAI/RT HPO Attack ML XAI RT

Proposed ☑ 17 12,411 SHAP &
LIME &
ELI5

Bayesian
optimization

Malicious
accounts

Ensemble stacking classifier ☑ ☑

Note:
XAI = eXplainable Artificial Intelligence; RT = Resampling Technique.

Figure 1 Architectural view of the candidate framework. Full-size DOI: 10.7717/peerj-cs.2630/fig-1
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prediction, the XAI tool has been included. And the feature importance derived through
diverse XAI enabled stacking model has been used to train the proposed model.

Dataset description and preprocessing
The dataset used for experimentation, as documented from Aliyev (2020), comprises 9,841
entries encompassing both benign and malign Ethereum transactions. Initially, dataset
consists of 52 fields, the preprocessing steps removed irrelevant columns. And the resultant
columns descriptions can be found in Table 2.

The dataset, featuring 17 selected columns relevant to anomaly detection (Chithanuru,
2023), includes a binary target variable, Flag, with 0 indicating non-illicit accounts and 1
indicating illicit accounts. It was divided in an 80:20 ratio between training and testing sets.
Class distribution analysis revealed significant imbalance, with legitimate transactions
dominating. To address this, SMOTEENN (Synthetic Minority Oversampling Technique-
Edited Nearest Neighbors) was applied to balance the dataset (Isangediok & Gajamannage,
2022). The method produces synthetic examples for the underrepresented class, improving
both accuracy and generalizability. After resampling, the dataset comprised 6,055 non-
illicit and 6,356 illicit samples.

Exploratory data analysis and scaling
To prepare the data for modeling, we conducted an exploratory data analysis (EDA) to
understand the sample distribution and feature characteristics. EDA revealed that scaling
the features was necessary to ensure uniformity across data ranges, which enhances the

Table 2 Dataset description.

S.no Feature name Description

1 FLAG Indicates whether the transaction is fraud or not

2 Avg min between sent tnx_F1 Average time between sent transactions for the account in minutes

3 Avg min between received tnx_F2 Average time between received transactions for the account in minutes

4 Time Diff between first and last(Mins)_F3 Time difference between the first and last transaction in minutes

5 Sent tnx_F4 Total number of sent normal transactions

6 Received tnx_F5 Total number of received normal transactions

7 Number of Created Contracts_F6 Total Number of created contract transactions

8 Max Value Received_F7 Maximum value in Ether received

9 Avg Value Received_F8 Average value in Ether received

10 Avg Val Sent_F9 Average value of Ether sent

11 Total Ether Sent_F10 Total Ether sent from the account address

12 Total Ether Balance_F11 Total Ether Balance after all transactions

13 ERC20 Total Ether Received_F12 Total ERC20 token received transactions in Ether

14 ERC20 Total Ether Sent_F13 Total ERC20 token sent transactions in Ether

15 ERC20 Total Ether Sent Contract_F14 Total ERC20 token transfer to other contracts in Ether

16 ERC20 Uniq Sent Addr_F15 Number of ERC20 token transactions sent to unique account addresses

17 ERC20 Uniq Rec Token Name_F16 Number of Unique ERC20 tokens received
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model’s ability to learn effectively. Based on our findings, min-max normalization was
chosen for scaling. This normalization technique rescales feature values to a specific range,
typically [0, 1], which helps prevent certain features from disproportionately influencing
the model. The candidate dataset, with its comprehensive set of features and adjustments
for class imbalance, provides a robust foundation for detecting fraudulent Ethereum
transactions.

Features that captures essential transactional and behavioral data that support detecting
suspicious activities in network or blockchain contexts is highly needed. For instance, in
the resultant 17 columns, the “Time Difference between First and Last Transactions” helps
identify bursts of activity often associated with DoS or botnet attacks. Tracking “Unique
ERC20 Token Names Received” and “Total Ether Received” can reveal unusual token
interactions or abnormal transaction volume, which may suggest phishing or laundering
attempts. Monitoring “Average Time between Received Transactions” and “Average
Transaction Value Received” can highlight irregular transaction patterns, a common sign
of account compromise. Additionally, observing “Total Ether Balance” and “Total Ether
Sent” allows for spotting unexpected inflows or outflows of funds, often indicating fraud or
malicious behavior. These metrics together offer a detailed profile of normal vs. potentially
harmful transactional behaviors, enhancing accuracy in attack detection.

Hyperparameter tuning with Bayesian optimization
The ML model’s behavior and performance are significantly influenced by the external
configuration settings referred to as hyperparameters. Bayesian optimization is a technique
used in hyperparameter tuning for ML models. This iterative approach seeks to identify
the best set of hyperparameters by effectively balancing the exploration and exploitation of
the hyperparameter space (Demircioğlu & Bakır, 2023; Paudel, Montoya &Mandal, 2023).
Exploration involves searching the hyperparameter space widely to discover new regions
that may contain better-performing hyperparameter configurations. Exploitation involves
focusing on areas of the hyperparameter space that are currently believed to be more likely
to contain optimal or high-performing hyperparameter configurations (Demir & Sahin,
2023; Albahli, 2023). The process of selecting the hyperparameters using the Bayesian
optimization as follows and shown in the below Fig. 2.

1) Initial sampling: Bayesian optimization starts with an initial set of hyperparameter
configurations, often chosen randomly or using a simple heuristic.

2) Modeling the objective function: Bayesian optimization leverages a surrogate model,
often a Gaussian process, to represent the objective function—such as validation
accuracy or loss—based on hyperparameters. This surrogate model offers predictions of
the objective function and its associated uncertainty.
The Gaussian process (GP) regression model is commonly used as a surrogate model in
Bayesian optimization. Given a set of observed data points (xi, yi) where xi are
hyperparameter configurations and yi are corresponding objective function values, the
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GP model predicts the objective function f(x) at point x newly as a Gaussian
distribution:

FðxÞ ¼ NðlðxÞ; r2ðxÞÞ (1)

where:
µ(x) is the GP mean function, representing predicted objective function value at x.
σ2(x) is variance function of the GP, representing the uncertainty or confidence in the
prediction at x.

3) Acquisition function: Using the surrogate model, an acquisition function such as
Expected Improvement or Upper Confidence Bound is employed to select the next set
of hyperparameters for evaluation. This function manages the trade-off between

Figure 2 Flowchart of Bayesian optimization. Full-size DOI: 10.7717/peerj-cs.2630/fig-2
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exploring new configurations and exploiting the most promising ones. Commonly used
acquisition functions include:
(a). Expected improvement (EI):

EI xð Þ ¼ E max 0; fmin � f xð Þð Þ½ � ¼ l xð Þ � fminð Þ� zð Þ þ r xð Þf zð Þ (2)

where, fmin is the minimum observed objective function value. � zð Þ is the cumulative
distribution function of the standard normal distribution. f zð Þ is the probability density
function of the standard normal distribution. z ¼ l xð Þ � fmin

r xð Þ is the standardization of

the predicted improvement.
(b). Upper confidence bound (UCB):

UCB xð Þ ¼ l xð Þ þ br xð Þ (3)

where, b is a tunable parameter that balances exploration (higher values of b) and
exploitation (lower values of b).
(c). Probability of improvement (PI):

PI xð Þ ¼ �
l xð Þ � fmin � n

r xð Þ
� �

(4)

where, n is a parameter that controls the trade-off between exploitation and
exploration.

4) Evaluation: The selected hyperparameter configuration is evaluated using the actual
objective function (e.g., training on a subset of data and validating on a separate
validation set).

5) Update surrogate model: The surrogate model is refined using the newly acquired data
point, which includes the hyperparameter configuration and its corresponding objective
function value.

6) Iterate: Steps 3–5 are continuously executed until a predefined convergence criterion is
satisfied, such as reaching a specific number of iterations.

Machine learning models
This section briefs the designing process involved in building the ensemble stacking
models. Models like RF, XGBoost and NN are considered as a base models for the
presented experimentation.

Random forest
Random Forest is a highly effective ensemble machine learning method commonly used
for both classification and regression tasks. In contrast to a single decision tree, which can
easily overfit and display high variance, RF creates multiple decision trees during the
training process and combines their outcomes. This approach enhances both accuracy and
generalization.
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eXtreme gradient boosting
XGBoost stands out as a top ML algorithm, known for its speed and ability to tackle
various problems. It takes a unique approach to gradient boosting, making it efficient and
accurate. XGBoost shines in its ability to handle different data types and uncover complex
patterns within them. It achieves this by combining multiple, simple models (often
decision trees) and progressively refining its predictions.

Neural network
Neural networks, inspired by the structure and functionality of the human brain, are a
powerful type of machine learning model frequently applied to tasks such as classification,
regression, and clustering. They consist of interconnected nodes organized into layers,
including an input layer, one or more hidden layers, and an output layer. Each node
processes input data by applying weights, summing the weighted inputs, and passing the
result through an activation function to produce an output. The weights between nodes
determine the influence of one node on another, while activation functions, such as ReLU
(rectified linear unit), sigmoid, tanh (hyperbolic tangent), and softmax, introduce non-
linearity, allowing the network to capture complex data patterns. Neural networks are
trained using optimization techniques like gradient descent and its variants (e.g., Adam
and RMSprop), which iteratively update the weights to minimize the error between
predicted and actual values, as defined by a loss function. Backpropagation is a critical
algorithm used during training to compute gradients efficiently and adjust the weights
accordingly.

Ensemble stacking model
Stacking stands out as a potent ensemble learning method that amalgamates the
predictions generated by several individual models, culminating in a final prediction that is
not only more resilient but also more accurate (Chen et al., 2020a; Nayyer et al., 2023).
Training ensemble model includes two levels. Firstly, base learners are the individual
models trained on the original data. In this case, we consider three different models
XGBoost, NN, and RF. The main element of ensemble stacking is meta-learner. Upon the
completion of training for the base learners, their predictions are employed as input to
facilitate the training of a meta-learner. The meta-learner is trained to integrate predictions
from the base learners to produce a final output. Elastic Net (ELNet) is used in this with
meta-learner. ELNet regularization is a technique utilized for both regression and
classification that integrates L1 and L2 regularization methods. The combination of these
two techniques often results in improved performance compared to using each one
individually. ELNet regularization helps minimize the variance of the final model,
enhancing its robustness to noise and outliers. Additionally, ELNet models provide
coefficients that reflect the relative importance of each feature, making them more
interpretable compared to other ensemble models such as RF.

XAI techniques is an efficient as well as reliable tool in order to interpret the decisions
made by ML models. In particular, feature importance derived through the XAI tool offers
better insights to detect the anomalous activities (Capuano et al., 2022). For the candidate
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framework, merits of the XAI tools, SHAP, Lime, and ELI5 have been included to enhance
the interpretability of the presented ensemble stacking model. SHAP’s unique approach
guarantees fairness in attributing responsibility for the model’s fraud detection to
individual features (Mane & Rao, 2021; Zebin, Rezvy & Luo, 2022). LIME fits an
interpretable model around a given instance to produce locally faithful explanations for
model predictions. Work presented by Morichetta, Casas & Mellia (2019), Mane & Rao
(2021), Rabah, Le Grand & Pinheiro (2021) leverages the merits of LIME to generate local
explanations for its intended tasks. ELI5 is model-agnostic, allowing it to be utilized with a
variety of machine learning models. Utilizing ELI5 allows for the visualization and
interpretation of the significance of various features within a dataset, contributing to the
identification of the anomalous entity. Incorporating XAI tools—SHAP, LIME, and
ELI5—into the candidate model allowed for a deeper analysis of feature importance and
model transparency. SHAP values provided a global perspective on feature impacts across
the dataset, showing how transaction frequency and account existence contribute to fraud
detection. LIME further enabled local explanations by fitting interpretable models around
individual predictions, illustrating how features like Ether volume and timing of
transactions affect specific accounts. ELI5 helps to visualize and validate the significance of
various features within the dataset, thereby enhancing the model’s interpretability and
accountability. In contrast, the presented experiment integrates the features produced by
all three libraries. The XAI libraries like SHAP, LIME, and ELI5 consistently identified
features F2, F3, F4, F8, F12, and F16 as significant. Additionally, SHAP highlighted features
F5, F7, F10, and F11 were included due to their valuable insights into both global and local
feature importance, as well as their ability to effectively handle feature interactions as
described in Table 2. Hence, the demonstrated influential features upon the Feature
importance derived through the various XAI tools, SHAP, LIME, and ELI5, is displayed in
Figs. 3A–3C.

Introducing an ElasticNet meta-learner within the ensemble stacking framework
effectively balances complexity, especially with high-dimensional data, by reducing
computational overhead. Bayesian optimization further enhances this framework by fine-
tuning hyperparameters, achieving an optimal trade-off between exploration and
exploitation. XAI tools validate the contributions of base models, mitigating overfitting
while ensuring computational efficiency. This integration enables the meta-learner to
combine predictions efficiently, capitalizing on the strengths of each base model and
mitigating their weaknesses, ultimately producing a robust and efficient model. Key
features influencing fraudulent transaction detection include ERC20 total ether received
and ERC20 unique received token names, with higher values strongly indicating fraud.
Features like time difference between first and last transaction and average minutes
between received transactions also significantly impact predictions, with context-
dependent effects. Metrics such as average value received and total ether sent further aid in
identifying suspicious activities. The ranking of features highlights ERC20 unique received
token names as the most influential, followed by time difference between first and last
transaction, emphasizing their critical roles in determining transaction legitimacy. The
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Figure 3 Feature importance through XAI-enabled stacking model: (A) SHAP, (B) LIME, (C) ELI5.
Full-size DOI: 10.7717/peerj-cs.2630/fig-3
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hyperparameters of ML, ensemble stacking classifier, and XAI control parameters are
depicted in Table 3.

RESULTS AND DISCUSSION
The effectiveness of the proposed ensemble learning model was assessed by benchmarking
it against several well-known models using quantitative performance metrics, including
precision (Pr), recall (Re), F1-score (F1), and accuracy (Ac). These metrics were derived

Table 3 Hyperparameters of machine learning and XAI.

Hyperparameters Range RF XGBoost NN Ensemble stacking classifier

n_estimators [80, 150] 123 131 – –

max_depth [3, 10] 10 10

max_features [0.1, 1.0] 0.3139 – – –

min_samples_leaf [2, 20] 1.7307 – – –

min_samples_split [1, 10] 14.0528 – – –

colsample_bytree [0.8, 1.0] – 0.8 – –

learning_rate [0.01, 1.0] – 1.0 – –

min_child_weight [1, 10] – 1 – –

subsample [0.8, 1.0] – 0.8 – –

activation [relu, sigmoid] – – Relu –

batch_size [32, 64, 128] – – 32 –

epochs [10, 20, 30] – – 30 –

num_hidden_layers [1, 2, 3] – – 3 –

num_units [32,64, 128] – – 64 –

optimizer [adam, sgd] – – adam –

l1_ratio [0, 1] – – – [0.5]

alphas [0.0001, 10.0] – – – [0.1]

Cv 5 5 5 5 5

max_iter [100, 5,000] – – – 1,000

Tol [1e−5, 1e−3] – – – 0.0001

fit_intercept [True, False] – – – True

selection Cyclic, random – – – Cyclic

n_jobs [1, −1] – – – −1

XAI control parameters

Range SHAP LIME XAI –

Method – TreeExplainer LimeTabularExplainer explain_weights –

model_output [raw, probability, predict_proba, predict] Raw – –

feature_perturbation [random, interventional, none] Interventional – – –

kernel_width [0.1, 1.0] – 0.4 – –

feature_selection [auto, none] – auto – –

discretize_continuous [true, false] – True – –

sample_around_instance [true, false] – False – –

importance_type [weight, shap, permutation, gain] – – gain –
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from the counts of true positives (Tp), true negatives (Tn), false positives (Fp), and false
negatives (Fn).The experiments were conducted using the dataset (Aliyev, 2020;
Chithanuru, 2023) and implemented with the Keras and TensorFlow libraries in Python
3.3.4. The experimental setup consisted of a Windows 10 operating system, an Intel Core
i5-8250U processor, and 32 GB of RAM.

Table 4 shows the performance of ML models (RF, XGB, NN, and Stacking) for
detecting fraudulent accounts on Ethereum, comparing results before and after applying
SMOTEENN. The models exhibit improved performance after resampling. A comparison
of ML models with the ensemble stacking model shows an accuracy of 99.6%. The
improved performance is attributed to efficient feature selection using XAI tools. Features
like number of created contracts and ERC20 unique sent address help detect spam
contracts, phishing, and money laundering. Transaction behavior features such as time
difference between first and last transaction and average value received highlight

Table 4 Tested results.

Model Sample Recall Precision F1-score Accuracy

RF Actual 0.9265 0.9606 0.9433 0.9761

RF SMOTE + ENN 0.9951 0.9935 0.9943 0.9943

XGB Actual 0.9454 0.9637 0.9545 0.9807

XGB SMOTE + ENN 0.9967 0.9959 0.9963 0.9963

NN Actual 0.9250 0.8777 0.9007 0.9558

NN SMOTE + ENN 0.9412 0.9421 0.9411 0.9412

Proposed Actual 0.9532 0.9465 0.9432 0.9843

Proposed SMOTE + ENN 0.9963 0.9962 0.9952 0.9960

Figure 4 Ensemble stacking output before (A) and after (B) applying resampling techniques. Full-size DOI: 10.7717/peerj-cs.2630/fig-4
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suspicious activity patterns indicative of fraud. Figure 4 also provides snapshots of the
confusion matrices, which is highly appreciated in the examination of the malicious
Ethereum accounts.

Computational cost analysis
From a computational cost and uncertainty perspective, RF and the ensemble stacking
model stand out as the most effective choices, with the ensemble model being particularly
reliable as shown in Table 5. RF is highly efficient, with low training and testing times,
minimal memory usage (1.29–1.59 MB), and stable predictions characterized by a small
standard deviation in mean predictions, indicating low uncertainty. It performs
consistently well across both 17 and 10 features, showcasing its adaptability and scalability.
The ensemble stacking model, on the other hand, excels by leveraging the strengths of
multiple models, achieving robust predictions with minimal computational overhead. Its
training and testing times are fast, and memory usage is negligible, while the low standard
deviation of predictions demonstrates its ability to minimize uncertainty, making it the
most balanced and reliable approach. In contrast, the NN requires significantly more
resources, with high memory consumption (up to 12 MB) and longer training times, and it
exhibits increased uncertainty, particularly when the number of features is reduced, as
shown by the sharp rise in standard deviation. This suggests that the NN might be
overfitting or struggling to generalize with fewer features, requiring further optimization of
its architecture or hyperparameters. While NN has potential for complex patterns, its
computational cost and uncertainty make it less suitable for resource-constrained
environments or applications demanding consistent predictions. Therefore, for scenarios
where computational efficiency and prediction stability are critical, RF and the ensemble
stacking model are superior choices, with the latter being the most robust and

Table 5 Computational cost.

Training time
(in sec)

Memory used during training
(MB)

Testing time
(in sec)

Average mean
prediction

Average standard
deviation

For 17 features

RF 3.72 1.59 0.04 0.4981 0.0073

XGB 1.93 1.53 0.01 0.4979 0.0086

NN 4.85 12.94 0.41 0.3523 0.2632

Ensemble
stacking

0.21 0.0 0.21 0.5073 0.0168

For 10 features

RF 2.16 1.29 0.03 0.4984 0.0079

XGB 1.36 1.29 0.02 0.4982 0.0100

NN 4.66 11.76 0.36 0.3121 0.2378

Ensemble
stacking

0.20 0.00 0.21 0.5113 0.0057
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cost-effective due to its ability to aggregate and mitigate individual model uncertainties
while maintaining excellent performance.

Performance comparison with state-of-the-art methods
This subsection assesses the accuracy of the proposed ensemble stacking model by
benchmarking it against leading-edge techniques. The findings shown in Table 6, once
again confirmed that the presented XAI enabled Ethereum malicious account detection is
superior than that of it counter-part techniques.

Limitations and future directions
The results of the presented Ethereum-based fraudulent activity detection model are
superior in terms of various quantitative metrics. The dataset used for experimentation
contains transaction details from the years 2017 to 2019. Recently, the landscape of
dynamic threats has been increasing day by day. Therefore, to make reliable predictions in
the coming years, continuous learning is necessary, along with the inclusion of new attack
sample vectors.

Future research could compile a new dataset by including various attack features
collected after 2019. The inclusion of other possible features that could better describe the
attacks would also be investigated. Designing deep learning techniques requires more
samples; therefore, an effort will be made to collect a larger number of samples.

CONCLUSION
This research focuses on proactively examining user behavior on the Ethereum platform, a
permissionless blockchain, to reduce potential cyber threats like eclipse attacks, phishing,
sybil attacks, Ponzi schemes, and DDoS attacks. The proposed framework tackles
overfitting and underfitting issues using suitable data sampling techniques.
Hyperparameters are critical variables that greatly affect the performance of machine
learning models. Therefore, we utilize Bayesian optimization to optimize these
hyperparameters. Furthermore, XAI tools are employed to identify key features that boost
the reliability of predictions made by the ensemble stacking model. This model, enhanced
by XAI-derived features, is trained and validated on an Ethereum dataset. The findings
show that the proposed framework achieves an impressive 99.6% accuracy, surpassing

Table 6 Benchmarking results against cutting-edge techniques.

Reference Models Number of features Accuracy

Kumar et al. (2020) XGB 10 96.8

Farrugia, Ellul & Azzopardi (2020) XGB 42 96.3

Zhou, Yan & Zhang (2022) CatBoost 43 94.0

Aziz et al. (2022) LGBM 43 99.0

Ibrahim, Elian & Ababneh (2021) KNN 42 98.7

Ibrahim, Elian & Ababneh (2021) J48 6 97.9

Proposed XAI-ensemble stacking classifier 10 99.6
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other evaluated frameworks. To gain a deeper understanding of anomalous account
behavior on the Ethereum platform, future research will include transaction data from
2021, 2022, and 2023. This extended dataset will enable us to explore the potential of deep
learning techniques for even more effective anomaly detection.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by the Vellore Institute of Technology. The funders had no role
in study design, data collection and analysis, decision to publish, or preparation of the
manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Vellore Institute of Technology.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions
. Vasavi Chithanuru conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables, and
approved the final draft.

. Mangayarkarasi Ramaiah analyzed the data, authored or reviewed drafts of the article,
and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The data is available at Kaggle: https://www.kaggle.com/datasets/vasavichithanuru/
ethereum-fraud-transactions.

The dataset is available at GitHub and Zenodo:
‐ https://github.com/vasavichithanuru/XAI-Enabled-Ensemble-Stacking-.
‐ vasavichithanuru. (2024). vasavichithanuru/XAI-Enabled-Ensemble-Stacking:

3374d4d (3374d4d). Zenodo. https://doi.org/10.5281/zenodo.14280345-.

REFERENCES
Alani MM. 2022. BotStop: packet-based efficient and explainable IoT botnet detection using

machine learning. Computer Communications 193(7):53–62
DOI 10.1016/j.comcom.2022.06.039.

Albahli S. 2023. Efficient hyperparameter tuning for predicting student performance with Bayesian
optimization. Multimedia Tools and Applications 1-25(17):52711–52735
DOI 10.1007/s11042-023-17525-w.

Aliyev V. 2020. Ethereum fraud detection dataset. Kaggle. Available at https://www.kaggle.com/
datasets/vagifa/ethereum-frauddetection-dataset (accessed 1 October 2023).

Chithanuru and Ramaiah (2025), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2630 20/24

https://www.kaggle.com/datasets/vasavichithanuru/ethereum-fraud-transactions
https://www.kaggle.com/datasets/vasavichithanuru/ethereum-fraud-transactions
https://github.com/vasavichithanuru/XAI-Enabled-Ensemble-Stacking
https://doi.org/10.5281/zenodo.14280345
http://dx.doi.org/10.1016/j.comcom.2022.06.039
http://dx.doi.org/10.1007/s11042-023-17525-w
https://www.kaggle.com/datasets/vagifa/ethereum-frauddetection-dataset
https://www.kaggle.com/datasets/vagifa/ethereum-frauddetection-dataset
http://dx.doi.org/10.7717/peerj-cs.2630
https://peerj.com/computer-science/


Aziz RM, Baluch MF, Patel S, Ganie AH. 2022. LGBM: a machine learning approach for
Ethereum fraud detection. International Journal of Information Technology 14(7):3321–3331
DOI 10.1007/s41870-022-00864-6.

Aziz RM, Mahto R, Goel K, Das A, Kumar P, Saxena A. 2023. Modified genetic algorithm with
deep learning for fraud transactions of Ethereum smart contract. Applied Sciences 13(2):697
DOI 10.3390/app13020697.

Biswas J, Mridha AA, Hossain MS, Trisha AS, Ahmed MS, Hossain MI. 2023. Interpretable
credit card fraud detection using machine learning leveraging SHAP. In: 2023 IEEE 6th
International Conference on Electronic Information and Communication Technology (ICEICT).
Piscataway: IEEE, 1206–1211.

Buyuktepe O, Catal C, Kar G, Bouzembrak Y, Marvin H, Gavai A. 2023. Food fraud detection
using explainable artificial intelligence. Expert Systems 42:e13387 DOI 10.1111/exsy.13387.

Capuano N, Fenza G, Loia V, Stanzione C. 2022. Explainable artificial intelligence in
cybersecurity: a survey. IEEE Access 10(2):93575–93600 DOI 10.1109/ACCESS.2022.3204171.

Chen W, Guo X, Chen Z, Zheng Z, Lu Y. 2020c. Phishing scam detection on Ethereum: towards
financial security for blockchain ecosystem. In: IJCAI. Vol. 7, 4456–4462.

Chen H, Pendleton M, Njilla L, Xu S. 2020b. A survey on Ethereum systems security:
vulnerabilities, attacks, and defenses. ACM Computing Surveys (CSUR) 53(3):1–43
DOI 10.1145/3391195.

Chen C, Zhang Q, Yu B, Yu Z, Lawrence PJ, Ma Q, Zhang Y. 2020a. Improving protein-protein
interactions prediction accuracy using XGBoost feature selection and stacked ensemble
classifier. Computers in Biology and Medicine 123:103899
DOI 10.1016/j.compbiomed.2020.103899.

Chen W, Zheng Z, Ngai ECH, Zheng P, Zhou Y. 2019. Exploiting blockchain data to detect smart
ponzi schemes on Ethereum. IEEE Access 7:37575–37586 DOI 10.1109/ACCESS.2019.2905769.

Chithanuru V. 2023. Ethereum fraud transactions dataset. Kaggle. Available at https://www.kaggle.
com/datasets/vasavichithanuru/ethereum-fraud-transactions (accessed 6 December 2023).

Demir S, Sahin EK. 2023. Assessing the predictive capability of DeepBoost machine learning
algorithm powered by hyperparameter tuning methods for slope stability prediction.
Environmental Earth Sciences 82(23):562 DOI 10.1007/s12665-023-11247-w.

Demircioğlu U, Bakır H. 2023. Deep learning-based prediction of delamination growth in
composite structures: Bayesian optimization and hyperparameter refinement. Physica Scripta
98(10):106004 DOI 10.1088/1402-4896/acf812.

Etherscan. 2024. Etherscan blockchain explorer. Available at https://etherscan.io/ (accessed August
2024).

Farrugia S, Ellul J, Azzopardi G. 2020. Detection of illicit accounts over the Ethereum blockchain.
Expert Systems with Applications 150(6943):113318 DOI 10.1016/j.eswa.2020.113318.

Feichtner J, Gruber S. 2020. Understanding privacy awareness in android app descriptions using
deep learning. In: Proceedings of the Tenth ACM Conference on Data and Application Security
and Privacy. New York: ACM, 203–214.

Hauser K, Kurz A, Haggenmüller S, Maron AR, von Kalle C, Utikal JS, Meier F, Hobelsberger S,
Gellrich FF, Sergon M, Hauschild A, French LE, Heinzerling L, Schlager JG, Ghoreschi K,
Schlaak M, Hilke FJ, Poch G, Kutzner H, Berking C, Heppt MV, Erdmann M, Haferkamp S,
Schadendorf D, Sondermann W, Goebeler M, Schilling B, Kather JK, Fröhling S, Lipka DB,
Hekler A, Krieghoff-Henning E, Brinker TJ. 2022. Explainable artificial intelligence in skin
cancer recognition: a systematic review. European Journal of Cancer 167:54–69
DOI 10.1016/j.ejca.2022.02.025.

Chithanuru and Ramaiah (2025), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2630 21/24

http://dx.doi.org/10.1007/s41870-022-00864-6
http://dx.doi.org/10.3390/app13020697
http://dx.doi.org/10.1111/exsy.13387
http://dx.doi.org/10.1109/ACCESS.2022.3204171
http://dx.doi.org/10.1145/3391195
http://dx.doi.org/10.1016/j.compbiomed.2020.103899
http://dx.doi.org/10.1109/ACCESS.2019.2905769
https://www.kaggle.com/datasets/vasavichithanuru/ethereum-fraud-transactions
https://www.kaggle.com/datasets/vasavichithanuru/ethereum-fraud-transactions
http://dx.doi.org/10.1007/s12665-023-11247-w
http://dx.doi.org/10.1088/1402-4896/acf812
https://etherscan.io/
http://dx.doi.org/10.1016/j.eswa.2020.113318
http://dx.doi.org/10.1016/j.ejca.2022.02.025
http://dx.doi.org/10.7717/peerj-cs.2630
https://peerj.com/computer-science/


Hernandes PRG, Floret CP, De Almeida KFC, Da Silva VC, Papa JP, Da Costa KAP. 2021.
Phishing detection using URL-based XAI techniques. In: 2021 IEEE Symposium Series on
Computational Intelligence (SSCI). Piscataway: IEEE, 1–6.

Hsupeng B, Lee KW, Wei TE, Wang SH. 2022. Explainable malware detection using predefined
network flow. In: 2022 24th International Conference on Advanced Communication Technology
(ICACT). Piscataway: IEEE, 27–33.

Ibrahim RF, Elian AM, Ababneh M. 2021. Illicit account detection in the Ethereum blockchain
using machine learning. In: 2021 International Conference on Information Technology (ICIT).
Piscataway: IEEE, 488–493.

Isangediok M, Gajamannage K. 2022. Fraud detection using optimized machine learning tools
under imbalance classes. In: 2022 IEEE International Conference on Big Data (Big Data).
Piscataway: IEEE, 4275–4284.

Javed AR, Ahmed W, Pandya S, Maddikunta PKR, Alazab M, Gadekallu TR. 2023. A survey of
explainable artificial intelligence for smart cities. Electronics 12(4):1020
DOI 10.3390/electronics12041020.

Kabla AHH, Anbar M, Manickam S, Al-Amiedy TA, Cruspe PB, Al-Ani AK, Karuppayah S.
2022. Applicability of intrusion detection system on Ethereum attacks: a comprehensive review.
IEEE Access 10(4):71632–71655 DOI 10.1109/ACCESS.2022.3188637.

Kaleem M, Mavridou A, Laszka A. 2020. Vyper: a security comparison with solidity based on
common vulnerabilities. In: 2020 2nd Conference on Blockchain Research & Applications for
Innovative Networks and Services (BRAINS). Piscataway: IEEE, 107–111.

Kalutharage CS, Liu X, Chrysoulas C, Pitropakis N, Papadopoulos P. 2023. Explainable AI-
based DDOS attack identification method for IoT networks. Computers 12(2):32
DOI 10.3390/computers12020032.

Karn RR, Kudva P, Huang H, Suneja S, Elfadel IM. 2020. Cryptomining detection in container
clouds using system calls and explainable machine learning. IEEE Transactions on Parallel and
Distributed Systems 32(3):674–691 DOI 10.1109/TPDS.2020.3029088.

Kök İ, Okay FY, MuyanlıÖ, Özdemir S. 2023. Explainable artificial intelligence (XAI) for internet
of things: a survey. IEEE Internet of Things Journal 10(16):14764–14779
DOI 10.1109/JIOT.2023.3287678.

Kumar N, Singh A, Handa A, Shukla SK. 2020. Detecting malicious accounts on the Ethereum
blockchain with supervised learning. In: Cyber Security Cryptography and Machine Learning:
Fourth International Symposium, CSCML 2020, July 2–3, 2020, Proceedings 4. Be’er Sheva, Israel:
Springer International Publishing, 94–109.

Kushwaha SS, Joshi S, Singh D, Kaur M, Lee HN. 2022. Systematic review of security
vulnerabilities in Ethereum blockchain smart contract. IEEE Access 10(6):6605–6621
DOI 10.1109/ACCESS.2021.3140091.

Le TTH, Kim H, Kang H, Kim H. 2022. Classification and explanation for intrusion detection
system based on ensemble trees and SHAP method. Sensors 22(3):1154 DOI 10.3390/s22031154.

Liu L, Tsai WT, Bhuiyan MZA, Peng H, Liu M. 2022. Blockchain-enabled fraud discovery
through abnormal smart contract detection on Ethereum. Future Generation Computer Systems
128:158–166 DOI 10.1016/j.future.2021.08.023.

Mane S, Rao D. 2021. Explaining network intrusion detection system using explainable AI
framework. ArXiv DOI 10.48550/arXiv.2103.07110.

Morichetta A, Casas P, Mellia M. 2019. EXPLAIN-IT: towards explainable AI for unsupervised
network traffic analysis. In: Proceedings of the 3rd ACM CoNEXT Workshop on Big Data,

Chithanuru and Ramaiah (2025), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2630 22/24

http://dx.doi.org/10.3390/electronics12041020
http://dx.doi.org/10.1109/ACCESS.2022.3188637
http://dx.doi.org/10.3390/computers12020032
http://dx.doi.org/10.1109/TPDS.2020.3029088
http://dx.doi.org/10.1109/JIOT.2023.3287678
http://dx.doi.org/10.1109/ACCESS.2021.3140091
http://dx.doi.org/10.3390/s22031154
http://dx.doi.org/10.1016/j.future.2021.08.023
http://dx.doi.org/10.48550/arXiv.2103.07110
http://dx.doi.org/10.7717/peerj-cs.2630
https://peerj.com/computer-science/


Machine Learning and Artificial Intelligence for Data Communication Networks. New York:
ACM, 22–28.

Nayyer N, Javaid N, Akbar M, Aldegheishem A, Alrajeh N, Jamil M. 2023. A new framework for
fraud detection in bitcoin transactions through ensemble stacking model in smart cities. IEEE
Access 11:90916 DOI 10.1109/ACCESS.2023.3308298.

Nwakanma CI, Ahakonye LAC, Njoku JN, Odirichukwu JC, Okolie SA, Uzondu C, Ndubuisi
Nweke CC, Kim DS. 2023. Explainable artificial intelligence (XAI) for intrusion detection and
mitigation in intelligent connected vehicles: a review. Applied Sciences 13(3):1252
DOI 10.3390/app13031252.

Onu IJ, Omolara AE, Alawida M, Abiodun OI, Alabdultif A. 2023.Detection of Ponzi scheme on
Ethereum using machine learning algorithms. Scientific Reports 13:18403
DOI 10.1038/s41598-023-45275-0.

Padma A, Mangayarkarasi R. 2022. Detecting security breaches on smart contracts through
techniques and tools a brief review: applications and challenges. In: International Conference on
Information and Management Engineering. Singapore: Springer Nature Singapore, 361–369.

Padma A, Ramaiah M. 2024a. Blockchain based an efficient and secure privacy preserved
framework for smart cities. IEEE Access 12:21985 DOI 10.1109/ACCESS.2024.3364078.

Padma A, Ramaiah M. 2024b. GLSBIoT: GWO-based enhancement for lightweight scalable
blockchain for IoT with trust based consensus. Future Generation Computer Systems
159(4):64–76 DOI 10.1016/j.future.2024.05.008.

Paudel A, Montoya AY, Mandal P. 2023. Short-term and rolling solar PV power forecasts:
performance evaluation and hyperparameter tuning of deep learning models. In: 2023 IEEE
Industry Applications Society Annual Meeting (IAS). Piscataway: IEEE, 1–7.

Rabah NB, Le Grand B, Pinheiro MK. 2021. IoT botnet detection using black-box machine
learning models: the trade-off between performance and interpretability. In: 2021 IEEE 30th
International Conference on Enabling Technologies: Infrastructure for Collaborative Enterprises
(WETICE). Piscataway: IEEE, 101–106.

Rahamathulla MY, Ramaiah M. 2024. An intrusion attack classification using bio-inspired
optimization technique and ensemble learning model for edge computing environments.
Multimedia Tools and Applications 6:1–28 DOI 10.1007/s11042-024-20314-8.

Ramaiah M, Chandrasekaran V, Chand V, Vasudevan A, Mohamma SI, Soon EEH, Shambour
Q, Alshurideh MT. 2024. Enhanced phishing detection: an ensemble stacking model with DT-
RFECV and SMOTE. Applied Mathematics 18(6):1481–1493 DOI 10.18576/amis/180624.

Ramaiah M, Chithanuru V, Padma A, Ravi V. 2022. A review of security vulnerabilities in
industry 4.0 application and the possible solutions using blockchain. In: Cyber Security
Applications for Industry 4.0. Boca Raton, FL, USA: Chapman and Hall/CRC, 63–95.

Rjoub G, Bentahar J, Wahab OA, Mizouni R, Song A, Cohen R, Otrok H, Mourad A. 2023. A
survey on explainable artificial intelligence for cybersecurity. IEEE Transactions on Network and
Service Management 20(4):5115–5140 DOI 10.1109/TNSM.2023.3282740.

Sarhan M, Layeghy S, Portmann M. 2022. Evaluating standard feature sets towards increased
generalisability and explainability of ML-based network intrusion detection. Big Data Research
30(3):100359 DOI 10.1016/j.bdr.2022.100359.

Scicchitano F, Liguori A, Guarascio M, Ritacco E, Manco G. 2020. A deep learning approach for
detecting security attacks on blockchain. In: ITASEC, 212–222.

Siddique SS, Fatima NS. 2022. Smart verification system for media file using blockchain. In: 2022
International Conference on Applied Artificial Intelligence and Computing (ICAAIC), Applied
Artificial Intelligence and Computing (ICAAIC), 2022 International Conference On, 1417–1424.

Chithanuru and Ramaiah (2025), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2630 23/24

http://dx.doi.org/10.1109/ACCESS.2023.3308298
http://dx.doi.org/10.3390/app13031252
http://dx.doi.org/10.1038/s41598-023-45275-0
http://dx.doi.org/10.1109/ACCESS.2024.3364078
http://dx.doi.org/10.1016/j.future.2024.05.008
http://dx.doi.org/10.1007/s11042-024-20314-8
http://dx.doi.org/10.18576/amis/180624
http://dx.doi.org/10.1109/TNSM.2023.3282740
http://dx.doi.org/10.1016/j.bdr.2022.100359
http://dx.doi.org/10.7717/peerj-cs.2630
https://peerj.com/computer-science/


Wali S, Khan I. 2023. Explainable AI and random forest based reliable intrusion detection system.
TechRxiv DOI 10.36227/techrxiv.17169080.

Wang Z, Jin H, Dai W, Choo KKR, Zou D. 2021. Ethereum smart contract security research:
survey and future research opportunities. Frontiers of Computer Science 15(2):1–18
DOI 10.1007/s11704-020-9284-9.

Wang M, Zheng K, Yang Y, Wang X. 2020. An explainable machine learning framework for
intrusion detection systems. IEEE Access 8:73127–73141 DOI 10.1109/ACCESS.2020.2988359.

Wen H, Fang J, Wu J, Zheng Z. 2021. Transaction-based hidden strategies against general
phishing detection framework on Ethereum. In: 2021 IEEE International Symposium on Circuits
and Systems (ISCAS). Piscataway: IEEE, 1–5.

Xu G, Guo B, Su C, Zheng X, Liang K,Wong DS,Wang H. 2020.Am I eclipsed? A smart detector
of eclipse attacks for Ethereum. Computers & Security 88(11):101604
DOI 10.1016/j.cose.2019.101604.

Zebin T, Rezvy S, Luo Y. 2022. An explainable AI-based intrusion detection system for DNS over
HTTPS (DoH) attacks. IEEE Transactions on Information Forensics and Security 17(1):2339–
2349 DOI 10.1109/TIFS.2022.3183390.

Zhao G, Song S, Lin H, Jiang W. 2023. Bayesian optimization machine learning models for true
and fake news classification. In: 2023 IEEE 6th Information Technology, Networking, Electronic
and Automation Control Conference (ITNEC). Vol. 6. Piscataway: IEEE, 1530–1533.

Zhou Y, Li H, Xiao Z, Qiu J. 2023. A user-centered explainable artificial intelligence approach for
financial fraud detection. Finance Research Letters 58(11):104309
DOI 10.1016/j.frl.2023.104309.

Zhou J, Yan S, Zhang J. 2022. Prediction and analysis of illegal accounts on Ethereum based on
Catboost algorithm. In: 2022 International Conference on Big Data, Information and Computer
Network (BDICN). Piscataway: IEEE, 63–67.

Chithanuru and Ramaiah (2025), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2630 24/24

http://dx.doi.org/10.36227/techrxiv.17169080
http://dx.doi.org/10.1007/s11704-020-9284-9
http://dx.doi.org/10.1109/ACCESS.2020.2988359
http://dx.doi.org/10.1016/j.cose.2019.101604
http://dx.doi.org/10.1109/TIFS.2022.3183390
http://dx.doi.org/10.1016/j.frl.2023.104309
http://dx.doi.org/10.7717/peerj-cs.2630
https://peerj.com/computer-science/

	Proactive detection of anomalous behavior in Ethereum accounts using XAI-enabled ensemble stacking with Bayesian optimization
	Introduction
	Literature review
	Materials and Methods
	Results and discussion
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


