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Part of Speech tagging (POS) is the process of assigning tags or labels to each word of a
text based on the grammatical category. It provides the ability to understand the
grammatical structure of a text and plays an important role in many natural language
processing tasks like Syntax Understanding, Semantic Analysis, Text Processing,
Information Retrieval, Machine Translation, and Named Entity Recognition. The POS
tagging involves sequential nature, context dependency, and labeling of each word.
Therefore it is a sequence labeling task. The challenges faced in Urdu text processing
including resource scarcity, morphological richness, free word order, absence of
capitalization, agglutinative nature, spelling variations, and multipurpose usage of words
raise the demand for the development of Machine Learning automatic POS tagging
systems for Urdu. Therefore, a Conditional Random Field (CRF) based supervised POS
classifier has been developed for 33 different Urdu POS categories using the language-
independent features of Urdu text for the Urdu news dataset MM-POST containing 119,276
tokens of seven different domains including Entertainment, Finance, General, Health,
Politics, Science and Sports. An analysis of the proposed approach is presented, proving it
superior to other Urdu POS tagging research for using a simpler strategy by employing
fewer word-level features as context windows together with the Word Length. The
effective utilization of these features for the POS tagging of Urdu text resulted in the state-
of-the-art performance of the CRF model, achieving an overall classification accuracy of
96.1%.
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ABSTRACT12

Part of Speech tagging (POS) is the process of assigning tags or labels to each word of a text based

on the grammatical category. It provides the ability to understand the grammatical structure of a text

and plays an important role in many natural language processing tasks like Syntax Understanding,

Semantic Analysis, Text Processing, Information Retrieval, Machine Translation, and Named Entity

Recognition. The POS tagging involves sequential nature, context dependency, and labeling of each

word. Therefore it is a sequence labeling task. The challenges faced in Urdu text processing including

resource scarcity, morphological richness, free word order, absence of capitalization, agglutinative nature,

spelling variations, and multipurpose usage of words raise the demand for the development of Machine

Learning automatic POS tagging systems for Urdu. Therefore, a Conditional Random Field (CRF)

based supervised POS classifier has been developed for 33 different Urdu POS categories using the

language-independent features of Urdu text for the Urdu news dataset MM-POST containing 119,276

tokens of seven different domains including Entertainment, Finance, General, Health, Politics, Science

and Sports. An analysis of the proposed approach is presented, proving it superior to other Urdu POS

tagging research for using a simpler strategy by employing fewer word-level features as context windows

together with the Word Length. The effective utilization of these features for the POS tagging of Urdu

text resulted in the state-of-the-art performance of the CRF model, achieving an overall classification

accuracy of 96.1%.
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INTRODUCTION30

Part of Speech (POS) tagging is the process of assigning tags or labels to each word of a sentence based31

on its grammatical category. These labels can be used for associating each word to its corresponding32

grammatical category (i.e. POS) in a given text (Warjri et al., 2021). POS tagging is an essential and33

often a prerequisite step in many natural language processing (NLP) applications including Text Analysis,34

Syntax Understanding, Semantic Analysis, Information Retrieval, Machine Translation and Named Entity35

Recognition etc.36

Due to its pivotal role in many NLP tasks, much attention has been given in the recent past to achieving37

accurate and efficient POS tagging in many different languages of the world. POS tagging has been widely38

covered and much advancement achieved for most Western languages. However, for resource-scarce39

languages like Urdu little work has been done particularly in the application of contemporary Machine40

Learning (ML) and Deep Learning approaches for Urdu POS tagging.41

Urdu is the national language of Pakistan and is widely spoken across the world. POS tagging is42

a sequence labeling task as it involves a sequential nature, context dependency, and labeling of each43

word within the text. Many different approaches including Supervised Learning, Unsupervised Learning,44
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Hybrid of Rule-based and Machine Learning, and Deep Learning based approaches have been followed45

for Urdu POS tagging. Supervised Learning techniques require labeled data for training. Among the46

traditional Supervised techniques, HMM, Maximum Entropy Models (MaxEnt), and SVM are popularly47

used for Urdu POS tagging. In this work, an Urdu POS classifier also called tagger is developed for48

classification and prediction of POS tags of Urdu news text using the Mushtaq & Muzammil POS49

Tagged (MM-POST) dataset (Ali and Khan, 2024a) available online at (Ali and Khan, 2024b). The50

simple language-independent and smaller feature set has been selected for the training of the CRF51

model to learn the pattern and predict the Urdu POS tags from the real Urdu text. The CRF is a simple52

probabilistic graphical model popular for segmentation and labelling tasks due to its less computation and53

low requirement of extensive feature engineering.54

Challenges of Urdu POS Tagging55

The generally faced challenges that make the POS tagging of the low-resource Urdu language a difficult56

task include resource scarcity, morphological richness, no capitalization, free word order, agglutinative57

nature, spelling variations, and words serving multiple grammatical functions (Malik and Sarwar, 2015;58

Shah et al., 2016). Due to the complex morphological and syntactic structure of Urdu, POS tagging59

requires careful handling due to the ambiguity in word categorization. The scarcity of large-quality60

annotated corpora, need for use of sophisticated features set and the requirement of huge processing61

power for running heavy computations in learning and predicting the POS tags make Urdu POS tagging62

a challenging task. Conditional Random Fields (CRF), a sophisticated supervised machine learning63

algorithm, is widely used for POS tagging in Western languages and has also been successfully applied64

to Urdu POS tagging. A CRF-based POS classifier has been developed for 33 Urdu POS categories,65

utilizing language-independent features and trained on the MM-POST Urdu news dataset, demonstrating66

its effectiveness in handling Urdu’s linguistic complexities.67

Motivation for Study68

POS tag provides linguistic information about how a word can be used in a phrase, sentence or document.69

It helps in identifying grammatical context of the text that is highly effective in text prediction and70

generation. POS tagging is an essential part of many state-of-the-art NLP applications like Text Analysis,71

Syntax Understanding, Semantic Analysis, Information Retrieval, Machine Translation, Text to Speech72

Systems, Question Answering, Sentiment Analysis and Named Entity Recognition etc.73

In the past, various rule-based approaches have resulted in encouraging performance for Urdu POS74

tagging. However, rule-based systems are difficult to develop and are less portable to other domains.75

Notable performance has been reported by various researchers using Machine Learning and Deep Learning76

approaches for Urdu POS tagging but limited application of various Machine Learning and Deep Learning77

techniques is found for Urdu POS tagging due to the existing challenges. Therefore, exploring the area of78

Urdu POS tagging can lead to feasible, efficient and automatic solutions.79

The Tagset of 12 Urdu POS categories having 32 subcategories and POS tagging of 100,000 words of80

Urdu Digest Corpus made through the Tree Tagger using the Decision Tree and the Center for Language81

Engineering (CLE) Tagset, achieving an accuracy of 96.8% (Ahmad et al., 2014). In our work, these main82

categories and subcategories of the CLE Tagset have been used for annotation of the training dataset and83

the effectiveness of these POS categories is utilized for learning and prediction of labels through Machine84

Learning based Urdu POS tagging system.85

Different lexical word level, lexical character level, ngram and word-embeddings have been used as86

features in the literature for Urdu POS tagging. (Adeeba et al., 2016) inferred that lexical features are87

more effective than structural features, and that the size of training data affects the accuracy as larger data88

improves the performance accuracy. In our previous work, an Urdu POS tagged dataset, the Mushtaq &89

Muzammil POS Tagged (MM-POST) dataset, comprising of 119,276 words or tokens has been developed90

(Ali and Khan, 2024a). The annotated data and a good feature set are the key requirements for any machine91

learning classification system (Khan et al., 2019a). Therefore, an effective simple, smaller, language92

independent word level features-set has been selected for devising a Machine Learning classification93

system to automatically identify and predict POS tags of Urdu news text using the MM-POST dataset.94

Motivation for Choice of Method Used95

The rule-based, machine learning based, and deep learning-based approaches have been used by the96

researchers for POS tagging of the post-positional and morphologically rich Urdu language. Modern97
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machine learning and deep learning techniques are useful due to their portability across domains. The98

Supervised ML approaches require large, labelled data for training models and automatically inducing99

rules in a shorter time than rule-based and deep learning approaches. The use of the CRF as one of the100

more advanced Supervised ML algorithms is widely found for POS tagging of western languages. Few101

researchers have also effectively demonstrated the use of CRF technique for POS tagging of Urdu text.102

Utilization of the correlativity inside two POS tags and capturing of sequential dependencies in a less103

computational time make CRF a suitable choice for POS tagging.104

The CRF has been preferred over other Machine Learning techniques and has been reported by105

the research community of Urdu POS tagging to achieve state-of-the-art performance. Therefore, CRF106

technique has been selected for implementation of our Urdu POS tagging system. CRF becomes the better107

choice in comparison to Neural Networks, Transformers or other Deep Learning based models for tasks108

like Urdu POS tagging that involves training data scarcity, availability of less computational resources,109

sequence labelling and handling rich morphology among other challenges. However, if these challenges110

of Urdu language are handled, the Neural Networks, Transformers and other Deep Learning models can111

offer many potential advantages like automatic feature extraction, contextualized embeddings, handling112

long range dependencies, providing transfer learning and better generalization etc.113

The lexical features have been reported as more effective than structural features. The lexical word114

level features are easy to determine and does not require linguistic knowledge or heavy computation. In115

the literature, language dependent, language independent and mixed types of features sets have been used.116

The structural and language-dependent features are more complex, many in number and large sized. They117

are difficult to determine and require huge computational resources. In contrast, in our work, simple,118

fewer and easy to find word level language-independent features have been used. The feature set includes119

context word window features along with the Word Length feature for each token for training and testing120

of a Supervised Machine Learning model with a moderate sized Mushtaq & Muzammil POS Tagged121

(MM-POST) dataset (Ali and Khan, 2024a). The 33 POS categories of the CLE Tagset have been used as122

labels.123

The selected smaller features-set of five language-independent features has been used to train and test124

the CRF model for Urdu POS tagging using the MM-POST annotated dataset. The features set comprising125

of one immediately preceding lexical token (i.e. previous lexical token) and two successive next lexical126

tokens (i.e. next and second next tokens) of the current word or token have been utilized to serve as the127

context window together with the Word Length of the current word or token have been used for learning128

and prediction of the POS tag for every current word or token of the dataset.129

Our work is different from other researchers in terms of the number and complexity of features used to130

train the machine learning models. We used simple and fewer features (five in number) for the training and131

testing of the model. These features are language independent i.e. the features selection and understanding132

do not require linguistic knowledge. It provides a wider scope for the use of the selected features set for133

experimentation with many different tasks and techniques. Similarly, less number of features are used to134

learn the pattern of the Urdu POS tags and ensure their prediction in an optimal computation time. This135

allows the expansion of the application of the pursued approach for much larger datasets in the future.136

The Urdu news dataset, the MM-POST, has been used for training and testing of the model because the137

news text is formal and is rich in occurrences of different POS tags as compared to other genres. The138

informal text has inconsistent syntax, less accuracy of words and much noisy data. In contrast, the news139

text has consistency in words structure, less noisy data and richness of POS occurrence that make the140

news text a preferred choice in achieving better model performance in POS tagging of scarce resourced141

Urdu language text. To effectively tackle POS tagging for informal text, targeted experiments must adapt142

techniques from formal text to suit the distinct characteristics of informal language. This involves refining143

preprocessing methods and feature extraction strategies to improve the accuracy and robustness of models144

applied to informal datasets.145

The 33 different grammatical categories or POS tags selected from the POS tagset of the Center for146

Language Engineering (CLE), in the creation and labeling of the MM-POST dataset, have been used147

as POS labels for the model’s training and prediction. Instead of relying on the requirements of large148

data, computational resources and sophisticated techniques that are difficult to interpret, we have built an149

efficient Urdu POS classifier that can effectively predict the POS label of Urdu text for the training dataset150

as well as the unseen validation data. Our approach benefits from the use of simple language independent151

features like context word window and Word Length utilizing medium sized dataset making the proposed152
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approach extendable to other resource-scarce languages.153

The paper is organized as follows. The section: Related Work provides a survey of the related work154

regarding Urdu POS tagging. Section Research Methodology discusses the research methodology adopted155

for this work and the evaluation of results is presented in section Evaluation of Results. Finally, the156

Conclusion and Future Work section concludes the paper and provides directions for future work.157

RELATED WORK158

In the literature, the research approaches pursued for Urdu POS tagging include rule-based, machine159

learning-based, and hybrid approaches.160

Rule-based Approach161

In Rule-based approach manual contextual rules are created for tagging words using their lexical informa-162

tion. The Rule-based approach provides the advantages of explainability, customizability and no need of163

training data. However, Rule-based Urdu POS tagging requires linguistic knowledge, expertise in rule164

synthesizing, and a long development time. The rule-based approach is good for domain-specific work165

but the tagged results are less portable to other domains (Khan et al., 2019b). The labor intensiveness,166

limited scalability, and difficulty in hand-crafting exceptions and irregularities occurring in Urdu language167

make machine Learning based approach a better alternative to the rule-based approach.168

Machine Learning based Approach169

Modern machine learning and deep learning techniques are useful due to their portability across domains.170

However, limited application of various machine learning techniques is found for Urdu POS tagging171

due to the scarcity of large-quality annotated corpora. Cross-validation through bootstrapping of the172

manually tagged data with the automatic tagging can be used to leverage the lack of annotated data for a173

less-resourced language like Urdu (Baig et al., 2020). Cross-validation through bootstrapping is beneficial174

for low resourced languages like Urdu for its resource efficient validation, facilitated error analysis,175

reduced Overfitting and effective maximizing of limited data. The first ever Machine Learning work on176

Urdu POS by (Anwar et al., 2007) proposed a statistical approach based on the n-gram Markov model,177

using the Enabling Minority Language Engineering (EMILLE) corpus for training and testing and two178

separate Tagset used, comprising 250 and 90 tags each, achieved best accuracy of 95%. The large Tagset179

of 250 tags had morpho-syntactic features whereas the smaller tagset with 90 tags was reconstructed180

from the former by including only the basic POS, eliminating the least occurring tags and modifying181

and combining some tags. The purpose of using the reconstructed smaller Tagset was to reduce the182

information for processing and improvement of model performance. Using the large Tagset, the accuracy183

of 91%, 83% and 91.6% was achieved for Unigram, Bigram and Backoff models respectively. However,184

for smaller Tagset the accuracy for Unigram, Bigram and Backoff was reported better as 94.3%, 88.5%185

and 95% respectively. Comparing the performance of four taggers including Tree tagger, Random Forest186

(RF) tagger, TnT tagger, and SVM-4 tagger by (Sajjad and Schmid, 2009) using a corpus of 110,000187

web items through 42 tags, reported SVM tagger to be the best among all with an accuracy of 95.66%.188

The SVM outperformed other tagging methods owing to its capacity to identify differences at the phrase189

level within the text. By considering not only the neighbouring tags but also the surrounding words, the190

SVM effectively captured contextual relationships, leading to enhanced tagging accuracy and overall191

superior performance. (Muaz et al., 2009) developed a new Urdu Tagset and a corpus of 230,000 words192

by combining two corpora using the Tnt and Tree POS taggers for POS tagging and reported an accuracy193

of 94.2% on their new Tagset for individual corpora and 91% for the combined corpus. (Jawaid et al.,194

2014) extended the work of (Jawaid and Bojar, 2012) by performing automatic Urdu POS tagging using195

SVM on the text of 5.4 million sentences with 95.4 million words crawled from BBC Urdu, Urdu Planet,196

and other sites. They proposed a standalone POS tagger achieving a POS tagging accuracy of 88.74%.197

(Jawaid and Bojar, 2012) used ensemble of three taggers Shallow Parser (termed as SH Parser) developed198

by Language Technologies Research Centre of IIIT Hyderabad, the HUM Analyzer and the SVM. The199

final tag was obtained as a result of voting among the results of the three taggers. They used CRULP200

data of 123,843 tokens for Training and (Sajjad and Schmid, 2009) data comprising of 8,670 tokens201

for testing. Tagging every token by all three taggers and voting among the results seem impractical.202

Therefore, the extension of the work of (Jawaid and Bojar, 2012) in (Jawaid et al., 2014) includes release203

of a sizeable corpus, consolidation of the tagging result of the three taggers to form a standalone tagger204
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and performing training and testing of the SVM model using the standalone tagger and the large sized205

corpus. The performance of different Urdu POS taggers heavily depends upon the Tagset used, the size206

and structure of the corpus utilized for training and testing and the model chosen. (Adeeba et al., 2016)207

performed automatic genre identification for culture, science, religion, press, health, sports, letters, and208

interviews of Urdu documents through analysis of lexical (words unigram & bigram and TFIDF) and209

structural (words POS & sense) features. They applied SVM, Naive Bayes, and C4.5 on two datasets,210

i.e. the CLE Urdu digest 100k words and the CLE Urdu digest 1 million words. They concluded that211

SVM outperforms other classifiers irrespective of feature type, the lexical features are more effective212

than structural features, and that the size of training data affects the accuracy as larger data improves the213

performance accuracy. For SVM they reported the F-measure as 0.70.214

The annotated data and a good feature set are the key requirements for any machine learning classi-215

fication system (Khan et al., 2019a). The performance of machine-learning/statistical models for POS216

tagging mainly depends on the domain of the training set, the Tag set used for annotation, and the size of217

the dataset (Daud et al., 2017), (Mukund, 2012), (Khan et al., 2016).218

The POS taggers have better performance on structured and well-edited data than on unstructured219

data. (Baig et al., 2020) conducted a comparison of the performance of the two taggers, the IIT Urdu220

Shallow tagger and the CLE Statistical POS tagger, on news text and tweets data. They reported higher221

accuracy for both the Taggers in the case of well-edited news text than the tweets as shown in Table 1.222

Table 1. Performance of IIT Urdu Shallow Tagger and CLE POS Tagger

Tagger Evaluation Metrics News Text Urdu Tweets

IIIT Urdu Shallow Tagger

Precision 95.4% 66.6%

Recall 96.7% 64.7%

F-Measure 96.1% 65.6%

CLE Statistical POS Tagger

Precision 93.4% 60.6%

Recall 94.6% 62.2%

F-Measure 94% 61.5%

Structured data like news data lead to better performance of tagger because it has consistent patterns of223

words and sentences that provide clues to the tagger in understanding the structure of words, the linguistic224

patterns and grammatical rules. The Unstructured data like Social Media posts, Text Messages/SMS and225

Personal Blogs have informal and less organized structure of data. The taggers have low performance due226

to the challenges faced in handling of Unstructured data like ambiguity, lack of context and noise in the227

data. The Unstructured data require explicit sophisticated techniques for handling of these challenges.228

This emphasizes the significance of the availability of structured Urdu data in different domains for229

better POS tagging results.230

Hybrid Approach231

(Naz et al., 2012) pioneered the use of transformation-based learning (TBL) for Urdu POS tagging by232

employing the TBL algorithm for the automatic generation of rules from training data. The TBL is a non-233

probabilistic local decision system using both rules and statistical models. They used a rule-based approach234

and statistical models as a hybrid for the automatic generation of rules with training data of 123,755235

words using 36 tags and achieved an accuracy of 84%. The strengths of TBL include its effectiveness for236

small datasets, incremental learning, easy to interpret and robustness to noise. However, the weaknesses237

of TBL including dependence on initial tags, scalability issues, limited contextual awareness and less238

effectiveness for highly variable data need to be regarded. (Jawaid and Bojar, 2012) used the linguistic239

rule-based approach together with SVM with a voting scheme for Urdu POS tagging for the tagged data240

from the Center for Research in Urdu Language Processing (CRULP). They compared their approach241

with a Morphological Analyzer and Urdu Parser and reported an accuracy of 87.98% for their work.242

The Center for Language Engineering (CLE) Tagset (Center for Language Engineering, UET Lahore,243

2023) created by improving the versions from (Sajjad and Schmid, 2009) and (Muaz et al., 2009) has244

12 main syntactic categories of noun, pronoun, nominal modifiers, verb, auxiliaries, adposition, adverb,245

conjunction, interjection, particle, symbol and residual. These main categories are further divided into246

35 subcategories as listed in Table 2. The Urdu Tagsets earlier than CLE Tagset were mainly adapted247
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form other English corpus like Brown Corpus Tagset and Penn Treebank Tagset. They lacked linguistic248

categories needed to handle the complex morphology and syntactic structure of Urdu. The CRULP Urdu249

POS Tagset was one of the first attempts to develop a specific tagger for Urdu language, but it included250

limited in depth categories. The CLE Tagset specifically designed for Urdu language has more acceptance251

due to its standard set of categories, comprehensive coverage and detailed linguistic phenomena that make252

the CLE Tagset suitable for many NLP tasks. The proposed research work benefits from the utility of the253

CLE tagset.254

Table 2. The CLE Tagset

Categories Types POS Tag

1. Noun
1.1 Common NN

1.2 Proper NNP

2. Verb
2.1 Main Verb Infinitive VBI

2.2 Main Verb Finite VBF

3. Auxiliary

3.1 Aspectual AUXA

3.2 Progressive AUXP

3.3 Tense AUXT

3.4 Modals AUXM

4. Pronoun

4.1 Personal PRP

4.2 Demonstrative PDM

4.3 Possessive PRS

4.4 Relative Demonstrative PRD

4.5 Relative Personal PRR

4.6 Reflexive PRF

4.7 Relative Apna APNA

5. Nominal Modifier

5.1 Adjective JJ

5.2 Quantifier Q

5.3 Cardinal CD

5.4 Ordinal OD

5.5 Fraction FR

5.6 Multiplicative QM

6. Adverb
6.1 Common RB

6.2 Negation NEG

7. Adposition
7.1 Preposition PRE

7.2 Postposition PSP

8. Conjunction

8.1 Coordinate Conjunction CC

8.2 Subordinate Conjunction SC

8.3 SCKar SCK

8.4 Pre-sentence SCP

9. Interjection 9.1 Interjection INJ

10. Particle
10.1 Common PRT

10.2 Vala VALA

11. Symbol
11.1 Common SYM

11.2 Punctuation PU

12. Residual 12.1 Foreign Fragment FF

A new Tagset of 12 Urdu POS categories designed with 32 subcategories and POS tagging of 100,000255

words of Urdu Digest Corpus is made through the Tree Tagger using the Decision Tree and the CLE256

Tagset, achieving an accuracy of 96.8% (Ahmad et al., 2014).257

A Supervised POS tagger for Urdu Social Media content has been developed by (Baig et al., 2020)258

with a focus on POS tagging of Urdu tweets, introducing a new Tag set for POS tagging of Urdu tweets259

and creating a tagged corpus of 500 Tweets from the domains of business, entertainment, politics, and260

sports, etc. They used bootstrapping in addition to manual tagging, to overcome the shortage of annotated261

data. The Stanford POS Tagger is used for tagging of the Urdu Tweets, reporting 93.8% precision, 92.9%262
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recall, and 93.3% F-measure.263

The first Conditional Random Field (CRF) based approach proposed by (Khan et al., 2019b) for264

Urdu POS tagging used two types of features: language-dependent or linguistic features (i.e., POS tag265

of the previous word and suffix of the current word) and language-independent feature (i.e. context266

words window). They used ten unigram templates for feature set generation. Their features set included267

”Previous Lexical Word”, ”Current Lexical Word”, ”Next Lexical Word”, ”Current Lexical Word +268

Previous Lexical Word”, ”Current Lexical Word + Next Lexical Word”, ”Current Lexical Word + N-1269

and N-2 Previous Words”, ”Current Lexical Word + N+1 and N+2 Next Words”, ”Part of Speech tag of270

Previous Lexical Word”, ”Suffix of Current Lexical Word” and ”Length of Current Lexical Word”. They271

termed the morpho-syntactic ambiguity or dual behavior of Urdu POS tags as the major challenge. The272

two datasets used in their work are the CLE dataset and the Bushra Jawaid (BJ) dataset and evaluated the273

performance of the CRF technique against the baseline SVM of (Jawaid et al., 2014) for Urdu POS and274

reported an accuracy of 88.74% with an improvement of 8.3 to 8.5% over the F-measure of the baseline275

SVM. Developing a strong feature set enhances the highest level of intelligence and a good feature set is276

more important that model itself. (Khan et al., 2019b) proposed a balanced feature set of both the language277

dependent and language independent features and demonstrated the impact of the selected features set on278

the performance of the CRF model has been demonstrated. They compared the performance of their CRF279

approach with the baseline SVM and concluded that CRF outperformed the SVM.280

In their work (Khan et al., 2019a) provided a comparison of machine learning and deep learning281

approaches for Urdu POS tagging, using word embeddings and the context word window as features282

for CRF and DRNN models on two Urdu datasets the CLE dataset and Bushra Jawaid dataset. Their 8283

context word features included: 1). the Token (the Current word), 2). the word to the left of the Current284

word, 3). the word to the right of the Current word, 4). Joint use of the Current word and the word to285

the left of the Current word, 5). Joint use of the Current word and the word to the right of the Current286

word, 6). Joint use of the Current word and N-1, N-2 left words of the Current word and 7). Joint use of287

the Current word and N+1, N+2 right words of the Current word. They inferred that on the CLE dataset,288

the CRF performed better than the SVM, RNN, and n-gram approaches whereas the DRNN had better289

results on the Bushra Jawaid dataset. They argued that the utilization of correlativity inside two tags by290

CRF enabled it to perform better than SVM and RNNs. On the other side, SVM utilizes the maximal291

margin conception to have the capacity to manage the whole observation at a time. They reported that292

for the CLE dataset, the CRF gave a better accuracy of 83.52% than the averaged accuracy achieved by293

SVM, LSTM-RNN, LSTM-RNN with CRF output and HMM models of 78.12%, 75.64%, 75.06% and294

75.03% respectively. However, on the BJ dataset, the LSTM-RNN resulted in a better average accuracy295

of 88.7% than SVM, RNN variants, CRF, and HMM average accuracy of 83.75%, 88.09%, 88.4% and296

88.19% respectively.297

(Nasim et al., 2020) proposed Urdu POS taggers for the two models i.e. CRF and BiLSTM with CRF298

on the Bushra Jawaid (BJ) dataset having 5.4 million sentences with 610,275 unique words, using 40299

POS tags. They utilized the feature set including Word, Length, Is Firest, Is Last, Suffix, Prev Word 1,300

Prev Word 2 and Next Word of the current word and reported an F1-score of 96% for both of the models,301

claiming their BiLSTM-CRF approach surpassing accuracy achieved for SVM (88.74%) by (Jawaid et al.,302

2014) and CRF (93.56%) by (Khan et al., 2019b). However, the accuracy achieved for BiLSTM-CRF303

(96.3%) was slightly better than for their CRF model (95.8%).304

The accuracy reported for Decision Tree is 96.8% using CLE Urdu digest corpus with smoothing305

technique of class equivalence for Urdu POS tagging through their new designed Tagset (Ahmad et al.,306

2014). The better performance accuracy of CRF has been 95.8% using BJ dataset (Nasim et al., 2020) and307

accuracy of 88.7% is reported for CRF using CLE POS tagged dataset and BJ dataset (Khan et al., 2019b).308

The SVM model achieved an accuracy of 95.6% (Sajjad and Schmid, 2009) for 110,000 tokens taken309

from a news corpus (www.jang.com). The Decision Tree and SVM models involve more computational310

complexity than CRF and require complex features engineering together with large training corpus.311

However, CRF is efficient due to its characteristics of sequence modelling and is less complex due to312

probabilistic graphical modelling of dependencies. CRF has proved effective in Urdu POS tagging for313

moderately large datasets. The RNN achieved better accuracy of 88.1% for BJ dataset (Khan et al., 2019a)314

confirming the requirement of larger datasets for application of the Deep Learning techniques. Table 3315

provides a summary of the performance achieved through different techniques employed in the research316

community for Urdu POS tagging using different datasets that reveals Decision Tree, BiLSTM+CRF,317
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CRF, SVM, and n-gram Markov have been performing better among other machine learning and deep318

learning techniques.319

Table 3. Urdu POS Tagging Techniques and Results

Researcher Corpus Technique Accuracy F1-score

Khan et al. (2019b) CRF 88.74%
8.3 to 8.5%

improved from SVM

Baig et al. (2020) Tweets corpus Stanford tagger 93.3%

Anwar et al. (2007) EMILLE n-gram Markov 95%

Naz et al. (2012) TBL 84%

Sajjad and Schmid (2009) SVM 95.66%

Muaz et al. (2009)
TnT & Tree Taggers

94.2%
Combined Corpus

Jawaid and Bojar (2012) SVM plus Rule based 87.98%

Jawaid et al. (2014) Bushra Jawaid SVM 88.74%

Khan et al. (2019a) CLE dataset

CRF 83.52%

SVM 78.12%

LSTM-RNN 75.64%

LSTM-RNN+CRF 75.06%

HMM 75.03%

Khan et al. (2019a) Bushra Jawaid

LSTM-RNN 88.77%

SVM 83.75%

RNN 88.09%

CRF 88.4%

HMM 88.19%

Ahmad et al. (2014) CLE Urdu Digest
Decision Tree,

96.8%
Tree Tagger

Nasim et al. (2020) Bushra Jawaid
BiLSTM+CRF 96.3% 96%

CRF 95.8% 96%

Different approaches including Rule-based, Machine Learning and Hybrid of the two have been320

used for Urdu POS tagging. The morphological and structural challenges of Urdu language require321

the availability of sufficiently large, labelled dataset for training, testing and evaluation of supervised322

and other learning techniques for processing of POS tags. Many researchers adopted the Tagsets and323

techniques of other western languages for application in Urdu POS tagging. They contributed to opening324

doors for further research by laying the foundation based on approaches of other languages. Different325

learning models including SVM, HMM, Decision Tree, CRF, RNN, LSTM among others have been used326

in the past for Urdu POS tagging. However, the specific challenges of Urdu languages need linguistic327

resources and sophisticated techniques and tools. Limited application of modern Machine Learning or328

Deep Learning methods have been witnessed for POS tagging of the resource scarce Urdu language. The329

use of a standard, suitable and comprehensive Tagset has been one of the challenging limitations together330

with selection of an appropriate language independent or language dependent features set for Urdu331

language in the research community. The Urdu POS tagging has high potential in improving accuracy,332

computational efficiency, covering the structured and unstructured domains, standardizing the Tagset,333

building quality corpora and devising new tools and frameworks. The Supervised Machine Learning334

approaches make use of large pre-labeled data for training models to learn patterns and automatically335

induce rules within a shorter time than the rule-based approach. However, low-resource languages like336

Urdu lag far behind in the provision of large labeled quality data or corpora. Therefore, an Urdu POS tags337

classifier is built using a Supervised CRF-based technique.338

RESEARCH METHODOLOGY339

The research methodology for Urdu POS tagging through a supervised CRF-based learning approach340

involves the use of a dataset for training, testing, and evaluation of the model, the selection of a features-set,341

and experimentation for evaluation of the proposed approach as explained below.342
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Urdu POS tagging through CRF343

The Conditional Random Fields (CRF) is a probabilistic graphical model suitable for segmentation and344

sequence labeling tasks. The CRF is characterized by its simplicity for its less computation time and low345

requirement for extensive featuring engineering, thereby minimizing the workload of human experts (Khan346

et al., 2019a). The CRF is an advanced Supervised ML algorithm that can capture sequential dependencies347

among data points and is used for Urdu POS tagging as one of the more advanced techniques.348

When utilizing CRF for POS tagging, the tokens are represented as an observation sequence:349

X = (x1, x2, ...., xn) and labeled as tag sequence Y = (y1, y2, ....,yn), CRF model aims to identify the label350

y that maximizes the Conditional Probability of Y given X, for the sequence X and is mathematically351

expressed (Khan et al., 2019b) as shown in Equation 1.352

P(Y |X) =
1

Z(X)
exp

�

n

∑
i=1

m

∑
j=1

λ j f j(yi,yi−1,X , i)

"

(1)

Where:353

P(Y |X) is the conditional probability of the output sequence Y given the input sequence X

Z(X) is the normalization factor or partition function

λ j represents the parameters or weights associated with feature functions f j

f j are feature functions capturing dependencies between neighboring variables in the sequence

The application of the CRF model has been demonstrated for the Urdu Part of Speech Tagging in the354

research community.355

In this research work, the CRF model has been trained and tested on the MM-POST (Mushtaq &356

Muzammil POS Tagged) dataset, using the word level language-independent features of the current357

word/token as context window together with the Word Length of the current word.358

The Dataset359

The MM-POST dataset has been used for training and testing of the CRF model for Urdu POS tagging.360

The dataset contains POS-labeled data from seven different news domains of the Urdu language including361

Entertainment, Finance, General, Health, Politics, Science, and Sports with 119,276 total tokens for 2,871362

sentences (Ali and Khan, 2024a) as shown in Table 4. The number and percentage shares of POS tags of363

different news domains in the MM-POST dataset are graphically shown in Figure 1.364

Table 4. MM-POST Dataset

Domain Sentences Tokens

Entertainment 459 19,792

Finance 351 13,377

General 389 15,035

Health 430 16,084

Politics 579 27,409

Science 388 16,727

Sports 275 10,852

Total 2,871 119,276

The tokenization has been already done in our previously developed dataset, the MM-POST dataset365

and the tokenized lexical words with their corresponding POS tags are readily available for use. The366

tokenization of well-structured news data resulted into well edited, consistent and useful tokens to be367

used for training and testing of machine learning models for any of the sophisticated Urdu NLP tasks.368

Our proposed CRF model for Urdu POS tagging was trained and tested using the tokenized data of369

the MM-POST. The necessary Preprocessing for normalization of the dataset has been already done by370
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Figure 1. Domain-wise Distribution of POS Tags in MM-POST Dataset

removing extra spaces and unnecessary characters from individual words and manually correcting the371

inconsistent or incorrect words in the dataset. Thus, relieving the need for separate tokenization and372

pre-processing of the data. The dataset has been considered in its original position by determining the373

contextual window and word length of every lexical word in the corpus. The word level contextual window374

comprises of immediately preceding/previous token of every current lexical word or token, immediate375

first successive token and immediate second successive token of every current lexical word or token of the376

dataset.377

For tagging of different grammatical categories in the MM-POST dataset, 33 POS tags of the CLE378

tagset as provided in Table 2 have been used. The number of available POS tags in the CLE tagset are379

originally 35 but the MM-POST dataset has occurrences for 33 POS tags among them. The CLE Tagset380

contains 12 main linguistic categories and 35 subcategories. These 35 subcategories form the set of381

POS tags. However, in the MM-POST dataset, two of the categories including Common Particle (POS382

Tag: PRT) and Common Symbol (POS Tag: SYM) has no single occurrence in the news articles of the383

MM-POST dataset. The POS tag-wise frequency distribution of the MM-POST dataset is given in Table384

5.385

Table 5. Frequency of POS Tags in MM-POST dataset

POS Tag Freq: POS Tag Freq: POS Tag Freq:

NN 32,678 AUXA 2,325 OD 488

PSP 21,975 VBI 2,041 VALA 470

VBF 10,200 CD 1,930 SCK 367

NNP 8,622 Q 1,560 PRS 356

PU 7,052 RB 1,080 PRD 111

JJ 6,122 NEG 1,071 PRF 85

PRP 4,804 PRR 857 INJ 44

AUXT 4,370 SCP 635 FR 42

CC 3,042 APNA 629 PRE 38

SC 2,620 AUXP 551 QM 20

PDM 2,534 AUXM 544 FF 13

Total 119,276

The actual instances of text for Urdu POS tags occurring in the MM-POST dataset are given as386

illustrative examples in Figure 2.387
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Figure 2. Illustrative Examples of POS Tags in MM-POST dataset

Features388

The input features used for training and testing of the model are described as follows:389

Feature Description390

1. Word: the current word/token391
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2. PrevWord: previous word of the current word/token392

3. NextWord: next word of the current word/token393

4. Next2Word: second next word of the current word/token394

5. WordLength: length of the current word/token395

The ”Word” i.e. the current word or token and the context words window of the current ”Word”396

including ”Previous Word”, ”Next Word” and ”Second Next2 Word” are used together with the ”Word397

Length” of the current ”Word” as input features for learning the pattern and predicting the POS tag of398

every current word/token of the corpus.399

The ”Word” feature is the key feature that contains all the tokens including both words and other than400

words, for which the model has to learn the pattern and predict its corresponding POS tag. The ”PrevWord”401

i.e. Previous Word, is the word/token just preceding the current word/token. The ”NextWord” i.e. Next402

Word is the feature that contains the words/tokens just after the current word and the ”Next2Word” i.e.403

the second next word of the current word/token contains the 2nd next word/token of the current word.404

Similarly, the ”WordLength” (i.e. Word Length), is the feature containing the length of words/tokens in405

terms of the number of characters of each current word/token.406

The use of ”Word”, ”Previous Word”, ”Next Word” and ”Next2 Word” provides an effective utilization407

of these features as the context-window for every current word/token, in the prediction of POS tag for408

every current ”Word” or token. One previous adjacent token (i.e. the previous lexical word or token) and409

two next adjacent tokens (i.e. next and second next lexical word or token) of the current word/token are410

considered to serve as the context window together with the Word Length of the current word/token in411

characterizing the target POS tag for every current word/token. The format of the training file is shown in412

Figure 3.413

Figure 3. CRF POS Tagging Training-File Example

The names of the input features i.e. ”Word”, ”PrevWord”, ”NextWord”, and ”Next2Word” contain the414

term ”word” to keep them descriptive about the data they contain i.e. the lexical words or tokens, although415

other tokens like numbers, punctuation, and special characters also exist. For example, the ”Word” feature416

indicates the current word for which the POS tag is to be predicted but the individual values of this feature417

may also include other tokens like numbers and punctuation in addition to the Urdu textual words.418
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Different experimentation was made for inclusion and exclusion of various words both in proceeding419

and succeeding position in the context window. Increasing or decreasing the size of context window420

and selecting other words for the presently selected features did not improve results and even resulted in421

degraded performance.422

Experiment423

The CRF model with Python-CRFsuite has been used for learning the pattern of the input features in424

predicting the POS tags in the MM-POST Urdu corpus. Python-CRFsuite provides an interface to the425

CRFsuite which is a CRF library implemented in C++. It allows the use of CRF model functionality426

within the Python scripts. CRF is well suited for sequence labeling tasks like POS tagging that involve427

sequential nature, context dependency, and labeling of each word. The input variables used are ”Word”,428

”PrevWord”, ”NextWord”, ”Next2Word” and ”WordLength” for learning and prediction of the labels of429

the target variable ”POS” i.e. the Part of Speech tag.430

The MM-POST dataset was split into 80% Training portion and 20% Testing. The part of the dataset431

considered for the training portion incorporated 95,420 tokens and the testing portion contained 23,855432

tokens. The data of the dataset is already in a tokenized format of words/tokens, therefore there is no need433

for tokenization of text. The dataset was imported from a Microsoft Excel file. Each column of the file434

represents a feature and each row of the file describes a record to be input to the model. The 5 columns on435

the left side are input features whereas the rightmost sixth column is the target variable of the training file.436

However, in the testing phase, the target variable is not included in the input of the model and the model437

performs prediction of labels based on the learning achieved during its training.438

The CRF model has been used with ”lbfgs” as an optimization algorithm. The maximum number of439

iterations for the algorithm to reach the optimized result is kept at 100 with the inclusion of all possible440

label transitions. The optimization algorithm with its default 100 iterations for the CRF model was441

chosen because of empirical testing with convergence speed and memory efficiency. The model showed a442

balance between accuracy and Overfitting for the “lbfgs” value of 100. For higher values, the unnecessary443

computational overhead was observed. The model is trained over the training data to learn the patterns444

and relationships from input features within the data for predictions of 33 POS tags as labels that exist in445

the ”POS” target variable.446

EVALUATION OF RESULTS447

Performance Metrics448

The performance of the CRF model has been measured using the evaluation metrics including Precision,449

Recall, F1-measure, and Accuracy. The Table 6 shows the values for these evaluation metrics in addition450

to Support values for all the target labels i.e. the Urdu POS tags.Hence the dataset is split into 80%451

training and 20% testing portions, the Support value for every POS tag is the number of samples of every452

POS tag or class-label existing in the testing portion. For every class-label of the dataset, 80% of the453

samples have been selected to become part of the training set and 20% of the testing set. The Support454

value for every label is the count of 20% of the total number of instances of a particular class-label that455

has been included in the testing data. For example, the total frequency of Proper Noun (NNP) is 8,622 in456

the dataset. The 6,900 NNP tokens have been included in the training data whereas 1,720 tokens have457

been made part of the testing data. Thus, the Support value for the class-label NNP is 1,722. The overall458

Support for the dataset having 119,276 tokens is 23,855.459

A brief description and formulas of the evaluation metrics are given as below:460

Precision461

Precision measures how correctly the model tags the words. It is helpful particularly in understanding the462

assignment of POS tags to frequent words or when incorrect tagging has been resulted for larger instances463

of words. High Precision means reducing False Positive predictions of the model.464

Precision =
True Positives

True Positives+False Positives
(2)

Recall465

Recall ensures that the model captures most of the instances of words of a particular POS class/tag. It is466

the ratio of all correctly predicted/tagged words to all actual tags of words. High Recall attempts lowering467
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the number of False Negatives, and it reflects the model ability to correctly predict most instances of a468

class.469

Recall =
True Positives

True Positives+False Negatives
(3)

F1-score470

F1-score combines Precision and Recall, offering a unified metric for performance. F1 is the key metric471

when both the False Positives and False Negatives are important, or POS tags are unevenly distributed.472

High F1-score indicates that the model is accurately predicting tags for the words and identifying all473

instances of a POS class/tag.474

F1-score =
2×Precision×Recall

Precision+Recall
(4)

Accuracy475

Accuracy reflects the model’s overall ability to correctly tag or assign labels to words across all POS476

categories. It is a good metric for knowing the percentage correct prediction of a model but only in477

balanced datasets because for unbalanced data, the Accuracy can be less informative.478

Accuracy =
Number of Correct Predictions

Total Number of Predictions
(5)

Results Analysis479

The bottom rows of Table 6 show the values for Accuracy, Macro Average, and Weighted Average.480

Accuracy means the overall aggregated number of correct predictions of POS tags per total number of481

predictions of POS tags. The overall accuracy achieved for the CRF model is reported as 96.1%.482
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Table 6. Evaluation Metrics - CRF Urdu POS Tagging

POS Precision Recall F1-Score Support

APNA 1 0.99 1 120

AUXA 0.95 0.95 0.95 459

AUXM 0.99 0.94 0.96 113

AUXP 0.93 0.94 0.93 95

AUXT 0.98 0.97 0.98 868

CC 0.98 0.99 0.99 643

CD 0.97 0.97 0.97 359

FF 1 0 0 7

FR 0.88 0.7 0.78 10

INJ 1 0 0 8

JJ 0.97 0.89 0.93 1,241

NEG 1 0.99 0.99 226

NN 0.92 0.98 0.95 6,550

NNP 0.94 0.86 0.9 1,722

OD 1 0.89 0.94 105

PDM 0.98 0.98 0.98 485

PRD 1 0.76 0.86 21

PRE 1 0.71 0.83 7

PRF 1 1 1 23

PRP 0.99 0.97 0.98 984

PRR 0.97 0.98 0.97 174

PRS 1 0.98 0.99 81

PSP 0.99 1 0.99 4,320

PU 1 1 1 1,444

Q 1 0.98 0.99 298

QM 1 0.33 0.5 3

RB 0.96 0.91 0.93 211

SC 1 0.99 0.99 504

SCK 0.9 0.93 0.92 71

SCP 0.97 0.85 0.91 123

VALA 0.99 1 1 109

VBF 0.94 0.93 0.94 2,073

VBI 0.98 0.92 0.95 398

Accuracy 0.96 23,855

Macro Avg 0.98 0.86 0.88 23,855

Weighted Avg 0.96 0.96 0.96 23,855

The Macro Average metrics are used to evaluate the model performance across all classes treating them483

equally and are calculated by taking the simple average of results for all the classes, giving equal weight484

to the result of each class regardless of its size in the actual data. The Macro Average values for Precision,485

Recall, and F1-score of our CRF model are 0.98, 0.86, and 0.88 respectively. The Weighted Average486

metrics are used to know the model performance based on influencing the result on class distribution i.e.487

giving more importance to larger classes. The disparity between the high macro-Precision (0.98) and488

lower Recall (0.86) indicates that the model has been successful in reducing the False Positives by most489

of the times (98%) correctly predicting the tag for a word and in very few cases it misclassified them to490

incorrect tag. The Recall of 0.86 means that the model misses to avoid False Negatives in some cases i.e.491

for certain POS class, the model fails to recognize the correct tag for the words. The lower Recall can be492

improved by enabling the model training over sufficiently large instances of the rare class labels or POS493

tags. Thus, the pattern for missed classified instances of the present dataset shall be properly learned by494

the model and performance shall be further improved.495
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The weighted result is achieved for every class by its Support value and the sum of the weighted496

values. The weighted average value of our CRF model for Accuracy, Precision, Recall, and F1-measure497

each, is 0.96. It means that after giving effect to the larger classes to influence the model in predictions, the498

performance metrics improve substantially which can be seen through the enhancement of the F1-score499

from 0.88 (Macro Average) to 0.96 (Weighted Average). Higher values reported for Weighted Average500

than Macro Average for the performance metrics of our model highlight the need to have a sufficiently501

larger number of occurrences for all the label classes and enhancing the number of observations or samples502

for the low-frequency classes shall improve the effectiveness of the model.503

Out of the total 33 POS tags, 26 (i.e. 79% of labels) have an F1-score of more than 0.90 which is504

encouraging regarding the efficiency of the model. The 4 POS tags have an F1-score of more than 0.78,505

one POS tag (i.e. QM) has an F1-score of 0.50, and two (i.e. FF and INJ) have zero F1-score. The zero506

F1-score for the two POS tags FF and INJ is due to the lower Support values of only 7 and 8 respectively.507

The two POS Tags “FF” and “INJ” have rare frequency of only 7 and 8 respectively in the dataset. The508

“FF” tag has been confused 6 times with “NN”and once with “PRP” as is shown in the Confusion Matrix509

of Figure 3. The “INJ” tag has been confused 4 times with “NN”, 2 times with “NNP”, once with “CD”510

and once with “PU”. Thus, the rare occurrence frequencies of both the POS Tags “FF” and “INJ” caused511

lack of required contextual understanding for the model in their tagging. Similarly, the QM POS tag has a512

Support value of only 3.513

Most of the POS tags have been correctly predicted to their corresponding true tags as demonstrated514

in the Confusion Matrix of Figure 4. The Confusion Matrix reflects that the ”NN” tag has been confused515

the most with ”NNP” & ”VBF”. The ”NNP” has been wrongly predicted the most as ”NN” and in a few516

cases as ”JJ”. The ”VBF” has been confused the most with ”NN” & ”AUXA”, the ”PSP” is confused in a517

few cases with ”NN” & ”VBF” and the label ”JJ” is confused the most with ”NN”, ”CD” & ”VBF”.518

Figure 4. Confusion Matrix - CRF Urdu POS Tagging
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The number of True predictions both for positive and negative cases are higher for most of the labels519

as is evident from the figures for True Positives (TP), False Positives (FP), True Negatives (TN), and False520

Negatives (FN) for the POS tags of the dataset in Table 7.521

Table 7. Confusion Matrix - CRF POS Tagging

POS TP FP TN FN Support

APNA 119 - 23,735 1 120

AUXA 434 22 23,374 25 459

AUXM 106 1 23,741 7 113

AUXP 89 7 23,753 6 95

AUXT 842 14 22,973 26 868

CC 639 13 23,199 4 643

CD 347 12 23,484 12 359

FF - - 23,848 7 7

FR 7 1 23,844 3 10

INJ - - 23,847 8 8

JJ 1,104 29 22,585 137 1,241

NEG 223 - 23,629 3 226

NN 6,420 524 16,781 130 6,550

NNP 1,484 93 22,040 238 1,722

OD 93 - 23,750 12 105

PDM 474 12 23,358 11 485

PRD 16 - 23,834 5 21

PRE 5 - 23,848 2 7

PRF 23 - 23,832 - 23

PRP 954 8 22,863 30 984

PRR 170 5 23,676 4 174

PRS 79 - 23,774 2 81

PSP 4,299 29 19,506 21 4,320

PU 1,441 2 22,409 3 1,444

Q 293 - 23,557 5 298

QM 1 - 23,852 2 3

RB 191 7 23,637 20 211

SC 497 2 23,349 7 504

SCK 66 7 23,777 5 71

SCP 105 3 23,729 18 123

VALA 109 1 23,745 - 109

VBF 1,935 126 21,656 138 2,073

VBI 365 7 23,450 33 398

Generalization on External Data522

To evaluate the generalization capability of our trained model on external validation data, an unseen523

news article of 1,161 words or tokens that is not part of the MM-POST dataset, was used. The data524

was converted into the trained model’s format and the saved model was loaded. The POS tagging label-525

prediction was performed through the model. Analysis of the results revealed that out of 1,161 words526

or tokens, the model correctly predicted 1,134 words or tokens (97.7%) whereas 27 tokens (2.3%) were527

labelled incorrectly. The overall accuracy achieved for the external validation data of 97.7% is highly528

encouraging. The average accuracy resulted for an individual POS tag becomes 83% that is less than the529

average accuracy achieved by the model for training dataset (i.e. 88%). This is due to far less number of530

instances of individual labels in the external validation data than the training dataset, in addition to the531

model failure in correct prediction of unseen distinctive instances.532

Interestingly, the incorrect predictions resulted for only 10 out of 33 POS tags or labels whereas533

correct predictions for the remaining 22 POS tags were resulted. Six among the POS tags had incorrect534
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predictions for 23 times and the remaining 4 have 1 incorrect prediction each. The label-wise accuracy535

achieved by the trained model for external validation data is given in Table 8.536

Table 8. Evaluation of trained CRF model on External Validation Data

POS tag Correct Prediction Incorrect Prediction Total Accuracy

NN 325 5 330 98.5

PSP 202 202 100

VBF 104 2 106 98.1

PU 62 62 100

PRP 61 4 65 93.8

JJ 57 7 64 89.1

AUXT 49 1 50 98.0

PDM 36 1 37 97.3

NNP 33 2 35 94.3

CC 30 30 100

SC 26 1 27 96.3

VBI 26 3 29 89.7

AUXA 18 18 100

NEG 16 16 100

PRR 14 14 100

Q 11 11 100

AUXP 10 10 100

CD 10 10 100

RB 9 9 100

SCK 9 9 100

PRF 5 5 100

OD 5 1 6 83.3

VALA 5 5 100

PRD 4 4 100

PRS 3 3 100

APNA 2 2 100

SCP 1 1 100

AUXM 1 1 100

Total 1,134 27 1,161 97.7

Thus the outstanding performance of the trained CRF model in POS tagging of training dataset as537

well unseen external validation data, demonstrates the model ability of generalization to the external538

out-of-sample data and proves scale-able to unseen data.539

Implementation of Proposed CRF Model using Urdu Universal Dependency Treebank540

The implementation and evaluation of our proposed model were performed using POS tagged data541

from Urdu Universal Dependency Treebank (UDTB). The Urdu Universal Dependency Treebank was542

developed at IIIT Hyderabad India by automatic conversion from Urdu Dependency Treebank (Bhat et al.,543

2017). The data containing 14,604 Urdu words tagged with 17 POS tags downloaded from (contributors,544

2024) was used for training and testing of our Proposed CRF based Supervised POS classifier. For easy545

comparison, compound Urdu words were broken into single words and few POS tags of the UDTB data546

were renamed to the CLE Tagset used for tagging of the MM-POST dataset.547

The model achieved an accuracy of 89.6% using UDTB dataset in comparison to the accuracy of548

96.1% for MM-POST dataset. The results show that using the UDTB dataset having 8 times less number549

of POS tagged tokens than the MM-POST dataset, the performance of the model degraded only to550

approximately 6 percent. This demonstrates the scalability and generalizability of our CRF-based model551

for Urdu POS tagging on a smaller dataset, generated from different genres and annotated with a Tagset552

different from the CLE Tagset that we primarily used.The evaluation metrics given in Table 9 show the553

POS tag-wise results of the CRF model achieved using POS tagged Urdu UDTB data.554
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Table 9. Evaluation Metrics - CRF Urdu POS Tagging using UDTB

POS Precision Recall F1-Score Support

AUXT 0.33 0.50 0.40 2

CC 0.98 0.99 0.98 136

JJ 0.81 0.79 0.80 261

NEG 1.00 1.00 1.00 10

NN 0.84 0.93 0.88 785

NNP 0.82 0.73 0.78 278

PDM 0.95 0.80 0.87 50

PRP 0.92 0.86 0.89 102

PSP 0.98 0.98 0.98 586

Q 0.94 0.82 0.88 102

RB 1.00 0.23 0.38 13

RP 1.00 0.84 0.91 37

SYM 1.00 1.00 1.00 111

VAUX 0.91 0.90 0.91 186

VBF 1.00 0.50 0.67 4

VM 0.91 0.88 0.90 249

Punct 1.00 1.00 1.00 12

Accuracy 0.90 2,924

Macro Avg 0.91 0.81 0.84 2,924

Weighted Avg 0.9 0.9 0.89 2,924

SVM Implementation and Comparison with CRF-based Urdu POS Tagging555

The SVM model has been widely used in the research community for Urdu POS tagging. The imple-556

mentation of our proposed approach using SVM model was made with our selected features set (Word,557

PrevWord, NextWord, Next2Word, WL) and the MM-POST dataset. The SVM model achieved an558

accuracy of only 68% which is far less than the accuracy of 96% achieved by the CRF. The results given559

in Table 10 show that only 3 out of 33 POS tags (i.e. AUXT, PSP and PU) have F1-Score as 0.80 or560

above. For all the others the SVM has failed in correct tagging. The analysis reveals that SVM is unable561

to properly learn and classify most of the POS tags except few because it could not successfully model562

the contextual window information of the lexical word and their corresponding POS tags. Thus, proving563

our CRF based model performing better and suitable in the sequence labelling task of Urdu POS tagging.564

Comparison with Benchmark Approaches565

Our approach for CRF model implementation achieved an accuracy of 96.1% which is higher than the566

CRF accuracy of 88.74% by (Khan et al., 2019b), the 83.52% on CLE dataset by (Khan et al., 2019a), the567

88.4% on Bushra Jawaid dataset by (Khan et al., 2019a) and the accuracy of 95.8% on Bushra Jawaid568

dataset by (Nasim et al., 2020). However, the performance achieved by (Nasim et al., 2020) using the569

CRF together with BiLSTM (i.e. 96.3%) is subtly higher than our approach by 0.2%.570

The benchmark approaches used large sized feature sets making them complex to understand and571

computationally less efficient as detailed in the following:572

(Khan et al., 2019b) used language-dependent (i.e., POS tag of the previous word and suffix of the573

current word) and language-independent features (i.e. context words window). They used ten unigram574

templates for feature set generation. Their features set included ”Previous Lexical Word”, ”Current575

Lexical Word”, ”Next Lexical Word”, ”Current Lexical Word + Previous Lexical Word”, ”Current Lexical576

Word + Next Lexical Word”, ”Current Lexical Word + N-1 and N-2 Previous Words”, ”Current Lexical577

Word + N+1 and N+2 Next Words”, ”Part of Speech tag of Previous Lexical Word”, ”Suffix of Current578

Lexical Word” and ”Length of Current Lexical Word”.579

(Khan et al., 2019a) used the context word features including 1). the Token (the Current word) 2).580

the word to the left of the Current word 3). the word to the right of the Current word 4). Joint use of the581

Current word and the word to the left of the Current word 5). Joint use of the Current word and the word582
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Table 10. Evaluation Metrics- SVM Implementation of Urdu POS Tagging

POS Tag Precision Recall F1-Score Support

APNA 0.47 0.49 0.48 122

AUXA 0.66 0.71 0.69 444

AUXM 0.69 0.73 0.71 105

AUXP 0.75 0.82 0.78 104

AUXT 0.76 0.85 0.80 860

CC 0.59 0.66 0.62 655

CD 0.49 0.57 0.53 389

FF 1.00 0.50 0.67 2

FR 0.45 0.56 0.50 9

INJ 0.33 0.27 0.30 11

JJ 0.42 0.34 0.38 1,229

NEG 0.50 0.59 0.54 215

NN 0.67 0.72 0.69 6,621

NNP 0.72 0.66 0.69 1,722

OD 0.39 0.46 0.42 93

PDM 0.45 0.40 0.42 498

PRD 0.24 0.31 0.27 16

PRE 0.00 0.00 0.00 4

PRF 0.56 0.50 0.53 18

PRP 0.55 0.46 0.50 972

PRR 0.53 0.57 0.55 147

PRS 0.27 0.22 0.24 78

PSP 0.78 0.84 0.81 4,361

PU 0.99 0.99 0.99 1,450

Q 0.43 0.34 0.38 307

QM 0.00 0.00 0.00 5

RB 0.40 0.29 0.34 218

SC 0.71 0.75 0.73 515

SCK 0.58 0.53 0.56 75

SCP 0.46 0.32 0.38 128

VALA 0.43 0.45 0.44 88

VBF 0.66 0.53 0.59 2,019

VBI 0.62 0.53 0.57 375

Accuracy 0.68 23,855

Macro Avg 0.53 0.51 0.52 23,855

Weighted Avg 0.67 0.68 0.68 23,855
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to the right of the Current word 6). Joint use of the Current word and N-1, N-2 left words of the Current583

word, and 7). Joint use of the Current word and N+1, N+2 right words of the Current word.584

(Nasim et al., 2020) utilized the features including Word, Length, Is First, Is Last, Suffix, Prev Word 1,585

Prev Word 2 and Next Word of the current word.586

Thus the use of simple and fewer language-independent features of Urdu text combined with the effi-587

cient performance make our CRF-based Urdu POS tagging approach surpassing the previous benchmark588

CRF approaches. Figure 5 provides a comparison of performance between our work and other researchers’589

approaches for Urdu POS tagging. The performance of Our Urdu POS tagging approach is better than 7590

among 9 researchers whereas two of them have slightly better accuracy.591

Figure 5. Comparison of Our CRF POS tagging approach with other approaches

In contrast to previous works, our Urdu POS tagging approach benefits from the small-sized feature set592

comprising only of 5 features; 4 among them are lexical word-based and one is the Word Length. These few593

word-based features in addition to the Word Length are simple to determine and are language-independent.594

Thus enabling our Urdu POS tagging approach to have the potential for scaling, generalization, and595

adaptability.596

CONCLUSION AND FUTURE WORK597

A CRF based automatic Part of Speech classifier for Urdu news text using the MM-POST dataset was598

discussed. The model achieved state-of-the-art performance by attaining an overall accuracy of 96.1%599

and macro average values for Precision, Recall, and F1-score as 98%, 86%, and 88% respectively using600

the training dataset. The trained model proved excellent ability of generalization by achieving even higher601

performance than on training dataset. The overall accuracy of 97.7% was reported for prediction of POS602

tags on external validation data that is not part of the training dataset. However, the average prediction603

accuracy of an individual POS tag on external validation data remained 83% in comparison to 86% on604

training data. It can be improved further by increasing the size of annotated data in the dataset for training605

of the model to learn further distinctive instances and variations of Urdu POS.606

The input features ”Word”, ”Previous Word”, ”Next Word” and ”Second Next Word” of current607

word/token, used as context words window served well in addition to the ”Word Length” feature of the608

current word/token in the classification and prediction of the Urdu POS tags. The utilization of lexical609

words as context window of current words helped in the effective learning and prediction of Urdu POS610

tags.611

The CRF model has been proved efficient in multi-label or multi-class classification and predictions of612

Urdu POS tags for the dataset having 33 number of POS tags. The model achieved excellent performance613
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for most of the POS tags, particularly for those having a sufficient number of occurrences in the dataset.614

However, the performance can be further improved and the Weighted and Macro Average values of615

the F1-score can be enhanced from 0.96 and 0.88 respectively, if the size of the POS-tagged corpus is616

increased to incorporate a sufficiently large number of instances particularly for the less frequent POS617

tags, for example, ”FF”, ”INJ” and ”QM” having the Support values of only 7, 8 and 3 respectively. Thus618

the CRF model will be able to effectively predict the POS tags with high accuracy through the use of619

selected features set.620

Our approach for Urdu POS tagging has the potential for expansion to other Indo-Aryan languages621

particularly which are agglutinative and free word order languages like Hindi, Punjabi, Pashto and Arabic.622

Experimentation can be done with the easy to determine and computationally efficient features set in623

other languages using CRF, other machine learning or deep learning models and modern ensemble or624

transformer-based models. The ease and effectiveness in selection and processing of the features set625

provides the opportunity of customization and introduction of further sophistication for all types of natural626

languages. Our work opens up avenues of research for application of proposed approach for other Urdu627

NLP tasks including Named Entity Recognition, Sentiment Analysis, Machine Translation and Text to628

Speech Systems etc.629

In our future work, the POS tags generated through our presented approach, shall be employed as one630

of the features set for various prediction-tasks like Named Entity Recognition of Urdu text using Machine631

Learning and Deep Learning techniques.632
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