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ABSTRACT
The portability and popularity of smartphones makes it easy to capture digital images
in a variety of situations, including witnessing criminal activity. Forensic analysis of
digital images captured by smartphone-cameras could be used for legal and
investigative purposes, not only to have a recording of an act, but also to establish a
relationship between a digital image and its capture device, and between the latter
and a person. Fortunately, given the similarities, forensic ballistics techniques and
procedures used to identify weapons from fired bullets can be used to identify
smartphone-cameras from digital images. However, while there are several solutions
for identifying smartphone-cameras from digital images, not all of them focus on two
key issues: reducing the number of reference images used to create the fingerprint of
the smartphone-camera and reducing the processing time for identification. To
address these issues, a method based on a two-degree-of-freedom discriminant
analysis using pixel intensity and intrinsic noise in digital images is proposed. It uses
a Mahalanobis classifier to compare the traces left by the capture source in a digital
image with the fingerprints calculated for the candidate smartphone-cameras. This
allows the identification of the most likely smartphone-camera that captured a digital
image. A significant advantage of the proposed method is that it relies on a smaller
number of reference images to estimate the smartphone-camera fingerprints. They
are built using only fifteen reference images, as opposed to thirty or more images
required by other techniques. This means faster processing times as image clippings
are analyzed rather than whole digital images. The proposed method demonstrates
high performance, since for disputed flat images it achieves an identification
effectiveness rate of 87.50% with one reference image, and 100.00% when fifteen
reference images are considered. For disputed natural images, it achieves an
identification effectiveness rate of 97.50% with fifteen reference images.
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INTRODUCTION
The ubiquity of the Internet and the proliferation of smartphones have made it easier to
share digital images. Smartphones are personal communication devices equipped with at
least one digital camera capable of capturing digital images. The widespread use of
smartphones has forced several countries to adapt their legal frameworks to allow digital
images to be used as evidence in trials. Similar to ballistics investigations, when analyzing
digital images, it is critical to identify the specific camera that captured the image in
question (disputed image) in order to establish the identity of the camera owner. From a
forensic perspective, it is critical to determine the image-camera and camera-owner links,
and an easy way to make these links is through digital image metadata. However, as
highlighted in Sandoval Orozco et al. (2014), it is important to note that metadata can be
easily and effectively modified or erased. Therefore, alternative approaches rely on traces
or patterns left by the smartphone-camera in its captured digital images. These camera
traces can be used to create a unique camera fingerprint, which uniquely identifies the
smartphone-camera that captured a digital image. It is essential to recall that, as
emphasized in Fridrich (2009) and Goljan, Fridrich & Filler (2009), a camera fingerprint
must meet four critical features: a) Dimensionality-It should be finite with a random
appearance. b) Universality-It should be extractable from all digital images except for black
digital images. c) Permanence-It should remain unchanged over time and under varying
environmental conditions such as weather, temperature, or humidity. d) Robustness-It
should withstand typical image processing operations, including lossless compression,
filtering, and gamma correction. Some authors have demonstrated that the photo response
non-uniformity (PRNU) satisfies the aforementioned four key features, making it a
valuable component for purposes of producing camera fingerprints. In this context, one of
the most significant PRNU-based methods was proposed by Goljan, Fridrich & Filler
(2009), which incorporates denoising and Wiener filtering for camera identification from
digital images. This approach uses denoising filtering to extract the total image noise and
the noise-free image from a noisy image. Wiener filtering is then applied to separate
additive noise and multiplicative noise from the total image noise.

Building upon Goljan’s method, this work introduces a two-degree-of-freedom
discriminant analysis that uses a Mahalanobis classifier to identify smartphone-cameras
from disputed images and the controlled capture of some reference images. The
Mahalanobis classifier leverages the Mahalanobis distance (MD), calculated between the
two-dimensional camera-fingerprint and the two-dimensional traces left in a disputed
digital image by its capture device. This calculation aids in determining the most likely
smartphone-camera that captured the disputed image. Remarkably, in this study, a
smartphone-camera fingerprint is estimated using the camera-in-image traces extracted
from a set of reference images captured under controlled conditions by each smartphone-
camera under analysis.

As an aside, according to Suwanda, Syahputra & Zamzami (2020) and Estrada (2024), it
is also important to note that other common metrics such as the Euclidean, Manhattan,
and cosine distances, can be used to measure the distance between points in a multivariate
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space. However, unlike such common metrics, and as discussed in McLachlan (1999), the
Mahalanobis distance considers the correlation between random variables and measures
the distance between a point and a distribution in a multivariate space. This is precisely the
issue of this study, since the definition of a camera-fingerprint, or the camera-in-image
traces left by a camera in its captured images, considers two features of each digital image
pixel: its intensity and its PRNU. Therefore, considering that these two features are
interrelated, the use of MD is meaningful and allows to distinguish camera-fingerprints
with less ambiguity than with the use of other common metrics. On the other hand, in
reviewing the state of the art, we found that other researchers have conducted studies on
this topic, for example, the Mahalanobis distance has been used as a dissimilarity measure
in clustering algorithms for image segmentation by Zhao, Li & Zhao (2015) and as a tool
for enhancing images of ancient murals by Nasri & Huang (2022). This review of the state
of the art led to the idea of using the Mahalanobis distance to identify smartphone-cameras
from digital images. Unlike the proposed method, machine learning-based systems require
large amounts of data to train the models, as well as significant development and
maintenance resources and costs.

Related works
Mahalanobis classifiers are Gaussian classifiers that rely heavily on the MD as their
underlying distance method. Despite its widespread use, the MD may experience a loss of
performance when considering a multidimensional approach in the presence of noise. This
is due to the equally weighted sum of squared distances over all features. As a result,
features with the greatest distance may dominate and mask all other features. Hence, only
the dominant features are considered in a classification process, and the information
provided by the remaining features is neglected. However, this effect seems to be less
relevant in this study, since the interesting features in the objects of study represent noise
signals. Mahalanobis classifiers find applications in various domains. For instance,
Babiloni et al. (2001) used them to recognize electroencephalography (EEG) patterns with
the advantage of using a limited number of EEG electrodes. In the same year, Imai,
Tsumura & Miyake (2001) used the MD to estimate perceptual color differences in digital
images, especially when a transformation such as gamut-mapping is required. Zhao, Li &
Zhao (2015) used the MD as a dissimilarity measure in clustering algorithms for image
segmentation. Srivastava & Rao (2016) proposed an MD-based algorithm to classify text
from very large correlated datasets. On the other hand, Siddappa & Kampalappa (2020)
used an MD-based learning method in the nearest neighbor (NN) to improve the
classification performance in the unbalanced dataset. Additionally, Li et al. (2020)
proposed an MD-based algorithm to classify and detect changes in the distribution of
dataset over time. Raiyani et al. (2022) used the MD to estimate misclassification caused by
K-nearest neighbors (KNN), extra trees (ET), and convolutional neural network (CNN)
models when classifying Sentinel-2 images into six scene classes. Nasri & Huang (2022)
used the MD to improve images of ancient murals by extracting specific degraded
segments from red-green-blue (RGB) images. Wang, Kang & Zhang (2023) proposed an
MD-based deep domain adaptation model for self-supervised attention correlation
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alignment that learns representations useful for solving other subsequent tasks of interest
but does not require label data. Also, Warchoł & Kapuściński (2023) proposed an MD-
based method for hand posture recognition using skeletal data, which includes a two-stage
classification algorithm with two additional stages related to joint preprocessing, and a
rule-based system. Ghosh et al. (2024) proposed a semi-parametric MD-based classifier for
observing competing classes, which estimates the posterior probability of each class.
Finally, in the work developed by Gioia (2024) an R package can be used to compute the
MD between each pair of species in data frames, considering that each data frame contains
the observations of one species with some variables. The R package, named
“cmahalanobis”, uses the statistics functions of R for matrix computation.

The topic of smartphone-camera identification from digital images is burgeoning in the
field of forensic science and attracting numerous researchers. For instance, Bernacki (2020)
compiled and analyzed research efforts from 2010 to 2020, providing an overview of
methods and algorithms for digital camera identification, focusing on sensor identification
as a classification key strategy. According to Bernacki (2020), the camera-in-image traces
(traces left by the digital camera on each captured image) are unique artifacts that can be
used to define the camera-fingerprints useful in passive forensic analysis techniques.
Likewise, Nwokeji et al. (2024) presented a survey of all existing methods and techniques
for identifying digital cameras using both intrinsic hardware artifacts, such as sensor
pattern noise and lens optical distortion, and software artifacts, such as color filter array
and automatic white balance. In this survey, Nwokeji et al. (2024) reviewed the existing
capture source identification methods, their evaluation criteria, and the publicly available
datasets used to evaluate their performance. Building upon this, Zeng et al. (2019)
developed a PRNU-based method for identifying smartphone-cameras in zoomed-in
digital images, a common output of these devices. Additionally, Freire-Obregón et al.
(2019) proposed a method for identifying digital cameras using deep learning and the noise
pattern of the smartphone-camera sensors. Similarly, Berdich & Groza (2022) proposed a
method for identifying smartphone-cameras by considering camera sensor features, which
was based on the low-mid frequency coefficients of the discrete cosine transform (DCT) on
the dark signal non-uniformity (DSNU). Furthermore, Rodríguez-Santos et al. (2022)
proposed a method for identifying smartphone-cameras from natural images. It was based
on residual noise and the Jensen-Shannon divergence. This approach can be seen as an
extension of the study presented by Quintanar-Reséndiz et al. (2021), which used flat
images and the Kullback-Leibler divergence in the identification process. On the other
hand, Qian et al. (2023) presented a capture source identification framework that uses
sensor noise enhanced by neural networks to trace back web photos while providing
cryptographic security. Manisha, Li & Kotegar (2023) proposed a capture source
identification technique by defining a global stochastic fingerprint from the low- and mid-
frequency bands of digital images and evaluating its resistance to perturbations in the high-
frequency bands. They concluded that their technique could potentially be used to identify
video-based capture sources. Berdich, Groza & Mayrhofer (2023) extended device
authentication beyond the smartphone-camera to the smartphone itself by reviewing
existing approaches that define smartphone fingerprints based on internal components
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such as camera sensors, speakers, microphones, accelerometers, magnetometers,
gyroscopes, and radio frequency sensors. In their study, Berdich, Groza & Mayrhofer
(2023) also provided an overview of the most common feature extraction techniques for all
types of sensors. Specifically, they found that PRNU, DSNU, fixed pattern noise (FPN),
local binary pattern (LBP), being processed in the DCT, spectral, or spatial domain, were
used by several authors to generate camera-fingerprints identifying the camera sensors. In
addition, Shuwandy et al. (2024) conducted a systematic review of camera sensor-based
smartphone authentication methods and discussed current challenges and issues by
analyzing studies reported in four digital scientific databases: ScienceDirect, IEEE Xplore,
Web of Science, and Scopus. In video forensics, Anmol & Sitara (2024) used PRNU and a
classifier based on a support vector machine (SVM) to verify the authenticity of the videos.
On the assumption that PRNU can be affected by highly textured content or post-
processing, they combined the PRNU higher order wavelet statistical information of a
video I-frame with the information provided by the LBP and the gray level co-occurrence
matrix (GLCM).

As far as can be seen from the review of the specialized works reported in this section, it
can be noted that the published methods for the identification of digital cameras do not
include Mahalanobis classifiers, as proposed in this work.

Main contribution
The main contribution of this work is a method for identifying smartphone-cameras from
both flat and natural digital images. The proposed method encompasses the following key
features:

• A two-degree-of-freedom classification system that uses the Mahalanobis distance
between two-dimensional variables that are assumed statistical instead of one-
dimensional correlation functions.

• Instead of relying solely on PRNU, this method uses two-dimensional features that
combine PRNU, and pixel intensity extracted from digital images.

• For defining the two-dimensional fingerprint of smartphone-cameras, this method uses
an approach that, instead of processing entire images and utilizing thirty or more
reference images, extracts 1,000 � 1,000-clippings from fifteen reference images. This
significantly reduces the data requirements and consequently the processing time during
camera identification.

• The proposed method relies on the Mahalanobis distance to compare the two-
dimensional camera fingerprints pre-estimated for the suspected smartphone with the
camera-in-image traces.

• This method can distinguish between even identical smartphone-cameras (same brand
and model) from both flat and natural images.

• The effectiveness of the proposed method was greater than 97% when using fifteen
reference images to build the smartphone-camera fingerprints.
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This work is organized as follows. Section “Image Dataset and Intrinsic Noise” describes
the image dataset used to prepare the case studies and the method of extracting noise from
a digital image according to the noise model proposed by Goljan, Fridrich & Filler (2009).
Section “Approaches to digital camera identification” demonstrates how to apply
discriminant analysis using two approaches. The first one uses the probability distribution
function (PDF) for the pixel intensity from the green layer of the available digital images.
This is done because the camera sensor has three types of color filters: green, red and blue
filters, and for every blue and red filter there are two green filters. Considering that the
color map was designed to mimic the human retina, it is assumed that there is more
information in the green layer of the digital image than in the other two layers. In addition,
the green layer is particularly useful for analyzing the luminance of the image and detecting
any compression or noise problems in the RGB channels. The second one considers a
discriminant plane consisting of pixel intensity and PRNU extracted from the green layer
of the flat images for each smartphone-camera. It is also demonstrated that by defining
smartphone-camera fingerprints in this way, it is possible to distinguish smartphone-
camera without any ambiguity. From essential concepts, the section “Proposed Method”
presents the proposed classification method, which is based on the second approach of the
previous section to define smartphone-camera fingerprints distinguished by Mahalanobis
distance. Section “Case Studies” presents two case studies and how they were prepared,
specifying the disputed images and smartphone-cameras features considered in them.
Section “Discussion and Comparison with other Methods” shows a comparison between
the proposed method and other similar methods based on PRNU and some divergence
measures. In this section, a comparison table summarizes the features of the methods in
terms of image dataset, number of images, number of devices, identification strategy, and
identification rate. Finally, the conclusions are presented.

IMAGE DATASET AND INTRINSIC NOISE
IPN-NFID: flat and natural image dataset
In this work, the IPN-NFID image dataset developed by Rojas-López et al. (2024) available
at https://doi.org/10.6084/m9.figshare.25201319 was considered, which currently contains
digital images captured by twelve smartphone-cameras. This dataset contains twelve
hundred flat images, six hundred landscape natural images, and three hundred and sixty
portrait natural images. For the purposes of this work, it is assumed that a flat image has a
neutral appearance (approximately gray) and low contrast, resulting in weak details in
highlights and shadows. Furthermore, a gray surface was used to generate the reference
images, whose plane was at a perpendicular angle to the capture direction. On the other
hand, a natural image includes everything that a human would observe in the real world,
including scenes with contrast and intensity such as roads, mountains, beaches, people,
objects, and animals, among others. For this work, as explained in the “Case studies”
section, only the eight smartphone-cameras that originally comprised the IPN-NFID
image dataset were considered. Over time, this image dataset has been enhanced, and by
the end of this project, it includes flat and natural digital images from twelve smartphone-
cameras. Table 1 shows the initial configuration of the IPN-NFID image dataset.
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It is important to note that the flat images were taken with a distance of fifteen
centimeters between the smartphone-camera and the reference color paper in a room with
controlled lighting, ensuring consistent illumination for all shots. Meanwhile, natural
images were taken under the lighting conditions of the location and time of the shoot day
and at an arbitrary distance from the target scene.

In order to identify the capture source of a set of disputed images, the experiments
conducted in the “Case studies” section of this work used fifteen instead thirty flat images
as reference images per smartphone-camera to define each camera fingerprint. Note that
these experiments demonstrated that a smaller number of reference images per camera can
be used to define the camera-fingerprint of each smartphone under consideration
compared to other techniques. Additionally, ten flat or natural images (from 41-th to 50-th
image) per smartphone-camera were selected as disputed images from the used dataset. It
is also considered that the pixel intensity and PRNUmatrices extracted from each disputed
image contain information about the camera-in-image traces left by its capture source. It is
important to emphasize that when considering disputed flat images, a 1,000 � 1,000
clipping was extracted from each image to obtain the pixel intensity and PRNU matrices.
However, in the case of the natural disputed images, these matrices were obtained from a
pixel set taken from each image using a pixel selection strategy based on the pixel intensity
of flat images capturing gray reference surfaces. In this way, as demonstrated in the “Case
studies” section, the method proposed in this work is faster than other methods because it
considers a part of the image to be analyzed instead of the whole image.

Intrinsic noise in digital images
This study adopts the noise model for a digital image shown in Eq. (1). In this model,
iðx; yÞ represents the pixel intensity at coordinate ðx; yÞ of the green layer of a noisy image,
i0ðx; yÞ represents the corresponding pixel intensity at coordinate ðx; yÞ on the free-noise
image related to iðx; yÞ, gmðx; yÞ signifies the multiplicative noise, and gaðx; yÞ is the
additive noise from iðx; yÞ, both at the same coordinate ðx; yÞ.

Table 1 Smartphone brands and models as well as the number of flat and natural images that
originally constituted the image dataset used for the case studies.

Device
id

Brand Model Portrait flat
images

Landscape natural
images

Portrait natural
images

Dimensions

C01 iPhone SE 2020-1 100 50 30 4,032 � 3,024

C02 iPhone XR 100 50 30 4,032 � 3,024

C03 Motorola G4 Plus 100 50 30 4,608 � 3,456

C04 Samsung Galaxy
A01

100 50 30 4,160 � 3,120

C05 Samsung Galaxy
Note 9

100 50 30 4,032 � 3,024

C06 Motorola G20 100 50 30 3,000 � 4,000

C07 iPhone SE 2020-2 100 50 30 4,032 � 3,024

C08 Huawei Y9 2019 100 50 30 4,160 � 3,120
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iðx; yÞ ¼ i0ðx; yÞ þ gmðx; yÞi0ðx; yÞ þ gaðx; yÞ: (1)

Similar to Goljan, Fridrich & Filler (2009), according to Eq. (2), some denoising filtering
technique can be applied to iðx; yÞ.
i0ðx; yÞ � fd½iðx; yÞ�: (2)

It is worth noting that fd½iðx; yÞ� decomposes iðx; yÞ into a coefficient series across over
frequency bands, and it uses a suitably chosen threshold for each band, setting to zero the
coefficients that most influence the image noise. It should be noted that the noise is affected
by the small coefficients, while the pixel intensity is affected by the large coefficients.
Although the main purpose of denoising filtering is to eliminate or minimize the effects of
unwanted artifacts embedded in the signals of interest, preserving them with the highest
possible quality, in this case it is used to recover from a digital image the artifacts left by its
smartphone-camera, while preserving the contextual details of the original images. The
most commonly used denoising filters are mean, median, Gaussian, bilateral, and wavelet.
Some of these can be applied in both the spatial and spectral domains, while others can
only be applied in one of the two domains. For further details, the work proposed by Xiao
& Zhang (2011) should be consulted.

In this way, from Eq. (1), the residual noise, gðx; y; i0Þ; from a digital image can be
estimated by Eq. (3), in which gmðx; yÞ and gaðx; yÞ are specified.
gðx; y; i0Þ � iðx; yÞ � fd½iðx; yÞ� ¼ gmðx; yÞi0ðx; yÞ þ gaðx; yÞ: (3)

Now, following the approach of Jingdong et al. (2006), the Wiener filtering, fw½:�, is
applied to Eq. (3) to obtain the PRNU of any digital image, prnuðx; yÞ ¼ gmðx; yÞi0ðx; yÞ
must be computed for all coordinates ðx; yÞ in the digital image according to Eq. (4).

prnuðx; yÞ ¼ fw½iðx; yÞ � fd½iðx; yÞ�� ¼ gmðx; yÞi0ðx; yÞ: (4)

Therefore, it should be noted that Wiener filtering techniques have been used to
eliminate or reduce the additive noise in the digital images, which is assumed as a
stationary random process that does not depend on the pixel location. More specifically,
based on Eq. (4), Wiener filtering is used in this case to remove the additive component of
the camera-in-image traces left in each pixel by the capture source. In general, these
filtering techniques are designed to minimize the quadratic error between an image
considered as the original image and another image considered as the reconstructed image.
These filtering techniques are variable cutoff low-pass, using a lower cutoff frequency for
low-detail regions and a higher cutoff frequency for regions with edges or high variance
features. For more details, see the works proposed by Vaseghi (1996) and Khireddine,
Benmahammed & Puech (2007).

On the other hand, it should be highlighted that PRNU depends on lighting and is
caused by small differences in pixel intensity due to the camera sensor, resulting in a
brighter or darker pixel effect in the image. This is consistent with Eq. (4) since the pixel
intensity is increased (making the pixel brighter) when PRNU is positive or decreased
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(making the pixel darker) when PRNU is negative. It is worth noting that PRNU is not
affected by camera sensor temperature and exposure time during digital image capture.
PRNU then quantifies the influence of the camera sensor on the intensity of each image
pixel, affecting its brightness (or darkness) depending on whether it is positive or negative.

Finally, note that according to Eq. (4), prnuðx; yÞ depends on i0ðx; yÞ, so if i0ðx; yÞ
changes in its magnitude and statistical behavior, it is expected that prnuðx; yÞ must also
change in its magnitude and statistical behavior. Therefore, by evaluating Eqs. (2) and (4)
for all pixels of the digital image r captured by the camera of the j-th smartphone, the pixel
intensity and PRNU matrices for r can be identified as I0;½r;j� and PRNU½r;j�, respectively.

APPROACHES TO DIGITAL CAMERA IDENTIFICATION
An approach to the issue of using natural images
The main problem with trying to distinguish digital cameras from natural images is that
their scene contextual information significantly distorts the camera-in-image traces.
Therefore, the method for distinguishing between digital cameras is less effective using
natural images than using flat images as disputed images. One approach to address this
problem is to study and propose strategies to generate a flat equivalent image derived from
the natural image under analysis. It is important to emphasize that the statistical behavior
of pixel intensity of these flat equivalent images should be close to that of flat images
captured under controlled conditions by the same smartphone-camera. This strategy can
reduce the impact of contextual information in natural images on the effectiveness of
methods for distinguishing digital cameras, since only natural image pixels whose intensity
is close to that of flat image pixels are processed, and the remaining pixels in a natural
image are ignored. Similar toQuintanar-Reséndiz et al. (2021, 2022), and Rodríguez-Santos
et al. (2022), the calculation of the flat equivalent image for a natural image was based only
on the information extracted from its green layer.

The plots in Fig. 1 illustrate some examples that demonstrate the statistical behavior of
I0 extracted from the green layer of digital images, allowing to distinguish the capture
source of the digital image under analysis. Figure 1A shows the computed PDF of I0
extracted from a flat image for each of the available smartphone-cameras, whereas Fig. 1B
shows the PDF computed from the average of I0 with fifteen flat images. Note that
although the smartphone-cameras captured the same surface under similar lighting
conditions, the statistical behavior of pixel intensity of the captured digital images could be
used to distinguish them, since the computed PDFs for I0 changed significantly. Note also,
in Figs. 1A and 1B that both sets of PDFs for I0 exhibit a slight potential for distinguishing
smartphone-cameras. However, they may lead to confusion when dealing with highly
similar PDFs, such as those for twin smartphone-cameras.

On the other hand, note in Fig. 2A that the discrimination process can be inefficient
when the PDF computed from the average of I0 using fifteen flat images is compared to a
PDF computed for I0 with a single flat image. Furthermore, note in Fig. 2B that the
inefficiency of the discrimination becomes critical when the PDF computed from the
average of I0 using fifteen flat images is compared to the PDF computed for I0 of a natural
image. It is worth noting that Fig. 2B demonstrates that the statistical behavior of I0
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extracted from a natural image can be matched to that of a flat image. This is done by
performing a pixel selection on the natural images to create the flat equivalent image with a
PDF computed for I0 similar to that of a flat image. This latter idea allows smartphone
camera identification methods, which are efficient when using flat images, can be applied
to cases where the disputed images are natural images.

Considering this analysis, and using the model established by Eq. (4), it can be expected
that I0 extracted from an image under analysis affects its PRNU. This fact is considered in
the following section.

An approach using two-dimensional variables
From previous results and based on the model given in Eq. (4), it is considered a
smartphone-camera identification approach that involves two-dimensional variables on a
Bayesian classifier. This approach considers the discriminant plane showed in Fig. 3, which
allows to identify that I0 relates to PRNU when they are extracted from green layer of the

Figure 1 PDF for I0 extracted from the green layer of images captured with the smartphone-cameras
used in the case studies: (A) Using one flat image per camera and (B) using fifteen flat images per
smartphone-camera. Full-size DOI: 10.7717/peerj-cs.2513/fig-1

Figure 2 PDFs for I0 extracted from the green layer of images captured with the smartphone-cameras
used in the case studies: (A) Using a flat image in C01, C07, and C05, and using the average of I0 with
fifteen flat images in C01, (B) for C01 a natural image and for the selected pixels of same image, and
the average of I0 with fifteen flat images. Full-size DOI: 10.7717/peerj-cs.2513/fig-2
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flat images used to estimate the smartphone-camera fingerprints. Note in Fig. 3A that the
model proposed by Eq. (4) is consistent with the fact that if I0 changes then PRNU also
changes when using one flat image. Figure 3B shows the contours of the plots in Fig. 3A.

Similarly, it should be noted in Fig. 4A that the discriminant planes were defined for I0
and PRNU using fifteen flat images, and Fig. 4B shows the contours of plots in Fig. 4A.
Note that the plots have become sharper and more compact than shown in Fig. 3, which
can increase the effectiveness of distinguishing one smartphone-camera from another.

Additionally, Fig. 5A shows for C01 the contours taken of the discriminant planes for I0
and PRNU using fifteen flat images, and it shows the contours for C01, C05, and C07 when a
flat image is used. It can be observed that in the discriminant plane, C01 and C07 have
contours similar to the average contour for I0 and PRNU using fifteen planar images. On
the other hand, the contour for C05 is very different from all the others. This is due to the
fact that C01 and C07 have the same brand and model. Figure 5B shows the contours in the
discriminant plane for I0 and PRNU when one disputed natural image is taken from C01

with and without pixel selection to be compared against the contour of the discriminant

Figure 3 Discriminant planes I0 vs. PRNU using a flat image per smartphone-camera: (A) All points
in the flat images and (B) contours for (A). Full-size DOI: 10.7717/peerj-cs.2513/fig-3

Figure 4 Discriminant planes for the average computed of I0 and PRNU using fifteen flat images per
smartphone-camera: (A) All points in the average of I0 and PRNU and (B) contours for (A).

Full-size DOI: 10.7717/peerj-cs.2513/fig-4
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plane for the average for I0 and PRNUwith fifteen flat images taken with C01. Note in Fig. 3
through Fig. 5 that the colors identify each smartphone-camera considering its identifier
given in Table 1. It should be emphasized that the two-dimensional variables in the
discriminant plane are useful when the disputed images are flat images. However, without
pixel selection, it is not useful when the disputed images are natural images, as the scene
content influences it, preventing a clear relation to the two-dimensional variable of the
reference image. Note in Fig. 5B that the contour of the two-dimensional variable for the
natural image of C01 is very wide. Then, this situation suggests selecting the pixels in the
natural image whose intensity is closest to the intensity of the pixels contained in the
reference image.

The experiments presented with both approaches help to formulate the method
proposed in this study. On the one hand, a flat equivalent image computed from a natural
image was generated by applying a pixel selection strategy. Also, a comparison strategy for
distinguishing smartphone-cameras was developed that relies on two-dimensional
variables whose components exhibit a dependency between them.

PROPOSED METHOD
Essential concepts
The method proposed in this study uses two-dimensional variables extracted from digital
images. It is based on the camera-in-image trace, the smartphone-camera fingerprint, and
the Mahalanobis distance. These three essential concepts are described below.

• Camera-in-image traces. It is assumed that the traces left by the q-th smartphone-
camera in the digital image d can be observed using a two-dimensional variable
consisting of I0;½d;q� and PRNU½d;q� that have some relationship to each other. When the
digital image d, flat or natural, captured by the camera of the q-th smartphone, is
analyzed in a trial, the two-dimensional variable extracted from its green layer
containing these traces is defined by T½d;q� ¼ ½I0;½d;q�; PRNU½d;q��.

Figure 5 Discriminant plane considering the average computed for I0 and PRNU with fifteen flat
images, and its comparison with the discriminant plane for three smartphone-cameras. (A) Dis-
puted flat images from C01, C05, and C07, and for the average computed for I0 and PRNU with fifteen flat
images from C01 and (B) a disputed natural image with and without pixel selection, and the average
computed for I0 and PRNU with fifteen flat images from C01.

Full-size DOI: 10.7717/peerj-cs.2513/fig-5
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• Smartphone-camera fingerprints. The camera fingerprint of the j-smartphone is
generated from the camera-in-image traces extracted from the 1,000 � 1,000
clippings of the green layer of R reference flat images captured under controlled
conditions by the camera of that smartphone. Then, the smartphone-camera fingerprint
defined for the j-th smartphone is FR

j ¼ 1
R

PR
r¼1 T½r;j�. The 1,000 � 1,000 clippings of the

green layer are taken from the center (centx, centy) in each reference flat image, where
x 2 ðcentx � 500; centx þ 500Þ and y 2 ðcenty � 500; centy þ 500Þ.

• Mahalanobis distance. The proposed classifier is based on the Mahalanobis distance,
MDðs1; s2Þ, introduced in 1936 by P. Ch. Mahalanobis to determine the similarity of
two multidimensional random variables, s1 and s2. Note that the distance between each
pair of points in two collections is distributed in a multidimensional space. In addition, it is
worth noting thatMDðs1; s2Þ differs from Euclidean distance because it takes into account
the correlation between multidimensional random variables. Note also that, under the
assumption of three random variables s1, s2, and s3, MDðs1; s2Þ satisfies the following
conditions: (a)Non-negativity:MDðs1; s2Þ>0, (b) Symmetry:MDðs1; s2Þ ¼ MDðs2; s1Þ, and
(c) Triangular inequality: MDðs1; s2Þ � MDðs1; s3Þ þMDðs3; s2Þ. It not only provides a
measure for the average distance of two random variables but also measures the
correlation between those variables based on their covariance. It can be calculated using
Eq. (5).

MDðs1; s2Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs1 � s2ÞT��1ðs1 � s2Þ

q
; (5)

where ��1 represents the covariance matrix between s1 and s2.
MDðs1; s2Þ is a crucial tool in a Mahalanobis classifier, which is a special case of a Bayes

classifier that satisfies the conditions for a linear discriminant analysis (LDA) approach
when s1 and s2 are n-dimensional features of the class wu, where u = 1; 2; 3; . . ., pðsvjwuÞ
obeys Gaussian probability distributions, pðwuÞ is constant, and all constant terms have
been removed from the comparison between classes.

Method description
The Mahalanobis classifier proposed in this work is developed considering a passive
strategy for the identification of smartphone-cameras from digital images, since it is not
required to add any external signal to the digital images under analysis. It consists of the
following steps.

i. Estimation of smartphone-camera fingerprints. Fifteen reference flat images must be
considered to define the camera-fingerprint of each smartphone. Thereby,

FR
j ¼ 1

R

PR
r¼1 T½r;j�, with R = 15, j = 1, 2, 3,…, C, and C = 8.

ii. Estimation of camera-in-image traces. Considering D = 10 disputed digital images for
each smartphone-camera, two options are considered to estimate the traces left by the
camera of the q-th smartphone in each image d, which can be observed by using
T½d;q� ¼ ½I0;½d;q�; PRNU½d;q��, with q = 1, 2, 3,…, C.
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(a) When the disputed image is a flat image: T½d;q� is calculated from a 1,000 � 1,000
clipping extracted from the green layer in the d-th disputed flat image of the
camera of the q-th smartphone.

(b) When the disputed image is a natural image: T½d;q� is calculated from the pixels
selected from the green layer in the d-th whole disputed natural image captured
with the camera of the q-th smartphone. The pixel selection criterion is based on
extracting the pixels whose intensity is in (l� 2r, lþ 2r), where l is the mean and

r is the standard deviation of the pixel intensity vector taken from the FR
j when the

compared camera is from the j-th smartphone.

iii. Calculation of Mahalanobis distance. According to Eq. (5), the Mahalanobis distance
between the smartphone-camera fingerprint and the camera-in-image traces
associated to the pixel intensity of a disputed image is calculated using code developed
in MATLAB for this study. That is,MDðT½d;q�; FR

j Þ for j = 1, 2, 3,…, C, q = 1, 2, 3,…, C,
and d = 1, 2, 3,…, D.

iv. Comparison of Mahalanobis distances. The comparison of the calculated
Mahalanobis distances is performed according to Eq. (6).

MDðT½d;q�; FR
q Þ � MDðT½d;q�; FR

j Þ ; (6)

for j = 1, 2, 3,…, C, q = 1, 2, 3,…, C, and d = 1, 2, 3,…, D, with the understanding that
the first index change in the comparison occurs at j, then at q, and finally at d.

v. Associate a smartphone-camera to the disputed image. Associate the camera of the
q-th smartphone with the disputed image d when q is the camera that produces the
smallest MDðT½d;q�; FR

j Þ.
Note that for (i) and (ii) in the proposed method, it is assumed that PRNU has been

calculated using Eq. (4), where the applied denoising filter, fd½iðx; yÞ�, uses a wavelet
approach with wavelet levels = 4 and wavelet = (Daubechies, 8), and the Wiener
filter is based on the two-dimensional Discrete Fourier Transform (DFT). The code
proposed by Goljan, Fridrich & Filler (2009) was used to implement these filters. The
function NoiseExtractFromImage()was used for the denoising filter and the function
WienerInDFT() was used for the Wiener filter supported by the functions std2, fft2,
and ifft2 from MATLAB. It is important to note that the proposed method uses
clippings extracted from the green layer of each reference digital image, and clippings in
disputed flat images or selected pixel in disputed natural images. These conditions
significantly reduce the processing time and memory requirements of the computer used.
The choice of the green layer is not arbitrary, it is selected because it contains twice as
much noise information as the other color layers. Figure 6 provides a graphical
representation of the proposed method.

CASE STUDIES
Firstly, it is important to emphasize that the digital images used in the case studies of this
study have not been contaminated with any external noise signal, since the aim is to
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identify, through a passive method, the capture source of the digital images to be analyzed.
In this context, and before proposing and preparing the case studies, the conformation of
the dataset was analyzed considering the size of the digital images generated by the
smartphone-cameras. On this basis, three groups of smartphone-cameras were identified.
The first group consisted of seven smartphone-cameras that generated digital images of
approximately 12 megapixels (see Table 1). The second group consisted of three
smartphone-cameras that generated digital images of less than 8.6 megapixels. Finally, the
third group consisted of two smartphone-cameras that generated digital images of less
than 16 megapixels. Using this information the first group was selected, because in it the
smartphone-cameras could be confused considering that they produced digital images
with similar size. The other groups were excluded because they had fewer smartphone-

Figure 6 Flowchart that gets the statistical fingerprint of a smartphone-camera and compares it to
the fingerprint of a digital image, flat or natural, to identify its source of capture.

Full-size DOI: 10.7717/peerj-cs.2513/fig-6
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cameras and because there was a clear difference in the size of the digital images they
produced compared to the group with more smartphone-cameras. Note from a basic
analysis shows that the smartphone-cameras in the second group produce digital images
that are 31% smaller than the average size of the digital images produced by the
smartphone-cameras in the first group. In addition, the smartphone-cameras in the third
group produce digital images that are 29% larger than the average size of the images
produced by the cameras in the first group. Therefore, eight smartphone-cameras were
selected (seven from the first group and one from the third group), and four smartphone-
cameras were discarded (two from the second group and two from the third group),
because they produced digital images whose size is very different from the average size of
the digital images produced by the selected smartphone-cameras. Nevertheless, it was
considered appropriate to include in the case studies a smartphone-camera from the third
group to test-run the proposed method. On the other hand, the number of smartphone-
cameras used in this study was consistent with the number of devices used in other works
reported in the peer-reviewed literature (see the “Discussion and comparison with other
methods” section). It would be very interesting to perform further experiments with a
larger number of smartphone-cameras, including a wider variety of brands and models.
However, this action is not necessary to ensure the effectiveness of the proposed method,
since in a real forensic case, a reduced number of digital cameras are involved to be
analyzed in the identification of the capture source. On the other hand, it is not necessary
to use a much larger number of reference images to compute the smartphone-camera
fingerprint, since, as demonstrated by Quintanar-Reséndiz et al. (2021), twenty reference
images per camera is an acceptable number for capture source identification when using
one-dimensional variables. With this baseline in mind, and assuming that camera-in-
image traces are registered in two-dimensional variables, fifteen reference images were
used in this study to build the smartphone-camera fingerprints. Finally, it is emphasized
that a real forensic case should associate a limited number of smartphone-cameras with a
limited number of images to be analyzed.

Thus, based on Table 1, two case studies were prepared to demonstrate the effectiveness
of the developed method. For case study A, ten flat digital images per smartphone-camera
were selected as disputed images. For case study B, ten natural images were selected as
disputed images. In both cases, the disputed images were labeled as di;j where i is the
disputed image considered from the camera of the j-th smartphone, with
i ¼ 41; 42; 43; . . . ; 50 and j ¼ 1; 2; 3; . . . ; 8. Note, that Table 1 contains two smartphones
of the same brand and model: iPhone SE 2020-1 and iPhone SE 2020-2. The digital images
of the eight smartphone-cameras in this study were taken from the IPN-NFID image
dataset developed by Rojas-López et al. (2024) and available at https://doi.org/10.6084/m9.
figshare.25201319. For case study A, two approaches were used to define the smartphone-
camera fingerprints. The first approach was preliminary and was used to describe in detail
the actions performed in the proposed method. In this approach, a single flat image was
used to estimate the smartphone-camera fingerprints. The second approach was the one
mentioned in (i) of the description of the proposed method. In this approach, the average
pixel intensity and PRNU calculated with fifteen flat images were used to estimate each
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smartphone-camera fingerprint. According to the description of the proposed method, for
case study B, the second approach of case study A was considered to estimate the
smartphone-camera fingerprints.

Experiments for case study A1

For this case study, where the disputed images were flat images and a single flat image was
used as the reference image to build the smartphone-camera fingerprints, Eq. (6) was used
to demonstrate which smartphone-camera captured a disputed flat image. The following
seven steps were used to conduct the experiments for this case study.

i. Evaluating Eq. (6) for a disputed image assuming its own smartphone-camera.
Equation (6) was evaluated under the assumption that the disputed image, d41;01, was
captured by the smartphone-camera C01, i.e., its own capture source. Thus, Table 2
shows the obtained results when the MD between the camera-in-image traces in d41;01
and the fingerprint of C01 is compared to the MD distance between the camera-in-image
traces in d41;01 and the fingerprints from the remaining eight smartphone-cameras. Note
in Table 2 that the second column represents instances when

MDðT41;01; F1
01Þ � MDðT41;01; F1

j Þ was satisfied, and the third column represents

instances when it was not satisfied. Note that MDðT41;01; F1
01Þ � MDðT41;01; F1

j Þ was
always satisfied. This result provides 100% certainty that d41;01 was captured by C01.
Note also that specifically for MDðT41;01; F1

01Þ � MDðT41;01; F1
07Þ both inequality

options have a similar number of instances, which differ by about 0.7%. This is because
C01 and C07 are the same brand and model: iPhone SE 2020.

ii. Evaluating Eq. (6) for a disputed image assuming a different smartphone-camera as
the capture source. As a contrast, Eq. (6) was evaluated under the assumption that d41;01
was captured by C02. Then, Table 3 shows whenMDðT41;01; F1

02Þ � MDðT41;01; F1
j Þ was

satisfied (blue) and when is not (red). Note that in only three out of seven cases

MDðT41;01; F1
02Þ � MDðT41;01; F1

j Þ was satisfied. With this result, it can be assumed that

d41;01 was captured by C02 with a confidence of 42.86%.

iii. Evaluating Eq. (6) for a disputed image assuming any smartphone-camera as the
capture source. Equation (6) was evaluated under the assumption that d41;01 was
captured by any smartphone-camera. This assumption generalizes the results of Tables
2 and 3, which are summarized in Table 4, showing that d41;01 is associated with C01 as
the best option (100%) and with C05 as the worst option (0%). Note that C07 is the
second-best option (85.71%), which is congruent since C01 and C07 are of the same
brand and model.

iv. Evaluating Eq. (6) for the first disputed image from all smartphone-cameras.
Generalizing the previous scenario by considering the first disputed image from all
smartphone-cameras, Eq. (6) was evaluated under the assumption that d41;j was
captured by any camera. Thus, Table 5 shows the membership results for each d41;j with
j = 1, 2, 3,…, 8. Note that the first row corresponds to the results shown in Table 4. At
this point and considering only one disputed image per smartphone-camera, note in
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Table 2 Comparison results when d41;01 is assumed to be an image captured by C01 and one flat
image was used to estimate the camera fingerprint for each smartphone.

Camera fingerprint MDðT41;01; F1
1Þ � MDðT41;01; F1

j Þ
F1
1 1,000,000 0

F1
2 805,152 194,848

F1
3 859,378 140,622

F1
4 678,291 321,709

F1
5 999,985 15

F1
6 680,144 319,856

F1
7 501,851 498,149

F1
8 995,705 4,295

Table 3 Comparison results when d41;01 is assumed to be an image captured by C02 and one flat
image was used to estimate the camera fingerprint for each smartphone.

Camera fingerprint MDðT41;01; F1
2Þ � MDðT41;01; F1

j Þ
F1
1 194,848 805,152

F1
2 1,000,000 0

F1
3 688,940 311,060

F1
4 368,670 631,330

F1
5 999,989 11

F1
6 267,404 732,596

F1
7 199,745 800,255

F1
8 998,452 1,548

Table 4 Membership of d41;01 to each of the eight smartphone-cameras.

Assumed membership Membership (%) Inequality used

d41;01=C01 100.00 MDðT41;01; F1
1Þ � MDðT41;01; F1

j Þ
d41;01=C02 42.86 MDðT41;01; F1

2Þ � MDðT41;01; F1
j Þ

d41;01=C03 28.57 MDðT41;01; F1
3Þ � MDðT41;01; F1

j Þ
d41;01=C04 71.43 MDðT41;01; F1

4Þ � MDðT41;01; F1
j Þ

d41;01=C05 0.00 MDðT41;01; F1
5Þ � MDðT41;01; F1

j Þ
d41;01=C06 57.14 MDðT41;01; F1

6Þ � MDðT41;01; F1
j Þ

d41;01=C07 85.71 MDðT41;01; F1
7Þ � MDðT41;01; F1

j Þ
d41;01=C08 14.29 MDðT41;01; F1

8Þ � MDðT41;01; F1
j Þ
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the diagonal of Table 5 that the effectiveness for the proposed method is 96.43%,
considering one flat image to estimate the fingerprint for each smartphone-camera.

v. Evaluation summary for the first disputed image from all smartphone-cameras.
Therefore, a summary of previous results is shown in Table 6, considering only the
diagonal of Table 5. Note that the smallest membership was obtained for d41;03 when it
was assumed that C03 was its capture source, which is a mistake because the proposed
method suggests that d41;03 was captured by C02 (membership of 100%) instead of C03

(membership of 71.43%).

vi. Evaluation summary for all disputed images from all smartphone-cameras.
Generalizing Table 6 for ten disputed flat images, d41;j to d50;j of all smartphone-
cameras, and obtaining the diagonal of each of them, Table 7 was prepared. Note that
the first row corresponds to the result of the disputed flat images 41, as shown in
Table 6. Each column of results of Table 7 shows the membership of the disputed

Table 5 Membership of d41;j assuming they were taken with each of the eight smartphone-cameras.

Disputed image Membership (%)

C01 C02 C03 C04 C05 C06 C07 C08

d41;01 100.00 42.86 28.57 71.43 0.00 57.14 85.71 14.29

d41;02 57.14 100.00 71.43 28.57 0.00 85.71 42.86 14.29

d41;03 57.14 100.00 71.43 28.57 0.00 85.71 42.86 14.29

d41;04 71.43 28.57 42.86 100.00 0.00 57.14 85.71 14.29

d41;05 71.43 14.29 42.86 0.00 100.00 57.14 85.71 28.57

d41;06 57.14 85.71 71.43 28.57 0.00 100.00 42.86 14.29

d41;07 85.71 42.86 28.57 71.43 0.00 57.14 100.00 14.29

d41;08 85.71 28.57 42.86 14.29 0.00 71.43 57.14 100.00

Table 6 Membership of d41;j to each of eight smartphone camera, when compared vs. their own
capture source and one flat image was used to estimate the fingerprint for each smartphone-camera.

Assumed membership Membership (%) Inequality used

d41;01=C01 100.00 MDðT41;01; F1
1Þ � MDðT41;01; F1

j Þ
d41;02=C02 100.00 MDðT41;02; F1

2Þ � MDðT41;01; F1
j Þ

d41;03=C03 71.43 MDðT41;03; F1
3Þ � MDðT41;01; F1

j Þ
d41;04=C04 100.00 MDðT41;04; F1

4Þ � MDðT41;01; F1
j Þ

d41;05=C05 100.00 MDðT41;05; F1
5Þ � MDðT41;01; F1

j Þ
d41;06=C06 100.00 MDðT41;06; F1

6Þ � MDðT41;01; F1
j Þ

d41;07=C07 100.00 MDðT41;07; F1
7Þ � MDðT41;01; F1

j Þ
d41;08=C08 100.00 MDðT41;08; F1

8Þ � MDðT41;01; F1
j Þ

% Average 96.43
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images to the same smartphone-camera when it was assumed that they were captured
by their own capture device.

vii. Estimating the effectiveness of the proposed method for disputed flat images.
Table 7 shows that the membership of the proposed method for ten flat disputed
images is 96.43% when one flat image was used to estimate the fingerprint of each
smartphone-camera. Note that the flat disputed images from C03 generated a
membership of 71.43% for their own smartphone-camera, as the proposed method
assigned them to C02 instead of C03 (see Table 5). Thus, according to the results shown
in Table 8, the effectiveness rate of the proposed method was 85.70% considering that

Table 7 Membership of d41;j to d50;j to each smartphone-camera assuming one flat image to estimate
the smartphone-camera fingerprints.

Disputed image C01 C02 C03 C04 C05 C06 C07 C08 Average

d41;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d42;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d43;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d44;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d45;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d46;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d47;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d48;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d49;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

d50;j 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

%Average 100.00 100.00 71.43 100.00 100.00 100.00 100.00 100.00 96.43

Table 8 Effectiveness of the proposed method when one flat image was used to estimate the
smartphone-camera fingerprints.

Disputed image C01 C02 C03 C04 C05 C06 C07 C08

d41;j C01 C02 C02 C04 C05 C06 C07 C08

d42;j C01 C02 C02 C04 C05 C06 C07 C08

d43;j C01 C02 C02 C04 C05 C06 C07 C08

d44;j C01 C02 C02 C04 C05 C06 C07 C08

d45;j C01 C02 C02 C04 C05 C06 C07 C08

d46;j C01 C02 C02 C04 C05 C06 C07 C08

d47;j C01 C02 C02 C04 C05 C06 C07 C08

d48;j C01 C02 C02 C04 C05 C06 C07 C08

d49;j C01 C02 C02 C04 C05 C06 C07 C08

d50;j C01 C02 C02 C04 C05 C06 C07 C08

Effectiveness rate: 85.7% 100% 100% 0% 100% 100% 100% 100% 100%
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the proposed method failed for the disputed images from C03, by assigning them to C02

instead C03.

Experiments for case study A2

For this case study, where the disputed images are flat and fifteen reference flat images were
used to build the smartphone-camera fingerprints, Eq. (6) was used to demonstrate which
smartphone-camera was the capture source of each disputed flat image. In this case study,
the proposed method was modified to improve its effectiveness rate. Therefore, instead of
one reference flat image, fifteen flat images were considered. Following the seven steps of
the previous case, the obtained results of the membership for the disputed images
numbered from d41;j to d50;j are summarized in Table 9. In addition, Table 10 shows that
the effectiveness rate of the proposed method turned out to be 100%. It should be noted
that, using fifteen reference flat images instead one to estimate the smartphone-camera
fingerprints, the effectiveness rate of the proposed method reached 100%.

Experiments for case study B
For the experiments in this case study, ten natural images were selected as disputed images,
which corresponds to more realistic case, since it includes natural images that containing
scenes with objects, animals, buildings, and views. According to description of proposed
method and considering the results obtained of the experiments for case study A2, fifteen
flat images were used to estimate the smartphone-camera fingerprints. It is important to
specify that the disputed natural images were processed to obtain from each one of them a
synthetic flat image (flat equivalent image) that uniquely corresponds to its origin. Thus, in
the proposed method, each synthetic flat image was considered as the disputed image used
to determine the capture source of its corresponding natural image. Remember that each
flat synthetic image must be created by selecting from a disputed natural image the pixels
whose intensity is within the specified selection interval. Following the seven steps
described in the “Experiments for case study A1” section, the average membership for the
flat synthetic images numbered from d41;j to d50;j was 98.90% and is summarized in
Table 11. In addition, Table 12 shows that the effectiveness rate of the proposed method
was 97.5%.

Note in Table 11 that, although there are events that achieve a membership of 100%
with their capture source, the proposed method does not reach an effectiveness rate of
100%, as it fails when considering natural images from smartphone-cameras C01, C02, C03,
C06, and C07. In Table 11, these events are highlighted with copper. In addition, Table 12
details the confusion situations. Relating Tables 11 to 12, it can be noted that when the
disputed natural images d42;j were assumed from C01, they reached a membership of 100%
with C01 and C07. However, when the disputed natural images d50;j were assumed from C01,
they reached a membership of 85.70% also with C01 and C07. On the other hand, when the
disputed natural images d42;j were assumed from C02, the proposed method estimated a
membership of 85.70% with C02, but 100% with C03. Additionally, when the disputed
natural images d48;j were assumed from C03, the proposed method estimated a
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membership of 85.70% with smartphone-cameras C02 and C03. Note that when the
disputed natural images d50;j were assumed from C06, the proposed method estimated a
membership of 71.40% with C06, but 100% with C03. Finally, when the disputed natural
images d47;j were assumed from C07, the proposed method estimated a membership of
100.00% with C01 and C07.

DISCUSSION AND COMPARISON WITH OTHER METHODS
Among the studies discussed in the “Related Works” section, it is worth noting those that
propose source camera identification methods that involve statistical analysis. They
defined the camera fingerprints from the statistical distribution of the PRNU extracted
from a set of reference flat images. In these methods, a divergence measure was computed

Table 9 Membership of the disputed images from d41;j to d50;j assuming fifteen reference images to
estimate the smartphone-camera fingerprints

Disputed image C01 C02 C03 C04 C05 C06 C07 C08 Average

d41;j 100 100 100 100 100 100 100 100 100

d42;j 100 100 100 100 100 100 100 100 100

d43;j 100 100 100 100 100 100 100 100 100

d44;j 100 100 100 100 100 100 100 100 100

d45;j 100 100 100 100 100 100 100 100 100

d46;j 100 100 100 100 100 100 100 100 100

d47;j 100 100 100 100 100 100 100 100 100

d48;j 100 100 100 100 100 100 100 100 100

d49;j 100 100 100 100 100 100 100 100 100

d50;j 100 100 100 100 100 100 100 100 100

%Average 100 100 100 100 100 100 100 100 100

Table 10 Effectiveness of the proposed method when fifteen flat images are used to estimate the
smartphone-camera fingerprints.

Disputed image C01 C02 C03 C04 C05 C06 C07 C08

d41;j C01 C02 C03 C04 C05 C06 C07 C08

d42;j C01 C02 C03 C04 C05 C06 C07 C08

d43;j C01 C02 C03 C04 C05 C06 C07 C08

d44;j C01 C02 C03 C04 C05 C06 C07 C08

d45;j C01 C02 C03 C04 C05 C06 C07 C08

d46;j C01 C02 C03 C04 C05 C06 C07 C08

d47;j C01 C02 C03 C04 C05 C06 C07 C08

d48;j C01 C02 C03 C04 C05 C06 C07 C08

d49;j C01 C02 C03 C04 C05 C06 C07 C08

d50;j C01 C02 C03 C04 C05 C06 C07 C08

Effectiveness 100% 100% 100% 100% 100% 100% 100% 100%
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between each camera fingerprint and the camera-in-image traces left by the digital camera
in each captured image. For instance, to solve the problem of identifying the capture source
from digital images, Long, Peng & Zhu (2019) developed a camera identification method
based on the binary Kullback-Leibler divergence (KLD) and an SVM classifier for 36-
dimensional features and Quintanar-Reséndiz et al. (2021) developed an one-dimensional
statistical classifier based on the KLD. In addition, Quintanar-Reséndiz et al. (2022)
developed another one-dimensional classifier based on the Hellinger distance (HLD) and
Rodríguez-Santos et al. (2022) developed another based on the Jensen-Shannon divergence
(JSD). It is important to mention that Long, Peng & Zhu, 2019 used natural images (DNI)
and computer generated images (CGI) as disputed images and Rodríguez-Santos et al.

Table 11 Membership of the disputed images from d41 to d50 for each smartphone-camera assuming
fifteen flat images to estimate the smartphone-camera fingerprints.

Disputed image C01 C02 C03 C04 C05 C06 C07 C08 Average

d41;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d42;j 100.0 85.7 100.0 100.0 100.0 100.0 100.0 100.0 98.2

d43;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d44;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d45;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d46;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d47;j 100.0 100.0 100.0 100.0 100.0 100.0 85.7 100.0 98.2

d48;j 100.0 100.0 85.7 100.0 100.0 100.0 100.0 100.0 98.2

d49;j 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

d50;j 85.7 100.0 100.0 100.0 100.0 71.4 100.0 100.0 94.6

%Average 98.60 98.60 98.60 100.00 100.00 97.10 98.70 100.00 98.90

Table 12 Effectiveness of the proposed method when fifteen reference images were used to obtain the
smartphone-camera fingerprints.

Disputed image /C01 /C02 /C03 /C04 /C05 /C06 /C07 /C08

d41;j C01 C02 C03 C04 C05 C06 C07 C08

d42;j C01;C07 C03 C03 C04 C05 C06 C07 C08

d43;j C01 C02 C03 C04 C05 C06 C07 C08

d44;j C01 C02 C03 C04 C05 C06 C07 C08

d45;j C01 C02 C03 C04 C05 C06 C07 C08

d46;j C01 C02 C03 C04 C05 C06 C07 C08

d47;j C01 C02 C03 C04 C05 C06 C01;C07 C08

d48;j C01 C02 C02;C03 C04 C05 C06 C07 C08

d49;j C01 C02 C03 C04 C05 C06 C07 C08

d50;j C01;C07 C02 C03 C04 C05 C03 C07 C08

Effectiveness 100% 90% 100% 100% 100% 90% 100% 100%
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(2022) used disputed flat images (DFI) and DNI. However, Quintanar-Reséndiz et al.
(2021, 2022) used only DFI. On the other hand, the method proposed by Long, Peng & Zhu
(2019) used whole reference flat images to compute statistical camera fingerprints.
Whereas the methods proposed by Quintanar-Reséndiz et al. (2021), Rodríguez-Santos
et al. (2022), and Quintanar-Reséndiz et al. (2022) used clippings of the reference flat
images for the same purpose. Notably, Quintanar-Reséndiz et al. (2021) found that a
clipping size greater than or equal to 256 � 256 extracted from reference flat images was
sufficient to obtain the best identification rate in their method. However, they decided to
use a clipping size of 500 � 500. This consideration also was adopted by Quintanar-
Reséndiz et al. (2022). Furthermore, based on a behavioral analysis of the statistical
distribution of the PRNU, Quintanar-Reséndiz et al. (2021) also determined the number of
reference flat images that should be used to estimate the camera fingerprints. That is, using
the mean square error (MSE) between the average statistical distributions of the PRNU
drawn from t and t � 1 reference images, they determined that 20 reference images were
sufficient to obtain an invariant statistical distribution to represent the camera fingerprints.
However, they decided to use 30 reference flat images to estimate the camera fingerprints,
achieving an identification rate of 99.35% using DFI. Moreover, Rodríguez-Santos et al.
(2022) defined two case studies to identify the source camera. In one case, they used 20 DFI
and in the other case they used 20 DNI. They further constrained the statistical
distributions of the PRNU to have a width of (2� d) with d = 8, d = r, and d = 2. When
performing JSD-based comparisons, they computed these distributions considering the
same number of intervals in the statistical partition. They reported that the identification
rate was 90.40% with DFI but turned out to be about 75% with DNI. In contrast, the
method proposed in this study achieved an identification rate of 87.50% for identifying the
source camera from DFI when a single reference flat image was used to estimate the
camera fingerprints. However, the identification rate increases to 100.00% when 15
reference flat images were used to estimate the camera fingerprints. In this case, remember
that the reference flat images had a clipping of 1,000 � 1,000. On the other hand, for the
case study with DNI, where a gray pixel selection technique was previously applied, from
which the PRNU was extracted to determine the camera-in-image traces left by the
smartphone-camera on the DNI, the proposed method achieved an identification rate of
97.50% when 15 flat reference images were used. The features for each camera
identification method are summarized in Table 13 including the proposed method in this
study. Besides the above works, the methods proposed by Roy et al. (2017) and Behare,
Bhalchandra & Kumar (2019) were included for comparison. Moreover, Roy et al. (2017)
proposed a method based on camera fingerprints computed by extracting the DCT
residual features and using a random forest algorithm with AdaBoost for classification.
Meanwhile, Behare, Bhalchandra & Kumar (2019) proposed a PRNU-based method that
compares one-dimensional features using correlation functions. Note that Table 13 shows
the image dataset used in each case. The Columbia University image dataset was developed
by Ng et al. (2004) and is available at https://www.ee.columbia.edu/ln/dvmm/downloads/
PIM_PRCG_dataset/, the Dresden image dataset was developed by Gloe & Böhme (2010)
and is available at https://www.kaggle.com/datasets/micscodes/dresden-image-database,
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HDRI dataset was developed by Shaya et al. (2018) in the Communications and Signal
Processing Laboratory of the University of Florence in Italy and it is available at https://
lesc.dinfo.unifi.it/en/datasets, and the IPN-NFID image dataset was developed by Rojas-
López et al. (2024) and it is available at https://doi.org/10.6084/m9.figshare.25201319.

More experiments could be done with more smartphone-cameras, including a wider
variety of brands and models. This would allow to confirm that the proposed method has a
wide coverage of digital camera brands and models, and it is not only applicable to
smartphone-cameras. However, this action is not necessary to guarantee the effectiveness
of the proposed method, since as analyzed by Quintanar-Reséndiz et al. (2021), 20
reference images per camera is an acceptable number for capture source identification
when using one-dimensional variables. In addition, in a real forensic case a reduced
number of digital cameras to be analyzed are involved in the identification of the capture
source. This statement is confirmed by the results reported by the authors listed in
Table 13. With this baseline in mind, and assuming two-dimensional variables, in this

Table 13 Comparison of the PRNU-based methods for the identification of the capture device.

Method Image dataset Images Devices Identification strategy Identification rate

Roy et al.
(2017)

Dresden 10,507 10 Camera fingerprints were calculated by extracting
the DCT residual features and using a
subsequent Random Forest based ensemble
classification with AdaBoost.

99.10%

Long, Peng &
Zhu (2019)

Columbia-
University,
Dresden,
and Internet

2,000
3,400
600

Not reported PRNU-based camera fingerprints from the RGB
image channels and binary KLD, binary
histogram distance (minimum and absolute),
and binary mutual entropy computed to obtain
36-dimensional features comparable using SVM.

99.83% (average): 99.91% (DNI) and
99.75% (CGI).

Behare,
Bhalchandra
& Kumar
(2019)

Dresden 125 25 PRNU-based camera fingerprints from individual
channels in RGB images compared using
correlation functions.

100.00%.

Quintanar-
Reséndiz
et al. (2021)

Dresden 400 8 PRNU-based statistical camera fingerprints from
the green channel in RGB images, computed to
obtain one-dimensional features, which were
compared using KLD.

99.35% (DFI).

Quintanar-
Reséndiz
et al. (2022)

Dresden 400 8 PRNU-based statistical camera fingerprints from
the green channel in RGB images, computed to
obtain one-dimensional features, which were
compared using HLD.

97.68% (DFI).

Rodríguez-
Santos et al.
(2022)

HDRI 520 13 PRNU-based statistical camera fingerprints from
the green channel in RGB images, computed to
obtain one-dimensional features, which were
compared using JSD.

90.40% (DFI). 73.46% (DNI, d = 8).
75.38% (DNI, d = r). 73.85%
(DNI, d = 2).

Proposed
method

IPN-NFID 400 8 Camera fingerprints based on the PRNU and pixel
intensity from the green channel in RGB images,
computed to obtain two-dimensional features
that were compared using MD-based
discriminant analysis.

87.50% (DFI, one reference image).
100.00% (DFI, 15 reference
images). 97.50% (DNI, 15
reference images).
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study 15 reference images were used to build smartphone-camera fingerprints, with
consistent results across experiments.

CONCLUSIONS
Most of the methods and algorithms that have been reported to date for identifying
smartphone-cameras from digital images are primarily based on PRNU. The main reason
for the extensive use of PRNU is that it is considered a stochastic, inevitable, universal,
permanent, and robust signal that the cameras leave in the digital images captured by
them. Assuming that in a digital image the PRNU is related to the pixel intensity, this study
presented as a novelty that it is possible to use both variables to constitute a two-
dimensional variable that can provide more information about the camera-in-image
traces. Thus, this experimental condition can be exploited through a two-degree-of-
freedom discriminant analysis based on the Mahalanobis distance to reduce the number of
reference digital images required to build the camera fingerprints. This study demonstrates
that applying a two-degree-of-freedom Mahalanobis classifier, the average effectiveness of
the proposed method was 97.5% when the disputed images were natural images, and
1,000 � 1,000 clippings were extracted from the reference flat images used to compute the
smartphone-camera fingerprints. On the other hand, it should be noted that one area not
addressed in this study was the examination of other filtering alternatives to extract the
PRNU. It is possible that other filtering techniques, such as the Mihcak denoising filter,
could help to improve the identification efficiency of the proposed method.

ACKNOWLEDGEMENTS
The authors thank A. L. Quintanar-Reséndiz and R. F. Santana-Cruz for the technical
assistance and advice in the experimental setup of this work.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by the Instituto Politécnico Nacional (IPN-México) through
projects SIP–20240745 and SIP-20242843 (Rubén Vázquez–Medina), and SIP–20240749
(Omar Jiménez-Ramírez). The funders had no role in study design, data collection and
analysis, decision to publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Instituto Politécnico Nacional (IPN-México): SIP–20240745, SIP-20242843, and
SIP–20240749.

Competing Interests
The authors declare that they have no competing interests.

Vázquez-Medina et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2513 26/30

http://dx.doi.org/10.7717/peerj-cs.2513
https://peerj.com/computer-science/


Author Contributions
. Rubén Vázquez-Medina conceived and designed the experiments, analyzed the data,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

. César Enrique Rojas-López performed the experiments, performed the computation
work, prepared figures and/or tables, authored or reviewed drafts of the article, and
approved the final draft.

. Omar Jiménez-Ramírez performed the experiments, prepared figures and/or tables, and
approved the final draft.

. Luis Niño-de-Rvera-Oyarzabal analyzed the data, authored or reviewed drafts of the
article, and approved the final draft.

. Leonardo Palacios-Luengas analyzed the data, authored or reviewed drafts of the article,
and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The raw data and code for IPN-NFID-Mahalanobis is available at figshare: Rojas López,
César Enrique (2024). Raw data and code for IPN-NFID-Mahalanobis. figshare. Dataset.
https://doi.org/10.6084/m9.figshare.25153358.v6.

The IPN-NFID Dataset is available at figshare: Rojas López, César Enrique (2024). IPN-
NFID Dataset. figshare. Dataset. https://doi.org/10.6084/m9.figshare.25201319.v2.

REFERENCES
Anmol T, Sitara K. 2024. Video source camera identification using fusion of texture features and

noise fingerprint. Forensic Science International: Digital Investigation 49:301746
DOI 10.1016/j.fsidi.2024.301746.

Babiloni F, Bianchi L, Semeraro F, del R. Millan J, Mourino J, Cattini A, Salinari S, Marciani
MG, Cincotti F. 2001.Mahalanobis distance-based classifiers are able to recognize EEG patterns
by using few EEG electrodes. In: Conference Proceedings of the 23rd Annual International
Conference of the IEEE Engineering in Medicine and Biology Society, IEMBS-01. Piscataway, NJ:
IEEE.

Behare MS, Bhalchandra AS, Kumar R. 2019. Source camera identification using photo response
noise uniformity. In: 2019 3rd International conference on Electronics, Communication and
Aerospace Technology (ICECA). Piscataway, NJ: IEEE.

Berdich A, Groza B. 2022. Smartphone camera identification from low-mid frequency DCT
coefficients of dark images. Entropy 24(8):1158 DOI 10.3390/e24081158.

Berdich A, Groza B, Mayrhofer R. 2023. A survey on fingerprinting technologies for smartphones
based on embedded transducers. IEEE Internet of Things Journal 10(16):14646–14670
DOI 10.1109/JIOT.2023.3277883.

Bernacki J. 2020. A survey on digital camera identification methods. Forensic Science International:
Digital Investigation 34:300983 DOI 10.1016/j.fsidi.2020.300983.

Estrada E. 2024. Communicability cosine distance: similarity and symmetry in graphs/networks.
Computational and Applied Mathematics 43:49 DOI 10.1007/s40314-023-02571-9.

Vázquez-Medina et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2513 27/30

https://doi.org/10.6084/m9.figshare.25153358.v6
https://doi.org/10.6084/m9.figshare.25201319.v2
http://dx.doi.org/10.1016/j.fsidi.2024.301746
http://dx.doi.org/10.3390/e24081158
http://dx.doi.org/10.1109/JIOT.2023.3277883
http://dx.doi.org/10.1016/j.fsidi.2020.300983
http://dx.doi.org/10.1007/s40314-023-02571-9
http://dx.doi.org/10.7717/peerj-cs.2513
https://peerj.com/computer-science/


Freire-Obregón D, Narducci F, Barra S, Castrillón-Santana M. 2019. Deep learning for source
camera identification on mobile devices. Pattern Recognition Letters 126(3):86–91
DOI 10.1016/j.patrec.2018.01.005.

Fridrich J. 2009. Digital image forensics. IEEE Signal Processing Magazine 26(2):26–37
DOI 10.1109/MSP.2008.931078.

Ghosh A, Ghosh AK, SahaRay R, Sarkar S. 2024. Classification using global and local
mahalanobis distances. ArXiv, Statistics-Methodology DOI 10.48550/arxiv.2402.08283.

Gioia F. 2024. cmahalanobis: a R package for computing Mahalanobis distance between factors.
SSRN Electronic Journal 1(4):2135 DOI 10.2139/ssrn.4774700.

Gloe T, Böhme R. 2010. The Dresden image database for benchmarking digital image forensics.
Journal of Digital Forensic Practice 3(2–4):150–159 DOI 10.1080/15567281.2010.531500.

Goljan M, Fridrich J, Filler T. 2009. Large scale test of sensor fingerprint camera identification. In:
Delp III EJ, Dittmann J, Memon ND, Wong PW, eds. SPIE Proceedings. Bellingham,
Washington, USA: SPIE.

Imai FH, Tsumura N, Miyake Y. 2001. Perceptual color difference metric for complex images
based on Mahalanobis distance. Journal of Electronic Imaging 10(2):385
DOI 10.1117/1.1350559.

Jingdong C, Benesty J, Yiteng H, Doclo S. 2006. New insights into the noise reduction wiener
filter. IEEE Transactions on Audio, Speech and Language Processing 14(4):1218–1234
DOI 10.1109/TSA.2005.860851.

Khireddine A, Benmahammed K, Puech W. 2007. Digital image restoration by Wiener filter in
2D case. Advances in Engineering Software 38(7):513–516
DOI 10.1016/j.advengsoft.2006.10.001.

Li X, Zhou Y, Jin Z, Yu P, Zhou S. 2020. A classification and novel class detection algorithm for
concept drift data stream based on the cohesiveness and separation index of Mahalanobis
distance. Journal of Electrical and Computer Engineering 2020:8872711
DOI 10.1155/2020/8872711.

Long M, Peng F, Zhu Y. 2019. Identifying natural images and computer generated graphics based
on binary similarity measures of PRNU. Multimedia Tools and Applications 78:489–506
DOI 10.1007/s11042-017-5101-3.

Manisha, Li C-T, Kotegar KA. 2023. Source camera identification with a robust device fingerprint:
evolution from image-based to video-based approaches. Sensors 23(17):7385
DOI 10.3390/s23177385.

McLachlan GJ. 1999. Mahalanobis distance. Resonance 4(6):20–26 DOI 10.1007/BF02834632.

Nasri A, Huang X. 2022. Images enhancement of ancient mural painting of bey’s Palace
Constantine, Algeria and lacuna extraction using Mahalanobis distance classification approach.
Sensors 22(17):6643 DOI 10.3390/s22176643.

Ng T-T, Chang S-F, Hsu J, Pepeljugoski M. 2004. Columbia photographic images and
photorealistic computer graphics dataset. In: Technical Report 205-2004-5, ADVENT. New York,
United States: Columbia University.

Nwokeji CE, Sheikh-Akbari A, Gorbenko A, Mporas I. 2024. Source camera identification
techniques: a survey. Journal of Imaging 10(2):31 DOI 10.3390/jimaging10020031.

Qian F, He S, Huang H, Ma H, Zhang X, Yang L. 2023.Web photo source identification based on
neural enhanced camera fingerprint. In: Proceedings of the ACM Web Conference 2023, WWW
’23. New York, US: ACM.

Vázquez-Medina et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2513 28/30

http://dx.doi.org/10.1016/j.patrec.2018.01.005
http://dx.doi.org/10.1109/MSP.2008.931078
http://dx.doi.org/10.48550/arxiv.2402.08283
http://dx.doi.org/10.2139/ssrn.4774700
http://dx.doi.org/10.1080/15567281.2010.531500
http://dx.doi.org/10.1117/1.1350559
http://dx.doi.org/10.1109/TSA.2005.860851
http://dx.doi.org/10.1016/j.advengsoft.2006.10.001
http://dx.doi.org/10.1155/2020/8872711
http://dx.doi.org/10.1007/s11042-017-5101-3
http://dx.doi.org/10.3390/s23177385
http://dx.doi.org/10.1007/BF02834632
http://dx.doi.org/10.3390/s22176643
http://dx.doi.org/10.3390/jimaging10020031
http://dx.doi.org/10.7717/peerj-cs.2513
https://peerj.com/computer-science/


Quintanar-Reséndiz AL, Hernández-Sánchez JJ, Juárez-Santiago B, Santos-Osorio R, Ledesma-
Uribe NA, Vázquez-Medina R. 2022. Identification method of the capture device of an
unmanipulated digital image based on Hellinger distance. Acta Universitaria 32:1–19
DOI 10.15174/au.2022.3317.

Quintanar-Reséndiz AL, Rodríguez-Santos F, Pichardo-Méndez JL, Delgado-Gutiérrez G,
Jiménez-Ramírez O, Vázquez-Medina R. 2021. Capture device identification from digital
images using Kullback-Leibler divergence. Multimedia Tools and Applications
80(13):19513–19538 DOI 10.1007/s11042-021-10653-1.

Raiyani K, Gonçalves T, Rato L, Barão M. 2022.Mahalanobis distance based accuracy prediction
models for sentinel-2 image scene classification. International Journal of Remote Sensing
43(15–16):6001–6026 DOI 10.1080/01431161.2021.2013575.

Rodríguez-Santos F, Quintanar-Reséndiz AL, Delgado-Gutiérrez G, Palacios-Luengas L,
Jiménez-Ramírez O, Vázquez-Medina R. 2022. Identifying the digital camera from natural
images using residual noise and the Jensen–Shannon divergence. Journal of Electrical and
Computer Engineering 2022:1574024 DOI 10.1155/2022/1574024.

Rojas-López CE, Luna-García C, Villegas-Millán UN, Quintanar-Reséndiz AL, Jiménez-
Ramírez O, Palacios-Luengas L, Vázquez-Medina R. 2024. IPN-NFID Dataset. Figshare
(Digital Forensics & Data security and Protection). Dataset DOI 10.6084/m9.figshare.25201319.

Roy A, Chakraborty RS, Sameer U, Naskar R. 2017. Camera source identification using discrete
cosine transform residue features and ensemble classifier. In: 2017 IEEE Conference on Computer
Vision and Pattern Recognition Workshops (CVPRW). Piscataway: IEEE, 1848–1854.

Sandoval Orozco AL, Arenas González DM, García Villalba LJ, Hernández-Castro J. 2014.
Analysis of errors in exif metadata on mobile devices. Multimedia Tools and Applications
74(13):4735–4763 DOI 10.1007/s11042-013-1837-6.

Shaya O, Yang P, Ni R, Zhao Y, Piva A. 2018. A new dataset for source identification of high
dynamic range images. Sensors 18(11):3801 DOI 10.3390/s18113801.

Shuwandy ML, Jouda AS, Ahmed MA, Salih MM, Al-qaysi ZT, Alamoodi AH, Garfan S,
Albahri OS, Zaidan BB, Albahri AS. 2024. Sensor-based authentication in smartphone: a
systematic review. Journal of Engineering Research 81(30):44207 DOI 10.1016/j.jer.2024.02.003.

Siddappa NG, Kampalappa T. 2020. Imbalance data classification using local Mahalanobis
distance learning based on nearest neighbor. SN Computer Science 1(2):76
DOI 10.1007/s42979-020-0085-x.

Srivastava N, Rao S. 2016. Learning-based text classifiers using the Mahalanobis distance for
correlated datasets. International Journal of Big Data Intelligence 3(1):18
DOI 10.1504/IJBDI.2016.073901.

Suwanda R, Syahputra Z, Zamzami EM. 2020. Analysis of Euclidean distance and Manhattan
distance in the K-Means algorithm for variations number of centroid K. Journal of Physics:
Conference Series 1566:012058 DOI 10.1088/1742-6596/1566/1/012058.

Vaseghi SV. 1996. Wiener filters. Wiesbaden: Vieweg+Teubner Verlag, 140–163.

Wang Z-Y, Kang D-K, Zhang C-P. 2023. S2AC: Self-supervised attention correlation alignment
based on Mahalanobis distance for image recognition. Electronics 12(21):4419
DOI 10.3390/electronics12214419.

Warchoł D, Kapuściński T. 2023. A four-stage Mahalanobis-distance-based method for hand
posture recognition. Applied Sciences 13(22):12347 DOI 10.3390/app132212347.

Xiao F, Zhang Y. 2011. A comparative study on thresholding methods in wavelet-based image
denoising. Procedia Engineering 15(11):3998–4003 DOI 10.1016/j.proeng.2011.08.749.

Vázquez-Medina et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2513 29/30

http://dx.doi.org/10.15174/au.2022.3317
http://dx.doi.org/10.1007/s11042-021-10653-1
http://dx.doi.org/10.1080/01431161.2021.2013575
http://dx.doi.org/10.1155/2022/1574024
http://dx.doi.org/10.6084/m9.figshare.25201319
http://dx.doi.org/10.1007/s11042-013-1837-6
http://dx.doi.org/10.3390/s18113801
http://dx.doi.org/10.1016/j.jer.2024.02.003
http://dx.doi.org/10.1007/s42979-020-0085-x
http://dx.doi.org/10.1504/IJBDI.2016.073901
http://dx.doi.org/10.1088/1742-6596/1566/1/012058
http://dx.doi.org/10.3390/electronics12214419
http://dx.doi.org/10.3390/app132212347
http://dx.doi.org/10.1016/j.proeng.2011.08.749
http://dx.doi.org/10.7717/peerj-cs.2513
https://peerj.com/computer-science/


Zeng H, Peng A, Lin X, Luo S. 2019. Source smartphone identification for digital zoomed images.
In: Proceedings of the ACM Turing Celebration Conference-China, ACM TURC 2019. New York,
United States: ACM.

Zhao X, Li Y, Zhao Q. 2015. Mahalanobis distance based on fuzzy clustering algorithm for image
segmentation. Digital Signal Processing 43(12):8–16 DOI 10.1016/j.dsp.2015.04.009.

Vázquez-Medina et al. (2024), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.2513 30/30

http://dx.doi.org/10.1016/j.dsp.2015.04.009
http://dx.doi.org/10.7717/peerj-cs.2513
https://peerj.com/computer-science/

	Two-degree of freedom Mahalanobis classifier for smartphone-camera identification from natural digital images
	Introduction
	Image dataset and intrinsic noise
	Approaches to digital camera identification
	Proposed method
	Case studies
	Discussion and comparison with other methods
	Conclusions
	flink8
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


