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Dear Editor,

Thanks for the valuable feedback on our article titled "Offloading the computational complexity of transfer learning with generic features." We have carefully and thoroughly reviewed the feedback received and updated the article as necessary. It is worth mentioning that reviewers' feedback has made it possible for us to improve the article to a much better form, and we hope it is ready for publication.
Responses to each reviewer's comment and changes made in the article are given along with a letter.

Thanks, and regards…

On Behalf of Authors.

Arif Husen
Corresponding Author
COMSATS University Islamabad, Lahore Campus
Phone: +92 331 4989346

Responses


	Editor comments (Hongfei Hou) 

	Your submission will be considered for acceptance once you have addressed the major suggestions outlined in the basic reporting section by reviewer 1. 

	Response:
Thanks for the valuable comments and feedback on our manuscript which helped us to improve it further. We have revised the manuscript according to the reviewer 1 suggestions and suitable response is given below. The revised manuscripts as well as revision history is also enclosed with revised submission.


	Reviewer 1 (Anonymous) 

	Basic reporting 

	The authors have improved their citations and provided a stronger demonstration on where their research stands in the ML literature, especially after adding a legend in Table 1. The manuscript could still benefit from improvements, specifically where the writing lacked citations in the medical literature to back up authors’ claims on breast cancer reporting and research. Likewise, for claims on ResNet50, it would be beneficial to have more citations. For example, please note the following major and minor suggestions:

	Major:

	Comment : Section “1.3. A review of BCDC” lacks citations in most instances where the authors make medical claims. Examples include but not limited to: 170-176 and 185-186.

	Response:
Thanks for the valuable observations. WE have carefully reviewed and repositioned references to suitable places as well as added suitable new references to the medical statements.  Please refer to the revised manuscript and the text is reproduced here for quick reference.
“Breast cancer has several stages, based on which it is divided into different categories and sub-types. There are two significant categories of breast cancer: Invasive and non-invasive breast cancer. Non-invasive is not very dangerous, but the invasive type of breast cancer is the most dangerous because it spreads to other nearby organs (Zahoor et al., 2022). In the breast, the milk goes through an organization of minuscule tubes called ducts. Ducts are the most common spots where breast cancer attacks. Approximately 80% of all breast cancer cases are attributed to it, making it the most common type of breast cancer (Khalil et al., 2023b). In the sub-types of invasive breast cancer, invasive ductal carcinoma is the most dangerous and common kind of breast cancer that disturbs the milk ducts and nearby tissues (Derakhshan & Reis-Filho, 2022; Diamantopoulou et al., 2022).
Invasive lobular carcinoma is the other invasive type of breast cancer that affects lobes and their nearby tissues in the breast. Breast cancer could be benign (stage 1 tumor) or malignant (could be perilous). Benign cancers are not observed as unsafe because their cells are not very dangerous. Benign tissues grow slowly and do not extend to other body parts or affect nearby cells (Mouabbi et al., 2022). On the other hand, malignant cancers are more damaging and may extend beyond the other body parts from where they originated (Ahmed et al., 2020). Therefore, diagnosing and treating breast cancer earlier helps decrease the death rate (Khan et al., 2019).”

	Comment : L402-403, please consider citing this quotation.

	Response:
Thanks for the valuable suggestions, we have added a suitable reference to the statement as reproduced below.

“The ability of the model above design to handle the "vanishing gradient problem effectively" constitutes a significant advancement in artificial intelligence (Roodschild et al., 2020; Thapa et al., 2022). The depth to which typical CNN can be successfully trained is constrained by the above-stated issue.”


	Comment : L416-418 and L424-425, please consider citing these claims.

	Response:
Thanks for the valuable suggestions, we have added a suitable reference to the statement as reproduced below.

“The ResNet50 model is frequently used in transfer learning due to its exceptional performance and adaptability (Hossain et al., 2022; Reddy & Juliet, 2019; Saber et al., 2021). It has demonstrated exceptional performance in computer vision tasks, such as picture segmentation, object recognition, and image classification (Kasaei, 2021). The model's deep architecture and use of residual blocks enable it to accurately perceive tiny details in images and demonstrate better generalization abilities when faced with novel data (Krishna & Kalluri, 2019). Skip connections help the gradients flow smoothly throughout the training phase, enabling deep network progress.
The vital benefit of this neural network is its improved performance in consistently classifying big data sets of images like ImageNet. Performance-wise, ResNet50 outperformed earlier state-of-the-art models. Only 6.71 percent of the top 5 errors were made in the 2015 ImageNet large-scale visual recognition challenge (He et al., 2016). This architecture demonstrated the effectiveness of residual architecture, enabling the construction of neural networks with more efficacy and accuracy.”

	

	Minor:

	Comment : L46, please consider removing the word “only”.

	Response:
Thanks for the valuable observations. The sentence has been updated accordingly. Kindly refer to the revised manuscript.

	Comment : L81-L83, please consider briefly telling how transfer learning has been shown to solve the problem of scarce data. Since the manuscript alludes to data augmentation in the methods, this could also be introduced here in passing.

	Response:
As stated in Line No 244 -246 (However, the efficient DL models are data-hungry and complex and require training on thousands or even millions of images for valuable results (Houssein et al.,246 2022).) 

TL Does not require training on millions of images for valuable results. In our research we have used very small number of images (1229 images) and after augmentation these are increased to 5248 images.

	Comment : L239, please consider replacing the word “ladies” with “women” and adding the report in the citations.

	Response:
Thanks for the valuable observations. The sentence has been updated accordingly. Kindly refer to the revised manuscript.

	Comment : L467-468, please uncapitalize “Normal”, “Benign” and “Malignant”.

	Response:
Thanks for the valuable observations. The sentence has been updated accordingly. Kindly refer to the revised manuscript.

	Experimental design 

	Comment : The authors improved the replicability of their study by providing further details and information on their dataset and relevant metric calculations. The authors also do address noise in the DDSM images using a median filter but don’t address concerns on any foreseen, quality limitations of DDSM. Where necessary or relevant, could the authors detail their handling, justification, and/or level of concern around any known biases that could exist in the dataset or from using ImageNet-trained CNNs? If so, this could either be introduced in the methods or addressed as potential limitations in the Evaluation or Results section.

	Response:
Thanks for the comment, please note that we have added suitable text to address the issue. The same is reproduced here for quick reference.

The visibility of images is an essential aspect of getting valuable accuracy. In the dataset, few images have noise like salt and pepper noise that have been removed through median filter.

	Comment : I also noticed that sections like Section 2.6 still contain detailed background information that may be outside the purpose of a Methods section that largely provides concrete steps and justifications so that others can reproduce their work. Likewise, processor, memory utilization, and model metric calculations were outlined in the Results section rather than the Methods section. I may defer to the authors to decide where is most effective to place background details, methods reporting, and results in their work, but I suggest a more expected format for a tighter organization if possible. 

	Response:
Thanks for the valuable comment.  For the first part of the comment, please note that the ResNet50 details have been adapted according to the terminology used in the methods in our manuscript. So, we feel that it is the right place to discuss the details in the methodology section. For the second part of the comment, please note that we have updated the subsections as advised.  Kindly refer to the revised manuscript.

	Validity of the findings 

	Comment : With the new contributions to the results, I continue to support that the findings were robust and can be meaningfully compared to if replicated. 

	Response:
Thanks for the acknowledging the contributions of our manuscript.



