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Nowadays, biometric authentication has gained relevance due to the technological
advances that have allowed its inclusion in many daily-use devices. However, this same
advantage has also brought dangers, as spoofing attacks are now more common. This
work addresses the vulnerabilities of automatic speaker verification authentication
systems, which are prone to attacks arising from new techniques for the generation of
spoofed audio. In this paper, we present a countermeasure for these attacks using an
approach that includes easy to implement feature extractors such as spectrograms and
Mel Frequency Cepstral Coefficients, as well as a modular architecture based on deep
neural networks. Finally, we evaluate our proposal using the ASVspoof 2017 V2 database
and find that it outperforms other reported models in the literature.
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21 Abstract

22 Nowadays, biometric authentication has gained relevance due to the technological advances that 

23 have allowed its inclusion in many daily-use devices. However, this same advantage has also 

24 brought dangers, as spoofing attacks are now more common. This work addresses the 

25 vulnerabilities of automatic speaker verification authentication systems, which are prone to 

26 attacks arising from new techniques for the generation of spoofed audio. In this paper, we 

27 present a countermeasure for these attacks using an approach that includes easy to implement 

28 feature extractors such as spectrograms and Mel Frequency Cepstral Coefficients, as well as a 

29 modular architecture based on deep neural networks. Finally, we evaluate our proposal using the 

30 ASVspoof 2017 V2 database and find that it outperforms other reported models in the literature.

31

32 Introduction

33 The great growth of social networks in recent years is primarily attributed to the widespread 

34 accessibility to many different devices that facilitate the exchange of biometric information, such 

35 as computers, cell phones and tablets. These devices enable the transmission of images of human 

36 faces, full body videos, as well as audio recordings. Such information is used to train different 

37 tools capable of generating high-quality audiovisual media, mainly for entertainment purposes, 

38 however, due to the vast amount of information and the current power of these techniques, it is 
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39 very difficult to distinguish between generated and genuine content. This generated material has 

40 found beneficial applications in a wide range of fields, including entertainment and, more 

41 recently, the generation of diverse digital media on social networks, unfortunately, as mentioned 

42 in [1], it is also being exploited for fraudulent activities.

43 Today, technology has reached a level of maturity that enables biometric authentication across 

44 many different applications and devices. However, it is essential to make an effort to safeguard 

45 against identity fraud attempts, especially considering the increasing number of generated media 

46 as mentioned in [2]. Specifically, automatic speaker verification (ASV) systems, which are 

47 frequently used for speaker verification in telephony, are prone to malicious authentication 

48 attempts since they rely solely on the received sound as the means of authentication.

49

50 Several models based on neural networks have been developed for the detection of generated or 

51 manipulated audios intended for identity theft. Initially, basic neural networks were employed for 

52 this purpose. However, as technology progressed, more sophisticated architectures were 

53 gradually adopted to enhance their performance in fulfilling this task.

54

55 Nowadays, the detection of media created with the intention of being used for counterfeiting has 

56 garnered significant attention from the community. As a result, applications are being developed 

57 to detect these types of counterfeit files. This work specifically focuses on the growing interest in 

58 developing countermeasures against identity theft through automatic speaker verification. The 

59 remaining sections of this work are organized as follows: the next subsection presents the most 

60 important works related to spoof detection; section two describes our proposed methodology for 

61 spoof detection; section three outlines the experiments conducted; section four comprises the 

62 discussion derived from the findings and section five presents the conclusions.

63

64 Related works

65

66 Interest in biometric recognition of speech and speakers is not new. In 2007, a liveness 

67 verification system, based on lip movement, was proposed in [3] as a form of protection against 

68 identity theft attempts, by means of videos generated for this purpose.

69

70 Given to the importance of the problem, the establishment of a standardized database became 

71 necessary. In 2015, the National Institute of Informatics initiated two challenges, namely the 

72 Voice Conversion Challenge and the ASVspoof Challenge, with de aim of providing an 

73 evaluation platform and metrics to facilitate a fair comparison among the proposed techniques 

74 related to media cloning and detection.

75

76 The Voice Conversion Challenge [4] is a biennial event that started in 2016, in this challenge 

77 participants are provided with a database and tasked with developing voice converters using their 
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78 own methods. The organizers then evaluate and classify the transformed speech provided by the 

79 participants.

80

81 The ASVspoof challenge [5], which is also a biennial event, is highly relevant to this work. The 

82 challenge provides a database comprising pairs of genuine and false or generated audios, which 

83 participant�s models must accurately classify. Since the release of the ASVspoof challenge 

84 databases, investigations have yielded remarkably favorable results. The latest version of the 

85 databases was published in 2021.

86

87 In [6], the authors propose an architecture that combines convolutional neural networks (CNN) 

88 and recurrent neural networks (RNN) simultaneously. To evaluate the effectiveness of their 

89 method, they utilized the ASVspoof 2015 database, where the input of their model consisted of 

90 spectrograms extracted from the audios. Due to the widely varying durations in this database, the 

91 authors decided to standardize the duration to four seconds for all audios. Through their 

92 experiments, they achieved an equal error rate (EER) of 1.47%.

93

94 It is worth highlighting the effort made to create new detection models. For instance, in [7], the 

95 authors proposed a simplified version of the Light CNN architecture that utilizes Max Feature 

96 Map (MFM) activation. The authors implemented this network to classify audios into two 

97 possible outcomes: genuine or false, specifically to prevent spoofing, they reported an equal 

98 error rate of 6.73% in the ASVspoof 2017 database.

99

100 In addition to proposing novel models, another factor to consider is the level of complexity 

101 required for the proposals. In [8], the authors demonstrated that the implementing very deep or 

102 complicated neural networks is not necessarily essential for impersonation detection in identity 

103 verification. They explained that satisfactory results can be achieved with simple models. Their 

104 model consisted of an input layer, two CNN layers, a Gated Recurrent Unit (GRU) layer, and a 

105 final layer. Despite its apparent simplicity, this model yielded excellent performance, with an 

106 EER of 0.77% in a corpus of 28,000 audios extracted from the APSRD (Authentic and Playback 

107 Speaker Recognition Database).

108

109 The alternative approach involves employing increasingly deeper neural networks; however, this 

110 can give rise to the vanishing gradient problem. To address this difficulty, residual neural 

111 networks (ResNet) have emerged. They have proven to be successful in image recognition, as in 

112 [9], where their effectiveness for spoofed audio detection was investigated. The evaluation of 

113 this research was conducted using the ASVspoof 2017 dataset, revealing that Resnet achieved 

114 one of the best performances among the systems employing a single model.

115

116 So far, it hasn't been mentioned whether high-quality audio is truly essential to carrying out an 

117 audio attack. However, [10] explored the potential of utilizing solely low-quality data to train 

PeerJ Comput. Sci. reviewing PDF | (CS-2023:07:89035:0:1:NEW 4 Aug 2023)

Manuscript to be reviewedComputer Science



118 models against spoofing. For this purpose, they developed a system based on generative 

119 adversarial networks (GAN), to enhance the quality of audio files accessible on the internet.

120

121 Understanding the significance of audio quality is crucial to comprehend the nature of the 

122 challenges at hand. This is particularly relevant because voice-controlled devices (VCDs) 

123 including popular examples like Alexa, Siri, and others are increasingly prevalent. These devices 

124 are primarily utilized for automating home appliances and other entertainment tools. Since voice 

125 attacks do not necessitate high-quality audio, it can be inferred that these devices might be 

126 vulnerable to such attacks.

127

128 In an analysis conducted by [11], multi-hop replay attacks were shown to be a vulnerability since 

129 they are carried out using VCDs with the intention of accessing other VCDs connected to the 

130 internet. For example, a device could be used to replicate the voice of the speaker, giving an 

131 order or command to a second VCD, and the latter would fulfill its function without verifying 

132 whether the instruction truly originates from the speaker or is simply a repetition of the voice of 

133 the user.

134

135 After establishing the vulnerability of VCDs, [12] presents another concern regarding the 

136 number of channels employed in attacks on these devices. They present a model based on neural 

137 networks that specifically targets multichannel audio for detection purposes. The proposed model 

138 allows for an arbitrary number of input channels, in addition, what can be highlighted is that their 

139 model is fully developed in a neural networks framework, enabling potential integration with 

140 other neural network-based models in the future.

141

142 Combinations of neural networks are frequently employed in recent and advanced studies. In 

143 [13], the authors examined the performance of various architectures, incorporating deep neural 

144 networks (DNNs), long short-term memory (LSTM) layers, temporal convolution (TC), and 

145 spatial convolution (SC). To evaluate the performance of their proposal, they used ASVspoof 

146 2015 and ASVspoof 2019 databases, achieving good results in both, with particularly impressive 

147 results in the latter.

148

149 It is worth mentioning that there are two main research approaches for spoof detection. The first 

150 approach involves using diverse architectures and classification models, including the Gaussian 

151 Mixture Model (GMM), support-vector machines (SVM), neural networks such as CNN, RNN, 

152 LSTM, GAN, ResNet, and even autoencoders.

153

154 The second research approach involves using diverse techniques for audio feature extraction, 

155 including different types of spectrograms or coefficients such as Mel Frequency Cepstral 

156 Coefficients (MFCC), Inverse Mel Frequency Cepstral Coefficients (IMFCC), Complex Cepstral 

157 Coefficients (CCC), Linear Frequency Cepstral Coefficients (LFC), Constant Q Cepstral 
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158 Coefficients (CQCC), Teager Energy Cepstral Coefficients (TECC), Linear Predictive Cepstral 

159 Coefficients (LPCC), as well as various combinations thereof.

160

161 Although some of the extraction techniques and proposed architectures are highly efficient, they 

162 can be complex to comprehend and replicate. Therefore, we believe it is crucial to propose a 

163 technique that is both easily understandable and reproducible, while maintaining high precision 

164 in the specific task of audio spoof detection.

165

166 Materials & Methods

167 To accurately classify genuine and spoofed audio, it is necessary to identify and extract useful 

168 information from them. In this study, we found that combining the use of spectrograms and Mel 

169 frequency cepstral coefficients is sufficient to achieve higher accuracy that the state-of-the-art 

170 methods.

171 Spectrograms

172

173 To obtain the spectrograms, samples are taken through a time window to calculate the frequency 

174 content of the samples using the short time Fourier transform (STFT). This process involves 

175 extracting and analyzing several frames of a signal at each window displacement over time. Each 

176 frame is added to a matrix that represents the variation in the spectrum and energy of the signal. 

177 As new frames are obtained, they are consecutively added to the first position in the array. In this 

178 way, the variation of the signal's spectrum and energy can be represented as a function of time.

179

180 After conducting some tests, it became clear that the linear spectrograms were not capturing all 

181 the necessary information to distinguish between a spoof audio and a genuine one. Therefore, we 

182 decided to use spectrograms with a logarithmic scale to better capture audio information. As we 

183 expected, after performing additional experiments, we found that both linear and logarithmic 

184 spectrograms were necessary to achieve high accuracy. In the following paragraphs, we provide 

185 more details on these findings.  

186

187 Although there are many representations available, for this work, we considered the time on the 

188 abscissa axis as consecutive sequences of Fourier transforms, the frequency expressed in Hz on 

189 the ordinate axis, and finally the representation of the energy expressed in dB represented with a 

190 color palette, Fig. 1 includes a time versus frequency linear spectrogram.

191 Figure 1: Spectrogram.

192 The main modification for logarithmic spectrograms involves changing the scale of the ordinate 

193 axis from a linear to a logarithmic scale. For this study, we considered two different areas of 

194 interest. The first area includes values between 102 and 104, as shown in Fig. 2a. This interval 
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195 was selected because it represents the range where the greatest amount of sound wave energy is 

196 concentrated for human voice. The second zone was reduced to values between 103 and 104 to 

197 focus on the zone that corresponds to the highest frequencies and exclude the lowest ones, as 

198 shown in Fig. 2b.

199 Figure 2: Spectrograms with logarithmic scale.

200 MFCC

201

202 The most commonly reported feature extraction technique for spoof detection in the specialized 

203 literature is the Mel-frequency cepstral coefficients, originally proposed by [14]. These are the 

204 widely used features to represent the human voice and have shown good results in various 

205 environments.

206

207 Before extracting MFCCs, an analog signal is converted to a digital signal by sampling and at a 

208 specific sample rate. The digital signal is subjected to a series of processes, as shown in Fig. 3, to 

209 extract the MFCC features.

210 Figure 3: MFCC feature extraction process.

211 After dividing the analog signal into overlapping frames, the Discrete Fourier Transform (DFT) 

212 of the signal is calculated. Next, the signal is filtered using the Mel filter bank, and the output is 

213 log compressed. It is then transformed to the cepstral domain using the Discrete Cosine 

214 Transform (DCT), preserving the first 13 coefficients while discarding the higher ones. As 

215 mentioned in [15], this is because 13 coefficients are sufficient for representing the speech 

216 signal.

217

218 In this work, MFCCs are used in two different ways. First, 13 coefficients are extracted for each 

219 window, resulting in a 13 x 298 matrix. Subsequently, the matrix is reduced to a vector of 13 

220 coordinates, by calculating the average of all the windows. Both the matrix and the vector are 

221 used to classify the audios.

222

223 Models for spectrograms

224

225 To extract information from the spectrograms and properly classify the audios, we propose using 

226 two models based in convolutional neural networks.

227

228 The first model comprises four 2-D convolutional layers with 32, 64, 96, and 96 filters, 

229 respectively. After each convolution, a batch normalization and a max-pooling are performed. 

230 Finally, a flatten layer and two dense layers are included, as shown in Fig. 4. We trained two 
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231 copies of model 1: one with linear spectrograms and the other with logarithmic spectrograms 

232 with values between 102 and 104.

233 Figure 4: Model 1, CNN with 2-D layers and batch normalization.

234 The second model was trained using logarithmic spectrograms with values between 103 and 104. 

235 The network comprises three time-distributed 2-D convolutional layers with 32, 64, and 96 

236 filters respectively. After each convolution, a time-distributed max-pooling is performed. Next, a 

237 flatten layer, a dense layer and a dropout layer are included. Finally, a dense layer completes the 

238 model, as shown in Fig. 5.

239 Figure 5: Model 2, CNN with tD 2-D layers and dropout.

240

241 Models for MFCCs

242

243 For the MFCCs coefficients, we used two additional models. 

244

245 Model 3 takes the vector representation of the MFCCs as input and passes the 13 coefficients 

246 through three time distributed 1-D dense layers with 24, 13 and 10 units, respectively, along with 

247 a dropout layer. Next, we added three LSTM layers with 10, 15 and 30 units, followed by a 

248 second dropout layer. Finally, a dense layer with 30 units was included, as can be seen in Fig. 6.

249 Figure 6: Model 3, CNN with tD and convolutional 1-D layers.

250

251 Model 4 receives the two-dimensional MFCCs as input. The network comprises a time 

252 distributed 2-D convolutional layer with 36 filters, followed by a batch normalization layer, a 

253 second 2-D convolutional layer with 64 filters, and a max pooling layer. We then included two 

254 dense layers with 24 units each, followed by a flatten layer and a dense layer, as can be seen in 

255 Fig. 7.

256 Figure 7: Model 4, CNN with tD 2-D layers to work with MFCCs.

257

258 All models were trained separately and then assembled to form the final architecture, as shown in 

259 Fig. 8. For each audio, the linear spectrogram, the two logarithmic spectrograms described 

260 above, and the MFCC coefficients are calculated and introduced into their respective models. 

261 The outputs of these models are then introduced into two dense layers, and the final prediction 

262 for classification is made.

263 Figure 8: Final architecture of the assembly of the proposed models.
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264 Results

265

266 To evaluate the performance of our proposed methodology, we used the ASVspoof 2017 V2 

267 database, which is the second version of the database used in the ASVspoof 2017 challenge [16], 

268 [17]. This database is focused on replay attacks, which are generated by recording the voice of a 

269 genuine speaker and then replaying it to an ASV system instead of using the genuine speech of 

270 the person.

271

272 The corpus consists of 13,306 audio files of varying durations, divided into three datasets as 

273 shown in Table 1. The first dataset contains 1,507 genuine and 1,507 generated audios for 

274 training. The second dataset consists of 760 genuine and 950 generated audios for development. 

275 Finally, the third dataset consists of 1,298 genuine and 12,008 generated audio files for 

276 evaluation.

277

278 Table 1: Description of the ASVspoof 2017 V2 database.

279

280 To homogenize the audios, we decided to make them all have a duration of 3 seconds. This was 

281 based on the findings of [6], where it was mentioned that if the audios have a duration of less 

282 than 2.5 seconds, favorable results are not obtained. Furthermore, after analyzing the database, 

283 we found that most of the audios have a duration close to three seconds, therefore, we determine 

284 that a duration of 3 seconds is already sufficient to achieve a good performance.

285

286 In this work, when an audio was shorter, silence was added, and for longer audios only the initial 

287 three seconds were used. This strategy was as a preprocessing step for all the feature extraction 

288 techniques used in this document. A similar strategy is used by [8], where if the sample is too 

289 long, they simply cut the excess part, and if the sample is too short, they concatenate the original 

290 sample with itself to obtain a desired length.

291

292 The performance of the proposed methodology was evaluated using the Equal Error Rate or 

293 Crossover Error Rate (CER), which represents the point at which the false rejection rate (FRR) 

294 and the false acceptance rate (FAR) are equal. It is expected that higher accuracy will result in a 

295 lower EER, as optimal performance is achieved with 100% accuracy or an EER equal to 0.

296

297 As previously mentioned, all models were individually trained and tested before being assembled 

298 into the final architecture. Table 2 presents the accuracy and ERR (expressed as a percentage) 

299 achieved by each proposed model.

300

301 Table 2: Accuracy and EER for each model.

302
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303 The next step involves assembling the five feature extraction processes and their corresponding 

304 models to establish a correspondence rule between the audios and their respective classification. 

305 As expected, the final architecture outperforms the individual models when they work 

306 independently, as evidenced by the results in Table 3, where an accuracy of 96.46% and an EER 

307 of 6.66% were achieved.

308

309 Table 3: Accuracy and EER for assembly.

310

311 Discussion

312

313 To properly evaluate our proposal, we compared it with other models reported in literature that 

314 used the ASVspoof 2017 V2 database. Table 4 presents the EER reported by different authors, 

315 along with the extraction techniques and the classifiers used by them. Our proposal achieved the 

316 lowest EER among all the models compared. Thus, our methodology, which uses Mel Frequency 

317 Cepstral Coefficients and linear and logarithmic spectrograms, along with CNNs, exceeds state-

318 of-the-art results.

319

320 (References in Table 4: [17], [18], [19], [20], [21], [22], [23], [24], [25], [26] )

321 Table 4: Comparison of proposed approach with existing techniques, in the ASVspoof 2017 V2 database.

322

323 Individually, the proposed models exhibit adequate but not outstanding behavior. Most of the 

324 models in this research extract an image directly from the audio files, namely spectrograms. 

325 Although MFCCs are not images, they generate a matrix that can be treated as an image, 

326 allowing us to leverage the power of CNNs for tasks involving image processing, such as 

327 segmentation and recognition.

328

329 It is worth highlighting the importance of preprocessing the audio files to obtain a more 

330 homogeneous database to perform the feature extraction. This ensures that the features serve 

331 their intended purpose in training the models, even when dealing with the unbalanced ASVspoof 

332 2017 V2 database used in this work.

333

334 Conclusions

335

336 As artificial intelligence continues to improve, it becomes increasingly easier to generate spoofed 

337 audio that is harder to detect. In this paper, we describe a methodology that can be easily 

338 implemented and achieves high accuracy in detecting spoofed audio. Our findings suggest that 

339 MFCCs and linear and logarithmic spectrograms are sufficient to achieve outstanding 

340 performance, and the advantage is that these features can be easily calculated using established 

341 libraries. Finally, the information is processed by either CNN or DNN, and the classification is 

342 completed with only a small number of misclassified audio files.
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343

344 The strength of this proposal is achieved by not only combining various techniques for extracting 

345 useful information from audio, but also by proposing different neural network architectures to be 

346 used with each technique, which highlights the importance of using a tailored approach for each 

347 technique.

348

349 Indeed, the truly outstanding result is achieved by the architecture of the final assembly, which 

350 merges the predictions given by each proposed model and generates a final classification. This 

351 assembly has not only proven to have an adequate behavior but also is above the cutting-edge 

352 results.

353

354 Data availability

355 The Version 2 of the database used for the second Automatic Speaker Verification Spoofing 

356 and Countermeasures Challenge, for short, ASVspoof 2017 V2 was used in this study, this 

357 dataset is online available in: https://doi.org/10.7488/ds/2332
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Figure 1
Spectrogram.
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Figure 2
Spectrograms with logarithmic scale.
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Figure 3
Spectrograms with logarithmic scale.

PeerJ Comput. Sci. reviewing PDF | (CS-2023:07:89035:0:1:NEW 4 Aug 2023)

Manuscript to be reviewedComputer Science



Figure 4
MFCC feature extraction process.
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Figure 5
Model 1, CNN with 2-D layers and batch normalization.
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Figure 6
Model 2, CNN with tD 2-D layers and dropout.
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Figure 7
Model 3, CNN with tD and convolutional 1-D layers.
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Figure 8
Model 4, CNN with tD 2-D layers to work with MFCCs.
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Figure 9
Final architecture of the assembly of the proposed models.
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Table 1(on next page)

Description of the ASVspoof 2017 V2 database.
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1 Table 1: Description of the ASVspoof 2017 V2 database.

2

Dataset Genuine 

audio

Spoof 

audio

Training 1507 1507

Development 760 950

Evaluation 1298 12008

3
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Table 2(on next page)

Accuracy and EER for each model.
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1 Table 2: Accuracy and EER for each model.

2

Feature extraction
Training accuracy 

(%)

Evaluation accuracy 

(%)

EER 

(%)

Linear Spectrograms 99.41 72.67 22.67

Log spectrograms (102, 104) 93.20 64.02 23.13

Log spectrograms (103, 104) 92.20 70.71 26.12

MFCC (vector) 98.11 68.98 21.06

MFCC (matrix) 87.93 81.42 22.80

3

4

5

6

7

8
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Table 3(on next page)

Accuracy and EER for assembly.
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1 Table 3: Accuracy and EER for assembly.

2

Model Evaluation accuracy (%) EER (%)

Assembly 96.46 6.66

3

PeerJ Comput. Sci. reviewing PDF | (CS-2023:07:89035:0:1:NEW 4 Aug 2023)

Manuscript to be reviewedComputer Science



Table 4(on next page)

Comparison of proposed approach with existing techniques, in the ASVspoof 2017 V2
database.
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1 Table 4: Comparison of proposed approach with existing techniques, in ASVspoof 2017 V2 

2 database.

3

Approach Feature extraction Classifier Eval   

EER (%)

Proposed Assembly Spectrograms + MFCC DNN 6.66

Wickramasinghe, et al., 2019 [18] CF + CM GMM 8.58

Das, et al., 2018 [19] CQCC+IFCC, 

DCTILPR+RMFCC

GMM 9.01

Suthokumar, et al., 2019 [20] PPRFWS_LR GMM 9.28

Jelil, et al., 2018 [21] CQCC + CILPR GMM 9.41

Kamble, et al., 2021 [22] CQCC + LFCC + MFCC + 

TECC

GMM 10.45

Balamurali, et al., 2019 [23] MFCC + IMFCC + CQCC 

+ CCC + RFCC + LFCC + 

LPCC + Spectrogram + 

Autoencoder features

GMM 10.8

Delgado, et al., 2018 [17] CQCC (Baseline) GMM 12.24

Kamble, et al., 2020 [24] CQCC + ESA-IFCC GMM 12.93

Tapkir, et al., 2018 [25] CQCC + PNCC GMM 12.98

Yang, et al., 2018 [26] eCQCC-DA DNN 13.38

4
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