
December 6, 2018

Subject: Revision and resubmission of manuscript “Machine learning with remote sensing data to locate uncontacted indigenous villages in Amazonia" (#CS-2018:10:32271:0:1:REVIEW)

Dear Dr. Barbara Pes,

Thank you for the timely reviews and the opportunity to revise our paper on ‘Machine learning with remote sensing data to locate uncontacted indigenous villages in Amazonia.’ The suggestions offered by the reviewers have been quite helpful for revising the paper. We were encouraged that our first submission was well-received and that there seems to be an agreement that this is an engaging paper.

We have included the reviewer comments immediately after this letter and responded to them each individually, indicating exactly how we addressed each concern or problem and describing the changes we have made. Most of the revisions prompted by the reviewers’ comments are minor and require no further explanation than what appears in the responses below. All revisions have been approved by both authors, while Rob Walker has again been chosen as the corresponding author. The changes have been incorporated into the paper directly, and the revised manuscript submitted into the online system.

We hope the revised manuscript will be well-suited for PeerJ Computer Science readers, but are of course happy to consider further revisions. We thank you for your continued interest in our research.

Sincerely,

Robert Walker and Marcus Hamilton

Reviewer Comments, Author Responses and Manuscript Changes

Reviewer 1

Comment 1: Wessel & Smith, 1986 (1996 in the reference list).

Response: Thanks! It should be 1996.

Comment 2: While "Strahler numbers" is an accepted name, I would suggest replacing with 

"Strahler stream order" throughout the manuscript, as the later is less ambiguous.
Response. Agreed, we have switched to this terminology now.

Reviewer 2 

Comment 1: Experiments are based on the leave-one-out (LOO) paradigm due to the limited data set size. Moreover, it clearly emerges from the analysis that the results in the classification between contacted and uncontacted villages strongly depends on the random forest parameters, in particular on cutoff.

Response: The procedure we applied was to estimate the cutoff and the performance of the model together using a simple non-nested LOO cross-validation. However, following up on this comment we did run a number of nested tests using a combination of both repeated 10-fold and LOO cross-validation (as both inner and outer folds). Despite the drastically increased run times, we consistently found that the optimal cutoffs (0.18-0.22) and the variable importances changed remarkably little across the tests we ran. As an aside, we’ve done something similar for a string of other projects and have yet to find an example where nested cross-validations differs significantly from the simpler approach. 

Moreover, in this particular case, we are not particularly interested in the exact cutoff value itself other than as a benchmark to estimate where both sensitivity and specificity are simultaneously maximized (i.e., distance metric is minimized). Like most “needle-in-the-haystack” problems, such as cancer or fraud detection, we actually have an asymmetry in the relative costs of false positives versus false negatives. False negatives (skipping over real uncontacted villages) are much costlier to us, especially as available satellite imagery becomes cheaper and reduces the costs of false positives. See comment below.

Comment 2: A similar clarification is also needed for the task of predicting new villages.

Response: In the case of predicting new villages we have so far been using the 0.2 training cutoff from the non-nested LOO. We have added text now though that makes the point that moving forward we anticipate using an even lower cutoff value because the decreasing costs in satellite imagery make false positives from a more sensitive algorithm relatively cheap to evaluate and discard.

Reviewer 3

Comment 1: My only criticism is related to the explanation of the created prediction model. There is no information on how the training samples were collected. I assume that this information is available on the project website. However, I think that the readers have to be informed in the paper itself about this. 

Response: Right, we omitted important information about the sample that has now been added. The locations of uncontacted villages were originally derived from scouring high-resolution imagery using a combination of undergraduate helpers and various maps made by governmental and non-governmental agencies in Colombia, Ecuador, Peru and especially Brazil. Several additional locations have been pieced together from governmental reports and news stories stemming from overflights.


Comment 2: Furthermore, the variables used as input for creating the model are not described. For example, where did you get the data on the lights at night from? 

Response: We have now included the information that the lights-at-night measure at 3 km resolution comes from NASA (https://earthobservatory.nasa.gov). All the other variables are germane to the citation.

Comment 3. Is this variable related to the distance to town variable?

Response: There is a strong correlation between distance to town and lights at night of around 0.7. But we include them separately as they each contribute unique information. The lights at night measure is much more sensitive, even picking up signal from the larger of the contacted villages, which are not included as populated places.  

Comment 4. Why did you decide to use these eleven specific variables to create the prediction model? 

Response: We tried including as many variables that we could think of that were both readily available and applicable to the general isolation of the uncontacted villages. At one point we experimented with variable reduction, but all our attempts only made the model worse. Therefore, we conclude that each of these 11 variables has predictive power and include them all together.

Commnent 5. How many decision trees did you defined, i.e. ntree parameter? How many variables did you use to split the trees nodes, i.e. mtry parameter?

Response: We used 1,000 trees in the random forest and mtry=2. These were found with a previous LOO cross validation and this information is now included in the paper. 

Comment 6. Do the uncontacted villages share the same characteristics? I am not an expert in this field, but I am curious whether there are specific cultural traits that might influence the relevance of the variables used to predict the presence of these villages. For example, the four variables identified as being the most relevant variables might vary from one village category to another?

Response: It seems to be the case, particularly for these top 4 variables, that they are all good at separating contacted from uncontacted. You can see this fairly well in the Figure 3. Now of course there is variation. For example, some contacted villages are quite small and approaching the size of a large uncontacted village. But on average these variables are doing a remarkable job of classifying the two village classes.

Comment 7. Line 35: How do you define near-real time in your study?
Response: We leave this purposefully vague. We can purchase commercial imagery and get it back within 24 hours in some cases. Or in terms of the GLAD alerts these go online within a week or so. This is in contrast to the old days where you had to a wait a year for all the Landsat imagery to be processed.

Comment 8. Lines 106-107: how did you identify the lights-at-night?

Response: We now try to make clear here that we took a layer of lights-at-night of 3 km resolution from NASA and then simple computed the distance from the village to the nearest detected lights.

Comment 9. Lines 113: which preliminary work do you refer to?

[bookmark: _GoBack]Response: We have changed this sentence as it was ambiguous. We are only referencing work done directly in this project; only the locational data was from previous work. We hope the text is that clearer in this regard.
