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13 Abstract
14 To address the problem that the existing image denoising algorithm is prone to blurring image 
15 details in the denoising process. An adaptive denoising algorithm for the 3D reconstruction 
16 function of 2D images is proposed. The algorithm combines the inherent visual characteristics of 
17 human eyes and divides the image into regions according to the entropy value of the picture. And 
18 the background region is threshold denoised, while the target region is implemented with an 
19 adversarial generative network to process the 2D target image with noise and construct a 3D 
20 model of the target. This study can improve the noise immunity of 2D images in the process of 
21 3D construction and make the constructed 3D target model better retain the target detail 
22 information of the original image. Experimentally, the algorithm can guarantee the image details 
23 with good stability simultaneously. The reconstruction effect is tested on 2D images with noise, 
24 and the 3D model reconstruction effect is tested on pedestrian datasets with noise. An average 
25 noise reduction of more than 95% is achieved, and the 3D model effectively retains most of the 
26 feature information of the target in the original image.
27 Keywords: Denoising algorithm; Threshold; Adversarial generative network; 3D reconstruction;
28

29 1 Introduction
30 Deep learning techniques have published many advanced research results in image 
31 processing, natural language processing, network security detection, etc. And it has shown 
32 promising results in experiments - a low error rate of training data, strong generalization of test 
33 data, etc. However, in image processing, noisy images can affect the object classification 
34 accuracy of deep learning algorithms [1-7]. In speech recognition, noisy data can lead to reduced 
35 semantic prediction accuracy, and so on. Noise is almost ubiquitous. In training deep learning 
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36 algorithms, it is difficult to collect pure data for training. Even if the activity is not disturbed by 
37 noise, it may be accompanied by noisy data when put into real-scene applications due to the 
38 environment, affecting detection and processing accuracy. The existing mainstream algorithms 
39 for denoising are broadly classified into three categories: spatial domain-based, transform 
40 domain-based, and learning-based [8-12]. The study of 3Dization of 2D images is a hot research 
41 topic in computer vision image processing. Modelling can account for much of the variability in 
42 natural images, enabling neural networks to understand more image details. It has essential 
43 utility for many applications related to computer vision. For example, in driverless cars, 2D 
44 images captured by cameras can be converted to 3D and used to estimate scene depth. The 
45 medical image field can use the model for site diagnosis, simulation teaching, etc. [13-20]. Then, 
46 2D images with noise can be reconstructed in 3D due to the influence of noise points that lead to 
47 the reconstruction of detailed information of the image target, also using noise points as features, 
48 thus affecting the effect on the target.
49 In this paper, an adaptive denoising algorithm for the 3D reconstruction function of 2D 
50 images is designed based on GAN as a neural network trained by distributing adversarial 
51 learning data. In this project, the noise-free image generator will be prepared by GAN, which 
52 reproduces the image realistically despite the noise. In the scheme of this project, noise 
53 generators will be introduced and trained using noise-free image generators. Distribution and 
54 transformation constraints are also introduced into the noise generator function to encourage the 
55 noise generator to capture only a specific noise component. It ultimately allows the method in 
56 this project to adaptively learn the noise-free image generator even if there is a lot of noise in the 
57 training image. To effectively retain the target information, a 3D model of the target region is 
58 constructed in this paper. A two-dimensional monocular image is used as input, combined with 
59 the target information, and a confidence factor is introduced. In turn, the target details of the 
60 original image are better preserved. Through experiments, the algorithm can guarantee the 
61 details of the image with good stability. The reconstruction effect is tested on noisy 2D images, 
62 and the reconstruction effect of the 3D model is tested on noisy pedestrian datasets. The 
63 average noise reduction rate is greater than 95%. The 3D model effectively retains most of the 
64 feature information of the target in the original image.

65 2 Generating adversarial networks
66 Goodfellow proposed the Generative Adversarial Network (GAN). It uses two convolutional 
67 neural networks using game training to generate samples similar to the original picture[21-24]. 
68 By observing the structure of the generative confrontation network in Figure 1, Generative 
69 Adversarial Network (GAN) is a deep learning model consisting of two parts: the generator, 
70 which is used to generate new data similar to the given data, and the discriminator, which is used 
71 to judge the authenticity of the data generated by the generator. The two parts interact with each 
72 other through training, allowing the generator to continuously learn the skills of generating real 
73 data, and improving the generator's generation ability.
74
75 Figure 1: Generative adversarial network structure
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235
236 Figure 10: Comparison of denoising details of each algorithm
237
238 By comparing the denoising effect of each algorithm, we can see that the algorithm in this 
239 paper can still retain the target signal of the image while denoising the noisy image, which has a 
240 better visual effect. And the overall impact of the image is more precise than the original image. 
241 Also, by zooming in on the key details of the denoising effect of each algorithm, we can see that 
242 the algorithm in this paper has a higher advantage in target details, and its results are consistent 
243 with the predicted experimental objectives. Although the literature algorithm 3 can obtain nearly 
244 the same effect as the original image, its background appears overly stifled. In contrast, the 
245 algorithm in this paper has a better denoising effect for both the target and the background, while 
246 the details are the clearest. It effectively represents the advantage of the algorithm in this paper 
247 in the field of denoising.
248 The method in this paper also emphasizes the efficiency of the work in eliminating image 
249 noise. The main reason for its good denoising performance is using GAN in the optimization 
250 algorithm. The time efficiency of testing this paper's method is given in Figure 11. It can be seen 
251 that the algorithm proposed in this paper can maintain time efficiency while ensuring better 
252 denoising performance. However, compared to the literature algorithm, the denoising efficiency 
253 of the algorithm in this paper is 0.153s higher.
254
255 Figure 11: Denoising efficiency graph of each algorithm

256 5 Conclusion
257 We are designing a noise-free image generator Generative Adversarial Network (GAN), as 
258 a neural network trained by adversarial learning of data distribution. In this project, a noise-free 
259 image generator will be strained using GAN to reproduce images with fidelity despite the noise. 
260 By Combining with the human eye's inherent visual properties, the image is divided into regions 
261 based on the entropy value of the image going in. And the background region is threshold 
262 denoised while the target region is processed. A 3D model of the target is constructed using an 
263 adversarial generation network for the 2D target image with noise. The 2D monocular image is 
264 used as the input, and the target information is combined with a confidence factor better to 
265 preserve the target detail information of the original image. The results show that the algorithm 
266 can efficiently denoise the noisy image while keeping the target image detail signal, which aligns 
267 with the expected results. In addition, the adversarial generative network enables the algorithm 
268 to improve accuracy. Still, it is often accompanied by complex calculations and tedious data 
269 parameter changes, inevitably affecting the training timeliness. In future work, we hope to find a 
270 high-speed and effective algorithm to compensate for these shortcomings.
271

272 Data Availability
273 All data in the text is accessible.
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�F�i�g�u�r�e� �9

�H�i�s�t�o�g�r�a�m� �o�f� �e�a�c�h� �a�l�g�o�r�i�t�h�m

�F�i�g�u�r�e�.�9� �(�a�)� �s�h�o�w�s� �t�h�e� �o�r�i�g�i�n�a�l� �a�c�t�u�a�l� �i�m�a�g�e� �a�n�d� �i�t�s� �g�r�a�y�s�c�a�l�e� �h�i�s�t�o�g�r�a�m�.� �F�i�g�u�r�e�.�9� �(�b�)� �s�h�o�w�s

�t�h�e� �g�r�a�y�s�c�a�l�e� �h�i�s�t�o�g�r�a�m� �o�f� �t�h�e� �i�m�a�g�e� �a�f�t�e�r� �a�d�d�i�n�g� �n�o�i�s�e�.
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�F�i�g�u�r�e� �1�0

�C�o�m�p�a�r�i�s�o�n� �o�f� �d�e�n�o�i�s�i�n�g� �d�e�t�a�i�l�s� �o�f� �e�a�c�h� �a�l�g�o�r�i�t�h�m

�I�n� �o�r�d�e�r� �t�o� �v�e�r�i�f�y� �t�h�e� �a�l�g�o�r�i�t�h�m� �i�n� �i�m�a�g�e� �d�e�n�o�i�s�i�n�g� �eû��e�c�t�.� �I�n� �t�h�i�s� �p�a�p�e�r�,� �t�h�e� �t�a�r�g�e�t�e�d� �a�d�v�a�n�c�e

�d�e�n�o�i�s�i�n�g� �i�m�a�g�e� �t�a�r�g�e�t� �i�n�f�o�r�m�a�t�i�o�n� �i�s� �c�o�m�p�a�r�e�d� �b�y� �c�o�m�p�a�r�i�s�o�n� �e�x�p�e�r�i�m�e�n�t�,� �a�n�d� �t�h�e

�c�o�m�p�a�r�i�s�o�n� �eû��e�c�t� �i�s� �s�h�o�w�n� �i�n� �F�i�g�u�r�e� �1�0�.
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�F�i�g�u�r�e� �1�1

�D�e�n�o�i�s�i�n�g� �eû��c�i�e�n�c�y� �g�r�a�p�h� �o�f� �e�a�c�h� �a�l�g�o�r�i�t�h�m

�T�h�e� �t�i�m�e� �eû��c�i�e�n�c�y� �o�f� �t�e�s�t�i�n�g� �t�h�i�s� �p�a�p�e�r�'�s� �m�e�t�h�o�d� �i�s� �g�i�v�e�n� �i�n� �F�i�g�u�r�e� �1�1�.� �I�t� �c�a�n� �b�e� �s�e�e�n� �t�h�a�t

�t�h�e� �a�l�g�o�r�i�t�h�m� �p�r�o�p�o�s�e�d� �i�n� �t�h�i�s� �p�a�p�e�r� �c�a�n� �m�a�i�n�t�a�i�n� �t�h�e� �t�i�m�e� �eû��c�i�e�n�c�y� �w�h�i�l�e� �e�n�s�u�r�i�n�g� �b�e�t�t�e�r

�d�e�n�o�i�s�i�n�g� �p�e�r�f�o�r�m�a�n�c�e�.� �H�o�w�e�v�e�r�,� �c�o�m�p�a�r�e�d� �t�o� �t�h�e� �l�i�t�e�r�a�t�u�r�e� �a�l�g�o�r�i�t�h�m�,� �t�h�e� �d�e�n�o�i�s�i�n�g

�eû��c�i�e�n�c�y� �o�f� �t�h�e� �a�l�g�o�r�i�t�h�m� �i�n� �t�h�i�s� �p�a�p�e�r� �i�s� �0�.�1�5�3�s� �h�i�g�h�e�r�.
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�T�a�b�l�e� �1�(�o�n� �n�e�x�t� �p�a�g�e�)

�D�a�t�a� �t�a�b�l�e� �o�f� �P�S�N�R� �v�a�l�u�e�s� �f�o�r� �e�a�c�h� �d�e�n�o�i�s�i�n�g� �a�l�g�o�r�i�t�h�m

�T�a�b�l�e� �1� �s�h�o�w�s� �t�h�a�t� �t�h�i�s� �a�l�g�o�r�i�t�h�m� �o�u�t�p�e�r�f�o�r�m�s� �o�t�h�e�r� �d�e�n�o�i�s�i�n�g� �a�l�g�o�r�i�t�h�m�s� �i�n� �t�e�r�m�s� �o�f� �P�S�N�R

�v�a�l�u�e�s� �u�n�d�e�r� �d�iû��e�r�e�n�t� �n�o�i�s�e� �f�a�c�t�o�r�s�.� �A�n�d� �i�t� �s�h�o�w�s� �b�e�t�t�e�r� �p�e�r�f�o�r�m�a�n�c�e� �t�h�a�n� �o�t�h�e�r� �d�e�n�o�i�s�i�n�g

�t�e�c�h�n�i�q�u�e�s�.
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1 Table 1 Data table of PSNR values for each denoising algorithm

PSNR��dB��

�� Noisy 

images

Traditional 

Algorithms

Literature 

Algorithm 1

Literature 

Algorithm 2

Literature 

Algorithm 3

Article 

Algorithm

10 26.0 29.6 31.8 35.8 38.2 40.1

20 24.1 27.1 27.9 34.8 38.2 38.6

30 22.1 25.9 27.5 34.1 34.7 38.1

40 18.3 25.8 26.5 32.1 33.3 34.0

50 15.8 25.2 23.8 31.9 30.8 32.8

2
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