Submitted 15 May 2023
Accepted 4 August 2023
Published 29 September 2023

Corresponding author
Recep Sinan Arslan,
sinanarslanemail@gmail.com

Academic editor
Jyotismita Chaki

Additional Information and
Declarations can be found on
page 25

DOI 10.7717/peerj-cs.1554

© Copyright
2023 Arslan

Distributed under
Creative Commons CC-BY 4.0

OPEN ACCESS

Sleep disorder and apnea events detection
framework with high performance using
two-tier learning model design

Recep Sinan Arslan

Computer Engineering, Kayseri University, Kayseri, Turkey

ABSTRACT

Sleep apnea is defined as a breathing disorder that affects sleep. Early detection of
sleep apnea helps doctors to take intervention for patients to prevent sleep apnea.
Manually making this determination is a time-consuming and subjectivity problem.
Therefore, many different methods based on polysomnography (PSG) have been
proposed and applied to detect this disorder. In this study, a unique two-layer
method is proposed, in which there are four different deep learning models in the
deep neural network (DNN), gated recurrent unit (GRU), recurrent neural network
(RNN), RNN-based-long term short term memory (LSTM) architecture in the first
layer, and a machine learning-based meta-learner (decision-layer) in the second
layer. The strategy of making a preliminary decision in the first layer and verifying/
correcting the results in the second layer is adopted. In the training of this
architecture, a vector consisting of 23 features consisting of snore, oxygen saturation,
arousal and sleep score data is used together with PSG data. A dataset consisting of 50
patients, both children and adults, is prepared. A number of pre-processing and
under-sampling applications have been made to eliminate the problem of
unbalanced classes. Proposed method has an accuracy of 95.74% and 99.4% in
accuracy of apnea detection (apnea, hypopnea and normal) and apnea types
detection (central, mixed and obstructive), respectively. Experimental results
demonstrate that patient-independent consistent results can be produced with high
accuracy. This robust model can be considered as a system that will help in the
decisions of sleep clinics where it is expected to detect sleep disorders in detail with
high performance.

Subjects Bioinformatics, Artificial Intelligence, Data Mining and Machine Learning, Data Science,
Neural Networks
Keywords Sleep disorder, Apnea events, PSG, Deep and machine learning, Two-tier model

INTRODUCTION

Sleep apnea can be considered as sleep disorder that disturbs person’s sleep. There are
three types of sleep apnea as obstructive, central, and mixed. Obstructive sleep apnea
occurs due to improper functioning of the upper respiratory tract. Central sleep apnea
occurs when the brain fails to generate signals to control breathing muscles. Finally mixed
sleep apnea which occurs due to central apnea persisting even after obstructive sleep apnea
(OSA) disappeared with positive air pressure therapy (Javaheri et al., 2017; Lee ¢» Sundar,
2021; Selim & Ramar, 2020).
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Obstructive sleep apnea is one of the most important sleep disorder syndromes seen in
the respiratory tract (Yeghiazarians et al., 2021). This syndrome causes snoring and
respiratory effort to overcome the resistance that occurs in the upper respiratory tract
(Benjafield et al., 2019). It shows that an average of 1 million people worldwide is affected
by this disease (Drager et al., 2017). OSA syndrome can cause several other diseases such as
heart disease, and early diagnosis and treatment are therefore very important (Floras, 2018;
Linz et al., 2018). The standard approach in the detection of this syndrome is
Polysomnography (PSG) (Patil et al., 2019). A series of sensors such as ECG, EEG, SpO2,
respiratory effort and airflow are connected to the patient and recorded by PSG during a
night’s sleep (7:30-8:00 h on average). Thus, it is possible to analyze these data later and to
detect diseases (Faber, Faber ¢» Faber, 2019). Hypopnea is defined as a type of respiration
in which air flow is reduced by at least 50% and does not prevent air entry into the body
(Hamnvik, 2021). In obstructive apnea, while breathing is completely obstructed, there is a
serious decrease instead of obstruction in hypopnea. This is the main difference between
obstructive sleep apnea and hypopnea. Since every patient data composed from around
700 epochs (30s each), analyzing sleep, and calculating the apnea hypopnea index (AHI) is
time consuming process that must be done by a sleep doctor or sleep expert (Mendonca
et al., 2019). The apnea- hypopnea index can be calculated by 60 x (apneas + hypopneas)/
total sleep-in minutes.

Obstructive sleep apnea syndrome (OSAS) severity detection could be important for
developing new methods. For example, revealing prediction between man and woman
(Schutte-Rodin et al., 2021), neck circumference and OSAS relation (Bixler et al., 2001). In
1970s, healthy subjects classified as event rate <5 apneas per hour and it is accepted as a
standard for defining disease and no disease (Ahbab et al., 2013). Hypopnea was defined as
decreased respiratory events due to a decrease in oxygen saturation or arousal. However, a
sense that this decline is physiologically significant is to be expected (Heise, Yi ¢» Despins,
2021; Malhotra et al., 2021). Initially OSA was defined by 30 apneas over the night, then it
is defined by an index which is defined by the number of apneas/hours to diagnose the
disease. OSAS severity can be assessed as mild when it is occurred between 5-15, moderate
if AHI index between 15 and 30, and severe when AHI >30 (Kumar et al., 2014; Taranto-
Montemurro et al., 2019; Gauld et al., 2022).

Electrocardiogram (ECG) is one of the most reliable physiological signals containing
information about central cardiovascular function, respiration, and electrical activity of
heart. For this reason, we see several studies on AHI index screening by using machine
learning and deep learning methods as in Banluesombatkul, Rakthanmanon &
Wilaiprasitporn (2018), Ivanko, Ivanushkina & Rykhalska (2020), Li et al. (2018),
Erdenebayar et al. (2019). Many patients with OSA report a history of shortness of breath
associated with hypopnea. Therefore, oxygen level decreases from 90% to lower levels
which can be considered as hazardous and requires immediate medial actions. So that,
single channel blood oxygen saturation (SpO2) is also used to predict AHI index by using
machine learning or deep learning-based approaches as in the Gutierrez-Tobal et al.
(2019), Alvarez et al. (2020), Barroso-Garcia et al. (2021), electroencephalographic (EEG)
signals require more than one probe to sense individual’s effort for breathing and
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detection of OSA and its type. This signal is also being used for AHI index calculation as in
the Wang et al. (2021).

Computer engineers work with sleep doctors for sleep stage scoring and detection of
sleep apnea as well as AHI index calculation effectively over the past decade (Hassan ¢
Haque, 2017; Supratak et al., 2017; Hilmisson, Lange & Duntley, 2018). To do so, some
researchers employed machine learning techniques such as the hidden Markov model for
feature extraction and classification (Song et al., 2016). Machine learning is generally used
in the structure of supervised learning to detect sleep apnea (Ramachandran ¢ Karuppiah,
2021). In addition, it is possible to prefer unsupervised or reinforced learning in cases
where expert support cannot be provided. Among the machine learning models, while
CNN networks are used in image-based models, different model structures such as DNN,
RNN, LSTM, GRU can be preferred. The choice between these models determines the
ability of the data to recall the past, and this has a significant impact on the detection of
sleep disorders (Li et al., 2018). Due to increasing number of methods, deep learning-based
models are being employed in OSA detection (Yao et al., 2020; Wang et al., 2019).
Although deep learning-based solutions for OSA detection was improved, there are still
limitations as employing single channel for detection and acquiring limited accuracy levels
as well as using publicly available datasets (Shen et al., 2021).

In this study, a two-layer classifier was designed in which DNN, LSTM, RNN and GRU
networks are used in the first layer, and a pre-trained model is used in the second layer,
which is tested with 11 different ML algorithms. Thus, it is aimed to find solutions to the
constraints of deep learning networks and to achieve high performance. The conditions of
the patients are first classified as Apnea-Hypopnea-Normal, and in the second stage, the
apnea types are determined as Mixed, Central and Obstructive. In this way, it was ensured
that the disease status was determined more clearly and in detail.

Compared to previous studies, the following improvements were made in this study:

- A unique multiclass model which detects apnea types in two layers occupied from LSTM,
GRU, DNN and RNN networks in the first layer and pre-trained decision-making ML
model placed in the second layers is proposed.

- Unlike similar studies, after Apnea-Hypopnea-Normal status is determined, the events of
apnea types are detected as mixed, central, or obstructive with high performance in the
second stage. Thus, six different types of classification of the disease were made.

- It was studied with a discrete signal instead of a continuous signal.

- By using 23 different features, more distinctive features of the patient were captured.
While an accuracy value of 95.76% was obtained, an increase of 1.19% was achieved by
using the two-layer structure compared to deep learning models.

This study has a comprehensive structure and is divided into sections as follows. In
“Related Works”, studies on the detection of sleep apnea were examined and analyzed in
separate sections on a method-based basis. In “Methodology”, the two-tier architecture
proposed in this study is explained in detail. In addition, the stages of model creation,
dataset collection, deep learning and machine learning model structures are explained in
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this section. In “Obtained Results ”, the test results of the proposed model are given. In

“Discussion”, the proposed model is compared with similar studies and information about
some of its limitations and unsolvable situations of the problem is given. In the light of this
information, future studies are mentioned. In the last part, a general evaluation of the study
was made. After the references, it was shared with the publication in two separate annexes.

RELATED WORKS

To present the current work’ differences from similar deep learning based and machine
learning based studies, this section is prepared and obtained results briefly given in Table 1.

Deep learning based studies

One of the most common methods for detecting sleep disorders is the convolution neural
network (CNN), LSTM, RNN and Bi-LSTM structures in deep learning structure. It has
been seen that in CNN-based networks, it is mostly based on the processing of images of
EEG signals, and in LSTM, RNN and Bi-LSTM networks, analysis is made over numerical
data, as in our study. Studies are concerned with detecting sleep disorders as classification
problems and calculating the AHI index. In this section, examples and current studies
using deep learning structure are evaluated.

Wang et al. (2019) detected sleep apnea with 87.6% accuracy with a CNN network called
LeNet-5. The model trains single-channel ECG data on a one-dimensional CNN network
and is based on the approach of evaluating adjacent segments. Shen et al. (2021), like other
studies, proposed a classification method based on 1-D CNN network and time-dependent
weight loss. Their accuracy was 89.4% for noninvasive wearable devices. Urtnasan et al.
(2020), proposed a CNN-based model using segmented SMC and apnea dataset to
determine the severity of sleep apnea. They successfully differentiate the mild and severe
apnea with an accuracy of 99% by using segmented dataset which employs ECG signal
(Urtnasan et al., 2020). Another ECG based study conducted by Hedman et al. (2021),
proposed an LSTM-based network for classifying 35 labeled patients by looking at the
long-term dependencies of the ECG signals they received as a single channel over the
PyhsioNet-ECG dataset. They achieved 97.1% accuracy in detection of sleep apnea events.
Iwasaki et al. (2021), proposed a SAS method and LSTM to analyze R waves on ECG
records to predict moderate to severe SAS. They obtained 100% accuracy in differentiation
of moderate and severe apnea by using their own dataset (Iwasaki et al., 2021). They used
PhysioNet Apnea-ECG dataset occupied from 70 patients and obtained 91.7% accuracy
diagnose level with using different forms of RNN and single channel ECG signal. De Falco
et al. (2019) proposed a deep neural network-based model for the detection of sleep apnea
using ECG signals. Their accuracy was around 73% on Sleep Heart Health Study database.
Chang et al. (2020), ECG signals were used as a single channel in training a 1D D-CNN
network for the detection of sleep apnea, their model obtained 87.9% accuracy. Sheta et al.
(2021), worked on the reduction of noise via filter, extracting features from the ECG signal
and developing thirteen machine learning and four deep learning algorithms on ECG
signals and the automatic classification system called CAD in the detection of sleep apnea.
Their model achieved an accuracy of 86.25 on Physionet’s CinC challenge-2000 database.
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Table 1 Brief comparison of similar works with presented work.

Reference Method Dataset Channels Accuracy
Erdenebayar et al. 1D CNN and 2D CNN, RNN  Samsung Medical ECG 99%
(2019) Center
Wang et al. (2019)  LeNet-5 PhysioNet Apnea- Single channel ECG 87.6%
ECG
Shen et al. (2021)  Deep learning CNN+ weighted- Apnea-ECG ECG 89.4%
loss time-dependent
classification
Urtnasan et al. CNN SMC and sleep ECG 99% (binary classifier for mild and severe
(2020) apnea dataset
Hedman et al. LSTM PhysioNet Apnea- ECG 97.1%
(2021) ECG
Iwasaki et al. (2021) LSTM Own dataset ECG signals 100% (moderate and severe apnea)

De Falco et al.
(2019)

Chang et al. (2020)
Sheta et al. (2021)
Yang et al. (2022)

Wang et al. (2022)
Sharan et al. (2021)

Nassi et al. (2022)

Chyad et al. (2022)

Hedman et al.
(2021)

Ivanko, Ivanushkina
& Rykhalska
(2020)

Li et al. (2018)

Gutierrez-Tobal
et al. (2019)

Alvarez et al. (2020)
Song et al. (2016)

Rodrigues et al.
(2020)

Huang et al. (2020)
Stretch et al. (2019)
Mencar et al. (2019)

Lazazzera et al.
(2021)

Deep learning, Grid Search
Deep learning, CNN

Deep learning and machine
learning, CNN+LSTM

Deep learning, multi-model
fusion

Deep learning, LSTM

Deep learning, 1-D Residual
Neural Networks

Deep learning, WaveNet

Deep learning, MVO, ANN
RNN

Machine learning

SVM and ANN

Machine learning AdaBoost,
linear discriminants

Machine learning

Machine learning, Hidden
Markov model

Machine learning

SVM
Random forest

Machine learning

Machine learning

Sleep Heart Health
Study

MIT PhysioNet
Apnea-ECG

Physionet’s CinC
challenge-2000

Apnea-ECG

Own dataset
Apnea-ECG

MGH and SSHS
dataset

Own dataset

PhysioNet Apnea-
ECG

PhysioNet resource

Apnea-ECG
dataset

Own dataset

Own dataset
The apnea-ECG

MARS dataset

Own dataset
Own dataset

Own dataset

Own and different
dataset for testing

ECG

Single channel ECG
ECG signals

ECG

EEG channels
ECG signals

PSG inputs

PSG inputs
ECG signal

ECG

Single lead ECG
SpO2

SpO2 and airflow
ECG

PSG inputs

PSG inputs
PSG inputs

Gas exchange inputs

PPG and SpO2

72.91%
87.9%
86.2%
90.3%

92.73%
93.05%

84% (AHI index calculation)

98.67%
91.7%

98.7% (apnea and normal)

85% (OSA event detection
78.7% (severe apnea classification)

81.3% (four class)
86.2%

83% (specify)

82% (AUC)
46% (sensitivity)

44.7% (AHI index to represent Apnea
severity)

75.1% (apnea and hypopnea)

(Continued)
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Table 1 (continued)

Reference Method Dataset Channels Accuracy
Papini (2022) Machine learning Own dataset Heart and sleep data 86% (AUC mild/moderate/severe OSA)
Surrel et al. (2018)  Machine learning SVM PhysioNet Apnea- Single channel ECG 88.2% (max)
ECG
Varon et al. (2015) Machine learning Apnea-ECG Single channel ECG 84.7%
SVM
Sharma & Sharma  Machine learning Apnea-ECG Single channel ECG 83.8%
(2016) KNN
Dutta et al. (2021) ~ Machine learning Own dataset PSG inputs 86% (AHI)
This work Deep learning + Machine Own dataset PSG inputs, Snoring, 1- Sleep Disorder Detection (Apnea,
learning- Two-tier model occupied from 50  Arousal, Sleep Stages,  Hypopne or Normal) 95.76%
patients SpO2 2- Apnea Events Detection (Mixed Apnea,
Central Apnea or Obstructive Apnea)
99.4%

Yang et al. (2022) proposed a structure using one-dimensional resudial networks and
single-channel ECG signal data for the detection of sleep apnea. They achieved 90.3%
success in their tests with the Apnea-ECG data. Wang et al. (2022), proposed a model that
can be used in IoT devices for sleep apnea monitoring, uses a single-channel EEG-based
feature and classifies with Bi-LSTM.

Due to containing only one record where AHI is distributed near critical values of 5,
some studies as in Sharan et al. (2021), Nassi et al. (2022), Chyad et al. (2022) achieves
100% accuracy in OSA detection. Their data contains small number of channels and
algorithms have boosted dataset for increasing accuracy. In contrast to them our proposed
method has an accuracy of 91% by using all channels rather than single or small number of
inputs. Also, our proposed model is marking apnea event like, and sleep experts do. For
this reason, following works explained but not given in Table 1. For example, Sharan et al.
(2021) proposed a model in which single-channel ECG signal data are evaluated in a 1-D
residual CNN network. Nassi et al. (2022) developed a DNN model on MGH dataset for
binary classification of sleep apnea by applying boosting. Their accuracy obtained 100%
accuracy for differentiation apnea and normal events. Chyad et al. (2022) proposed a
complex model using neural network and soft computing algorithms for OSA estimation.
Like our study, the model hybridly combines different sensor data such as heart rate, SpO2,
chest movement, and thus has a high success rate of 98.67%.

Machine learning based studies
On the other hand, the machine learning approach was preferred to provide the
opportunity to evaluate more sensors together in detecting sleep disorders. It is mostly
aimed to evaluate the PSG data. In this section, current studies using the machine learning
approach are evaluated.

Rodrigues et al. (2020), conducted a comparative study on the MARS dataset, including
tests with 60 different classification models for AHI index calculation and OSA detection.
They obtained 83% specificity by 60 algorithms (28 regressors and 32 classifiers for
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attribute selection). Huang et al. (2020) developed an SVM model to predict AHI index in
Chinese patients. Their model reached to maximum 82% AUC and 74.4% sensitivity.
Home sleep apnea test model which was developed by Stretch et al. (2019) applied random
forest model and reached a sensitivity of 46% in the classification of respiratory efforts <5
and >5. Mencar et al. (2019), collected and analyzed data from 313 people with OSA. They
used 19 different features together in their analysis. Their model yielded 44.7 accuracy level
in prediction of AHI index to represent OSA severity. The accuracy level in this work was
low due to choosing gas exchange as an input for model creation. Another important
factor is unbalanced or limited data in dataset for training. Lazazzera et al. (2021),
proposed a model in which they used PPG and SpO2 sensor data together to detect sleep
apnea and hypopnea, and they achieved 75.1% accuracy. Papini (2022) proposed a model
that automatically estimate AHI with a deep learning model that uses the carddirespirotory
and sleep information collected by a wrist worn IoT device as input. He obtained 86% max
ROC-AUC value in mild/moderate/severe OSA (Papini, 2022). His model is based on deep
learning methods applied on own dataset. Surrel et al. (2018) developed a time-domain
analysis based embedded system to compute the sleep apnea score. They obtained 88.2%
accuracy in the tests performed with the PhysioNet Apnea-ECG. Varon et al. (2015)
detected sleep apnea with 84.7% accuracy using single-lead ECG data. Sharma ¢ Sharma
(2016) Using single-lead ECG data, they achieved 83.8% success with the machine learning
model. Song et al. (2016) proposed a OSA detection approach based on ECG signal by
using discriminative hidden Markov model and related algorithms with an accuracy of
86.2%. Corresponding parameter estimation algorithms are provided. Dhruba et al. (2021),
similar to our study, they developed a model that uses multiple sensor data such as ECG,
heart rate, pulse rate, skin response, and SpO2 together in the diagnosis of OSA. Dutta
et al. (2021), conducted a study aiming to identify four different OSA types depending on
the AHI index with unsupervised multivariate PCA analysis and data-intensive machine
learning and achieved 86% success.

We prepared the following comparison table Table 1 which presents the obtained
results, methods, and datasets of the proposed work with the similar works.

In summary, when the studies were examined as shown in Table 1, it was seen that
Physionet’s Apnea ECG dataset was used in the majority of the studies. In all studies that
did not use image processing, features such as Ramp Peak Value, P-wave, T wave, QRS
complex, R-R interval, P-R interval, S-T interval, Q-T interval derived from ECG
continuous signal data were used. It has been seen that machine learning, CNN, LSTM
models are used as classifiers and the classification performances vary between 46% and
98.7%. In all high-performance models, patients were classified as either Apnea or Not.

In this study both deep learning and machine learning approaches were used as a two-
layer architecture design together. Own dataset was used in the training and testing
processes of the design. While sleep disorder detection (apnea, hypopnea or normal) is
performed in the first stage for classification, apnea’s events (mixed, central, or obstructive)
are also detected for patients which identified as apnea. In this aspect, it differs from other
studies. Since they both determine disorders and events together. Classification
performances are determined as 98.99% in the first stage and 99.4% in the second stage.
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This high performance is depending on the two-layer architecture using and employing
PSG inputs as input from supervised features (C-snore, desaturation, arousal, sleep stages).
While the proposed model classifies with high performance, it will help to the sleep doctors
or experts and support them for labor costs. This study is able to detect the disease as more
classes of the person with the proposed model and does not use any feature engineering in
it. Only sensor data are evaluated as features in model training.

METHODOLOGY

In this study, a model in which a two-layer learning architecture is used, and high
performance is achieved for the detection of sleep apnea types as multiple classes is
proposed and is shown in detail in Fig. 1. Model includes data preparation, training and
testing for meta-learner feature set creation with all data, meta-learner pre-training model
and testing stages.

Data preparation

One of the first and most important stages of the proposed 2-layer classification structure
in this study is the preparation of the data set for classification and feature engineering. In
this study, as in similar studies, used the PSG input (A1A2, ABD, Body, C3A2, C4Al,
CEMG, CFlow, ECG2, F3A2, F4A1, LEG1, LEG2, LEOGA2, O1A2, O2A1, REOGA2,
SpO2, TFlow, THO.), C_snore, de_saturation, arousal, and sleep stage features for
modeling.

C_snore data is the feature that shows at which periods people snore during sleep and is
kept as binary. Snoring, a type of respiratory sound, is one of the earliest and most
common symptoms for the detection of sleep apnea syndrome (Lin et al., 2022). For this
reason, it was evaluated as an important parameter in the classification of sleep disorders
and was used in the model proposed in this study.

Oxygen saturation (SpO2) has been reported to facilitate the detection of OSA disease,
especially in children (Wu et al., 2022). It has been shown that PSG data and SpO2 signal
values are compatible with each other and OSA diagnosis can be made with artificial
intelligence models in adults (Li et al., 2021).

Gold et al. (2016), demonstrated the relationship between arousal status, sleepiness/
fatigue, and AHI. It has been stated that sleepiness and fatigue are two symptoms that
characterize the severity of the disease in OSA patients.

The symptoms of most sleep disorders can be determined objectively using the expert
decision system. The physiological characteristics of these diseases are also directly related
to the proportional change of sleep stages. For this reason, sleep staging is very important
in terms of sleep health. According to the American Sleep Medical Academy, sleep stages
are defined as Wake (W), REM, Non-Rem1, Non-Rem2, and Non-Rem3 (Arslan et al.,
2022). Automatic sleep staging is important in OSA patients and provides important
distinguishing data on patients. In addition, analysis of polysomnography (PSG)
recordings containing data such as EEG, EOG, and EMG is also widely used in solving
sleep-related problems (Zhang et al., 2022; Arslan et al., 2022; Arslan et al., 2022).
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Figure 1 Sleep disorder and sleep apnea events detection methodology diagram.
Full-size K&l DOT: 10.7717/peerj-cs.1554/fig-1

As it is stated in the literature that different features contribute positively to
classification, as given above, in the detection of sleep disorders and the determination of
sleep apnea events, all of them were evaluated within the feature set in this study. A feature
vector containing 23 features for each patient was prepared, along with 19 PSG records,
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Figure 2 Feature set design for training of meta-learner model.
Full-size K&l DOT: 10.7717/peerj-cs.1554/fig-2

Csnore, SpO2, arousal status, and sleep score. Data were collected over a sleep period of
approximately 8 h for each of the 50 patients. Due to the different nature and high number
of features, a series of pre-processing steps were applied as shown in Fig. 1. These
operations are normalization of data, elimination of sample imbalance between clusters,
cleaning of erroneous and NaN data. Necessary ones of these procedures were applied for
each patient. As a result, a usable feature set was obtained in the two-layer architecture
proposed for this study. The data obtained as a result of these processes were splitted into
70% training and 30% testing. A total of 10% of the training set was used as validation.

Meta-learner feature set creation and pre-trained model design

The meta-learner design is made, after the data preparation is completed. The collected
data for 50 patients are separated as training and test sets. With the training data, DNN,
RNN, LSTM and GRU deep learning models are trained and tested with the test data and
the results are recorded. The output of each model is to determine one of the three classes
as Apnea, Hypopnea or Normal. As shown in Fig. 2, a vector containing five features with
four deep learning models using class prediction as input and one with expected output is
created. As a result, a feature vector of 3,077,200 x 23 dimensions is obtained by combining
the data of 50 patients into a single feature vector.

This generated intermediate dataset is used in the training of the meta-learner model.
An important point at this point is to evaluate the data of all 50 patients together in a single
feature vector. Thus, a patient-independent second layer architecture is created. This
model will then be used to evaluate the results, working for each patient individually. Since
the patient’s age, gender, and other diseases affect sleep disorders, a patient-based
evaluation is required. However, with the proposed model, a patient-independent two-tier
classifier is achieved. The same trained model is used for testing of all patients.

Proposed two-layer classification model

After all the pre-processing stages are completed, a model is revealed, in which both sleep
disorders and sleep apnea events can be detected. Although it seems like a disadvantageous
situation that the preprocessing and model preparation phase is created in a few steps and
it is a relatively complex model, it is possible to make a stable and high-performance
classification that does not change from patient to patient. While the model determines
sleep disorders as multiclass as apnea, hypopnea and normal, it can detect apnea events as
obstructive, mixed, and central.
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Table 2 Dataset details.

Before undersampling data size After undersampling data size
PatientID Apnea Hypopnea Normal Total Apnea Hypopnea Normal Total
Total data 761,000 1,843,200 226,651,000 229,255,200 761,000 1,843,200 617,000 3,221,200
Average 15,220 36,864 4,533,020 4,585,104 15,220 36,864 12,340 64,424
Dataset

The dataset was provided by Yozgat Bozok University, Department of Chest Diseases Sleep
Laboratory by getting necessary ethical permissions. As will be given Annex 1, 50 patients’
data were used in the training and testing processes of this study. While there were 761,000
apnea records for 50 patients, there are 1.8 million hypopnea records, and 226 million
normal records were deducted in Table 2. Even if a person has very severe apnea, he shows
signs of apnea or hypopnea for an 8-h sleep period are relatively smaller than the normal
situation. This situation negatively affects the training of the model in both learning and
classification stages and causes to the tendency of the learned model to mark all situations
as normal in the test phase. To resolve severe sample imbalance problem between clusters,
undersampling was performed according to the “majority” class and normally marked
samples were reduced for each patient separately. As a result, the number of normal cases,
which was 4.5 M per patient on average, was reduced to 12 thousand. Thus, sample
imbalance between clusters was eliminated.

This study is realized by using large amount of data which can be seen in the number of
samples before under-sampling and results are compared with 50 patients one by one.
Thus, it is possible to evaluate the conditions such as age, gender, other existing diseases,
and measurement errors. Each patient was evaluated individually in his or her own
situation.

Deep learning model structures and machine learning models

The deep learning structures in four different architectures which will be used in meta-
learner training of the proposed model and testing results proposed in this study and
shown below.

Traditional neural networks have only one hidden layer. For this reason, they are easily
trained but have difficulty solving complex problems. One of the networks used in this
study is the deep neural network (DNN) since the detection of sleep disorders is also very
complex and varies according to the patient’s condition. The most important advantage of
this network is that it has a deep architecture and allows deep features to be learned by
having more hidden layers. Considering that there are approximately 4.5 M records with
23 features per patient, it can be thought a set of features may be extracted.

RNN (Sherstinsky, 2020) is not only fully connected between adjacent network layers,
but also interconnected at neurons in each layer. This structure allows information to be
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transmitted between neurons, and the output of each neuron acts as the input of the next
neuron. While he is good at learning about short-term addictions, he has a hard time
remembering long-term addictions. Since sleep data was produced during sleep, RNN
model could be successful in detecting sleep apnea by examining short-term dependencies.

Unlike RNN, LSTM (Hochreiter ¢» Schmidhuber, 1997) is better at learning long-term
dependencies. This model consists of inputs, LSTM, full link layer and output layer. It uses
a kind of transitive structure to capture long-term dependencies between data to prevent
data losses. Since it was considered that it would be possible to detect sleep disorders by
taking into account the long-term dependence of sleep data over time, it was used among
the deep learning architectures used in this study.

GRU (Cho et al., 2014) can be thought of as a simplified version of the LSTM structure
by making some transitions. It has fewer parameters than LSTM because it has no output
gate. The GRU update port determines how much of the previous data will be
remembered, while the reset port decides how to combine the previous data with the
current data. In this study, the GRU structure was also evaluated between test
environments to see the comparative results and to evaluate the dependence of sleep
disorders on sleep recordings during the sleep process. The purpose of evaluating so many
different structures together is to analyze data dependencies in the best way and to achieve
the highest performance.

To observe the state of addiction in sleep data and to reveal the most successful mode
among the learning structures, four different learning structures were designed as
summarized in Fig. 3. Their test results are shown and analyzed by comparing them in next
section.

In deep learning structures, there are basically input layer, hidden layers, and output
layers. Structure parameters can be listed as size (total number of nodes), width (number of
nodes in the relevant layer), depth (number of layers in the network), capacity (learning
function structure and type) and architecture (layer layout of the network). These
parameter values are directly affecting the system performance and there is no global
system proposal in determining these values. So that, an empirical approach has been
adopted because of the experiments to ensure that the most successful model was revealed.

After the training and testing processes of the four deep learning structures given above,
some problems were identified. To solve these problems, a meta-learner is used in the
second layer proposed in this study. Machine learning models were used in this decision-
making layer. The reason is to obtain more stable values in the results.

For the meta-learner design, tests were carried out with 11 different machine learning
algorithms, namely logistic regression (LR), random forest (RF), decision tree (DT),
Gaussian naive bayes (GNB), linear discriminant analysis (LDA), Ada Boost, gradient
boosting (GB), ExtraTree (ET), Extreme Gradient Boosting (XGBoost), support vector
classifier (SVC), K-nearest neighbor (KNN). Thus, it is aimed to select the machine
learning model with the highest performance and use it as a decision model. This allows us
to guarantee the highest classification success for all patients. Thus, the proposed model
not only aims to increase performance, but also eliminates patient-based variability in
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dense_input | input: | [(None, 23)]

InputLayer | output: | [(None, 23)]

gru_input | input: | [(None, None, 23)]

\ 4 InputLayer | output: | [(None, None, 23)]
dense | input: | (None, 23)
Dense | output: | (None, 60) \ 4
gru input: | (None, None, 23)
\ 4 GRU | output: (None, 100)
dense_1 | input: | (None, 60)
Dense | output: | (None, 40) \ 4
dense_4 | input: | (None, 100)
\ 4 Dense | output: | (None, 3)

dense_2 | input: | (None, 40)

Dense | output: | (None, 20) \ 4
activation | input: | (None, 3)

\i Activation | output: | (None, 3)
dense_3 | input: | (None, 20)

Dense | output: | (None, 3)

a)DNN b)GRU
Istm_input | input: | [(None, None, 23)] simple_rnn_input | input: | [(None, None, 23)]
InputLayer | output: | [(None, None, 23)] InputLayer output: | [(None, None, 23)]
y A 4
Istm input: | (None, None, 23) simple_rnn | input: | (None, None, 23)
LSTM | output: (None, 100) SimpleRNN | output: (None, 100)
y 4
dense_5 | input: | (None, 100) dense_6 | input: | (None, 100)
Dense | output: | (None, 3) Dense | output: | (None, 3)
y 4
activation_1 | input: | (None, 3) activation 2 | input: | (None, 3)
Activation | output: | (None, 3) Activation | output: | (None, 3)
¢)LSTM d)RNN
Figure 3 Deep learning model architectures. Full-size ] DOL: 10.7717/peerj-cs.1554/fig-3

results. Default hyper-parameters were used for each classifier and no parameter
optimization was performed.

OBTAINED RESULTS

System architecture

Training of both deep learning models, meta-learner’s training and all test processes
performed with a notebook equipped with 32 GB RAM and Intel(R) Processor 11th Gen
Intel(R) Core (TM) i7-11390H @ 3.40 GHz, 2918 Mhz, four Cores, eight Logical
Processors. The server has Windows 10 operating system. Tensorflow is used with Keras
framework. In addition, matplotlib, sklearn, imblearn, numpy, pandas’ libraries were used.
Different libraries were needed for the two-layer model with both deep learning and
machine learning structures.

Evulation

Traditional performance measurement parameters of accuracy, specificity, recall, f-score
and confusion matrix were used for calculation, evalution and comparison of results both

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 13/30


http://dx.doi.org/10.7717/peerj-cs.1554/fig-3
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

in deep learning models and machine learning models. The calculation equations of these
parameters are as shown below.

Accuracy = TP+ TN Sensitivity = L
TP + TN + FP + FN TP + FN

Specificity = TiN F-score = A
FP + TN 2xTP FN + FP

TN FP
FN TP

Confusion matrix = [

Deep learning models for sleep disorder detection

The learning curves for each deep learning model were as given below in order to obtain
the best results for each model on a patient basis and to understand that the learning
process is now being completed.

The learning curve for four different models was as shown in Fig. 4. When the graphs
are examined, it is seen that the training and test curves are parallel and could achieve high
performance. However, the amount of vibration could not be reduced, and smoother
graphics could not be obtained. When we set the batch size to be larger, smoother curves
emerge, but in this case, there is a risk of fluctuation. Since the learning rate also affects this
situation, the learning rate was tried to be determined in a balanced way with the batch
size. On the other hand, the smoothness of the curve is not seen as a problem. Because
batch size and learning rate changes do not cause much fluctuations on graphics. This
showed that the proposed model did not have any major problems with convergence or
overfitting. The number of epochs, on the other hand, varies according to the complexity
and structure of the model, and the training was terminated when there was no longer any
increase in classification performance.

Since the problem examined in this study is multi-class (Apnea, Hypopnea or Normal),
the results obtained for 6 different patients are shown in Fig. 5 as below to evaluate the high
performance obtained in the learning curves on a class basis. It has been observed that TP
values are generally high and average performances are 95% and above. However, a
problem arose in the results obtained as can be seen in the figure. This problem is detection
of higher performance in Apnea or Hypopnea class changing patient to patient. This
situation revealed that deep learning models can show different performances, varying
from patient to patient. It causes patient-to-patient variability in the detection of positive
patients expressed as Recall. It tells that the results are balanced on a class basis according
to the confusion matrices and that similar results cannot be guaranteed for each sleep
disorder. This limits the stability of the proposed model and its ability to produce patient-
independent results. For this reason, it is aimed to solve this problem by using a meta-
learner in layer 2.

Another situation that should be evaluated in tests with deep learning models is defining
which model produces more successful results on a patient basis. As this study aimed to
design a patient-independent system, it is expected that the results will be achieved with
the highest performance for each patient. The highest performance model table which was
obtained for the 50 patients used in this study is given in Table 3. Accordingly, while the
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Figure 4 Deep learning models learning curves.

Full-size Kal DOI: 10.7717/peerj-cs.1554/fig-4

DNN model has the highest performance in most patients, there are patients with higher
performance in the LSTM, GRU and RNN models. Although there are not high differences
in classification performances as can be seen in all results given in Annex-2, it is planned to
be examined and resolved in this case. To do so, evaluation of each model’s output with a
meta learner has been completed to ensure the best result. In this way, this work not only
achieve an increase in performance, but more importantly, ensures that the results remain
consistent from patient to patient. As can be seen in the table, the highest results in all
patients were obtained with the proposed two-layer architecture as given in Annex-2.

As a result, when the results obtained in this section and some limitations of deep
learning models are evaluated together, the following problems emerged:
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Figure 5 Confusion matrix of deep learning models. (A) Patient 4, Apnea 98.97%, Hypopnea, 96.17%, Normal, 92.25%; (B) Patient 12, Apnea
99.72%, Hypopnea, 97.65%, Normal, 97.40%; (C) Patient 5, Apnea 99.15%, Hypopnea, 97.92%, Normal, 97.30%; (D) Patient 7, Apnea 98.92%,
Hypopnea, 99.95%, Normal, 98.87%; (E) Patient 1, Apnea 95.1%, Hypopnea, 97.71%, Normal, 93.23%; (F) Patient 22, Apnea 96.08%, Hypopnea,

98.71%, Normal, 95.89%.

Full-size K&l DOTI: 10.7717/peerj-cs.1554/fig-5

1- As can be seen with confusion matrixes, different sleep disorders are more successful
for different patients. This disrupts the consistency of deep learning models. The level of
success may rise or fall in certain types of disease on a patient basis.

2- There is a problem that different deep learning models are more successful in
different patients and therefore it is not possible to decide which model to use and the best
result cannot always be guaranteed.

3- It is necessary to evaluate whether it is possible to increase the classification
performance.

4- Since the age, gender and status of other diseases are effective in sleep apnea, results
that vary from patient to patient can be obtained.

It has been evaluated that these problems can be solved by using a meta-learner in the
2nd layer to solve these problems. For these reasons, a two-layer architecture was designed,
and it was aimed to find solutions to these problems and increase the overall system
performance. The results obtained with the use of meta learner are explained in the next
section.
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Table 3 Best learning models for each patient.
Patients with the maximum classification result achieved Proposed two-tier model

DNN 2,4,7,9,10,12-19, 21, 23, 24-31, 33-40, 42, 43, 45, 47, 49,
50
LSTM 1. 5. 6. 8. 20. 32. 44. 46. 48 It has higher performance than the model with the best performance in all
patients.

GRU 11, 22,41
RNN 3

Results for meta-learner preparation
One of the important features of this study is to analyze the results in a second layer and
increasing the model performance. At this stage, it is aimed to eliminate the limitations
detailed in the previous section. For this purpose, the data of all patients were collected in a
single dataset and tested with 11 different machine learning models. By choosing the
classifier with the best results, its contribution to the results seen positively. After these
tests, the results have reached very high accuracy changing between 82.0% to 99.5%.
Furthermore, these results showed that the ensemble models such as ExtraTree, XGBoost,
Gradient Boosting are more successful than other types. For this reason, one of them is
trained as a meta-learner to be used in the final stage of the model. Thus, the decision-
making layer that will take four different deep learning model inputs as features to produce
a three-class output has been prepared.

Training is performed for four classification results and one expected value after under-
sampling for all patients, and the result for all classifiers is as shown in Fig. 6.

As a result, the ExtraTree classifier with the highest success is chosen for the meta-
learner. Whether this selection contributes to the classification is evaluated by testing in the
next section.

Results for two-tier proposed model (meta learner design) for sleep
disorder detection (apnea, hypopnea, hormal)
To compare the results of the proposed model with the standard deep learning models, the
same data has been tested with both deep learning models and with the proposed two-layer
architecture, obtained results are presented in the table shown below seperately in Table 4.

When the average, maximum and minimum results of DNN, LSTM, GRU, RNN and
the proposed model (PM) in this study obtained for 50 patients is examined, it is seen that
the PM haas higher success than other classifiers in terms of all parameters. Average
performance increase is 1.19%. In addition, the lowest performance value has increased to
90.33%, while the highest performance has reached very high values such as 98.99%. The
average performance has also been increased to over 95%. This increase is similar for all
metrics, proving that the proposed model makes this contribution regardless of the class.
To better observe this contribution, confusion matrixes obtained for the patient with the
lowest performance are given in Fig. 7.

When the matrixes are examined, it is seen that the sample numbers for the apnea,
hypopnea and normal classes are balanced at the first stage. On a class basis, the highest
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Figure 6 Classification results for sleep disorder detection (apnea, hypopenea, normal) for meta-
learner design. Full-size k] DOT: 10.7717/peerj-cs.1554/fig-6

Table 4 Classification results with proposed model.

Accuracy Precision Recall F-score
DNN Average 0.9457 0.9456 0.9457 0.9447
Min 0.8878 0.8868 0.8878 0.8848
Max 0.9847 0.9848 0.9847 0.9845
LSTM Average 0.9384 0.9376 0.9384 0.9372
Min 0.8457 0.8432 0.8457 0.8440
Max 0.9862 0.9864 0.9862 0.9862
GRU Average 0.9337 0.9329 0.9337 0.9325
Min 0.8392 0.8377 0.8392 0.8380
Max 0.9815 0.9818 0.9815 0.9814
RNN Average 0.9170 0.9162 0.9170 0.9151
Min 0.7884 0.7871 0.7884 0.7860
Max 0.9838 0.9844 0.9838 0.9836
Proposed two-layer learning model. Average 0.9576 0.9574 0.9576 0.9568
Min 0.9033 0.9019 0.9033 0.9022
Max 0.9899 0.9899 0.9899 0.9898
Avg. performance increase 1.19% 1.17% 1.19% 1.12%

value in all metrics in all three classes was obtained with the proposed model. The closest
results to the proposed model are obtained with the DNN model. The accuracy value
increased by 2% compared to the closest classifier.

In this section, the contributions of the proposed model to the performance increase
compared to other deep learning models are presented together with the test results. Other
contributions of the proposed model (1) were created a structure that did not change from
patient to patient and all patients’ data were evaluated on a single model, (2) all patient
data were used in a single model training. Thus, all the conditions affecting the sleeping
sickness such as the patient’s (age, gender, other diseases) were evaluated for a single
model. As a result, a high-performance sleep disorder detection tool was developed with a
model that eliminates some limitations independently of the patient, has four different
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DNN Precision Recall Fl-score Support GRU Precision Recall Fl-score Support
Apnea 0.94 0.93 0.93 4065 Apnea 0.91 0.93 0.92 4065
Hypopnea .93 0.94 0.94 6015 Hypopnea ©0.93 0.94 0.93 6015
Normal ©.88 0.88 0.88 4080 Normal ©.88 0.84 0.86 4080
Accuracy 0.92 14160 Accuracy 0.91 14160
Macro avg ©0.92 0.92 0.92 14160 Macro avg 0.91 0.90 0.90 14160
Weighted Weighted @, 91 0.91 0.91 14160
avg 0.92 0.92 0.92 14160

LSTM Precision Recall Fl-score Support RNN Precision Recall Fl-score Support
Apnea 0.89 0.93 0.91 4065 Apnea 0.84 0.92 0.88 4065
Hypopnea 0.92 0.93 0.93 6015 Hypopnea ©0.89 0.91 0.9 6015
Normal ©.88 0.83 0.85 4080 Normal .85 0.74 0.79 4080
Accuracy 0.90 14160 Accuracy 0.86 14160
Macro avg ©0.90 0.90 0.90 14160 Macro avg 0.86 0.86 0.86 14160
Weighted g.99 0.90 .90 14160 Weighted ¢.86 0.86 ©.86 14160

Proposed Model Precision Recall Fl-score Support

Apnea 0.95 0.95 0.95 4065

Hypopnea 0.95 0.95 0.95 6015

Normal 0.91 0.90 0.90 4080

Accuracy 0.94 14160

Macro avg 0.93 0.93 0.93 14160

Weighted avg 0.94 0.94 14160

Figure 7 Detailed confusion matrix with three class basis.

Full-size k4] DOT: 10.7717/peerj-cs.1554/fig-7

deep learning models in the first layer, and Extra Tree ensemble classifier in the second
layer.

Results for apnea events detection (obstructive, mixed or central
apnea)

Sleep apnea refers to situations in which a person’s breathing stops and pauses
intermittently throughout the night. Obstructive apnea is the most common form of sleep
apnea. However, it has two different forms as central or mixed sleep apnea. In the second
test phase of the proposed model, the events of patients with Apnea type are also
determined. It has been tested with both machine learning models and deep learning
models to detect three types of sleep apnea, and the results are as shown in Table 5. Like the
previous results, ensemble models showed the highest performance in this problem. Events
of apnea patients are classified with a high accuracy of 99.4%. Precision, recall and f-score
values are also at a similar level. The proposed model showed high performance in this
problem.

Comparison results are given in Fig. 8 to evaluate the classification results on ROC curve
and confusion matrix. At this point, it is necessary to evaluate the results on a class basis for
a multi-class problem.

In Fig. 8A, sleep apnea events were tested in three classes as central, mixed and
obtrusive. It seen on the tests that there are only nine FP or FN samples over 1,800 samples.
Among these, central apnea and mixed apnea cases can be detected with much higher
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Table 5 Results for apnea events detection.

Algorithm Type Classification algorithm Accuracy Precision Recall F-score
Machine learning Regression algorithm Logistic Regression 0.801 0.807 0.801 0.802
Decision Tree C45 0.984 0.984 0.984 0.984
Bayesian GaussianNB 0.924 0.932 0.924 0.924
LDA LDA 0.911 0.916 0911 0911
Ensemble Ada Boost 0.931 0.937 0.931 0.931
Gradient Boosting 0.990 0.990 0.990 0.990
Random Forest 0.987 0.987 0.987 0.987
ExtraTree 0.994 0.994 0.994 0.994
XGBoost 0.993 0.993 0.993 0.993
Instance-based SvC 0.839 0.848 0.839 0.836
KNN 0.841 0.858 0.841 0.837
Deep learning DNN 0.970 0.970 0.970 0.970
GRU 0.980 0.980 0.980 0.980
LSTM 0.970 0.970 0.970 0.970
RNN 0.981 0.981 0.981 0.981

performance, while there are erroneous detections in obstructive apnea cases. This high
performance is also seen in the ROC curve. While the AUC value was 1.00 for both Central
and Mixed Apnea, it was 0.99 for Obstructive Apnea. This shows that the proposed model
can detect the events of Apnea patients with high performance.

The results of the tests performed to evaluate both sleep disorders and the events of
Apnea patients together are given in Fig. 8B. At this stage, it is aimed to analyze the entire
study together. Accordingly, high TP values were obtained except for the patients in the
Normal state. “Normal” patients are confused with hypopnea patients. This situation is
considered as problematic, and the proposed model is working in two stages. At the first
stage, Apnea status of the patient will be determined and then its events will be determined.

Hyper-parameters of proposed deep learning models

The four-layer DNN model consists of an input layer, two hidden layers, and an output
layer. The input layer represents the data entering the model, and each input data in this
model consists of 23 features. This layer has 60 neurons and ReLU (rectified linear unit)
activation function. ReLU is often used in hidden layers because it converts negative input
values to zero while leaving positive input values intact. Hidden layers enable the model to
model complex relationships and patterns between the input and output layers. The
hidden layers have 40 and 20 neurons in this model, respectively, and both use the ReLU
activation function. More neurons and layers often add to the complexity of the model and
often to its learning capacity. The output layer represents the output or prediction of the
model. In this case, the model solves a multi-class classification problem. Therefore, three
neurons are used in the output layer and Softmax is used as the activation function. To
measure the success of the model, categorical_crossentropy is used as the loss function.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 20/30


http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

(ROC) curve for Sleep Apnea Events Detection

1014 - FTTTTTTTY —
-
-
-
1 R
-
084 e
-
4”
) R
2 -
£ -
5 0.6 -
2 R
& -
i -
<] PR
& -
o R
2 0.4 -
= PR
R
’/’ = = micro-average ROC curve (area = 0.99)
02 ”,’ = = macro-average ROC curve (area = 1.00)
’ ’/’ ROC curve of class 0 (area = 1.00)
,a’ ~—— ROC curve of class 1 (area = 1.00)
’,” —— ROC curve of class 2 (area = 0.99)
0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

(ROC) curve for Sleep Apnea Events Detection
1-0‘-_-...{iiiiiiiiiiiiiiiiiiiﬁiiai """""""" = e
l- ‘/’
/”
-
-
0.8 Piae
R
-
o ’/’
2 -
& Prag
P! 0.6 1 PR
2 -~
2 .
S R
& -
o -
.g 0.4 ’,*’ = = micro-average ROC curve (area = 1.00)
,4’ = = macro-average ROC curve (area = 0.99)
Prag ROC curve of class 0 (area = 1.00)
02 ’,/’ ~— ROC curve of class 1 (area = 1.00)
’ Prag —— ROC curve of class 2 (area = 1.00)
la’ ROC curve of class 3 (area = 0.95)
’,f’ ~—— ROC curve of class 4 (area = 1.00)
0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

True Labels

True Labels

- 600
< -
= - 500
2
[0
o
- 400
< - 300
hel
[0)
X
s
- 200
< -100
[72]
Ke)
o
1 1 ] -0
Central_A Mixed_A Obs_A
Predicted Labels
<- 610 0 0 0 4
= - 50000
c
3
g- 0 41000 0 0 282 - 40000
s
[e)
o
>
Z- 2 0 609 0 6 - 30000
'cl
(0]
X
= - 20000
- 0 304 0 204 107
£
o
= - 10000
<- 4 150 0 0 58718
8|
o -0

1 1 1 1 1
Central_AHypopnea Mixed_A Normal Obs_A
Predicted Labels

Figure 8 RoC curve and confusion matrix for sleep apnea events detection.
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This loss function measures the difference between the actual values and the model’s
predictions. In addition, the Adam optimization algorithm is used to update the weights of
the model. Adam adapts the learning rate and generally offers fast learning and good

performance. The parameters selected for each deep learning model are as given in Table 6

with the tuning intervals.

DISCUSSION

Comparison with previous works

In this study, a two-layer structure was created that includes both deep learning and

machine learning models. Besides PSG data, SpO2, Snoring, Arousal and Sleep Scoring

data were used as features. When similar studies are examined (Table 7), some studies use

a single signal data such as ECG signal, while others use more features consisting of PSG
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Table 6 Hyper-parameter tuning results.

Parameter

Tuning range

Selected parameters for each DL

models

Kernel_initializer

Optimizer

Learning_rate

Batch_size

Epoch

Neuron activation

function

Number of neurons

Early stopping patient

Uniform, lecun_uniform,normal, zero, glorot_normal, glorot_uniform, he_normal,

he_uniform

SGD, RMSProp, Adagrad, Adadelta, Adam, Adamax, Nadam

(0.0001, 0.0005, 0.0008, 0.001, 0.01, 0.2, 0.3)

(5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100)

(10, 20, 50, 100, 150, 160, 170, 200, 300)

Softmax, softplus, softsign, relu, tanh, sigmoid, hard_sigmoid, linear

(1, 5, 10, 15, 20, 50, 100, 200, 500)

DNN: uniform
GRU: uniform
LSTM: uniform
RNN: uniform
DNN: adam
GRU: Nadam
LSTM: adam
RNN: adam
DNN: 0.0001
GRU: 0.0002
LSTM: 0.0001
RNN: 0.0008
DNN: 20
GRU: 5

LSTM: 5
RNN: 10
DNN: 160
GRU: 100
LSTM: 100
RNN: 200
DNN: softmax
GRU: softmax
LSTM: sigmoid
RNN: softmax

DNN: 60, 40, 20

GRU: 100
LSTM: 100
RNN: 100
20%

inputs. Classification performances vary depending on the dataset and the number of

classes. Deep learning models generally have higher performance than machine learning

models. As a dataset, PhysioNet Apnea-ECG was used in most of the studies, while original

datasets were created in some studies, as in our study.

In terms of model classification performance of proposed model; it detects sleep

disorders with 95.76% accuracy and detects sleep apnea events with 99.4% accuracy. The

first difference of our study from similar studies is that high performance was achieved for

a multiclass problem. In previous studies, classification problems such as Apnea-

Hypopnea, Apnea-Normal are generally solved in binary. By using 23 different features,

more distinctive features of the patient were captured. In addition, our model can solve two

different problems at the same time. It first detects the patient’s sleep disorder, and in the
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Table 7 Similar works.

Reference Method Dataset Channels Accuracy
Erdenebayar ~ 1D CNN and 2D Samsung Medical ECG 99%
et al. (2019) CNN, RNN Center
Wang et al. Deep learning, PhysioNet Apnea-ECG  Single Channel ECG 87.6%
(2019) LeNet-5
Hedman et al. LSTM PhysioNet Apnea-ECG ECG 97.1%
(2021)
Chyad et al. Deep learning +  Own dataset PSG inputs 98.67%
(2022) MVO
Hedman et al. RNN PhysioNet Apnea-ECG ECG signal 91.7%
(2021)
Rodrigues et al. Machine learning MARS dataset PSG inputs 83% (specify)
(2020)
Huang et al. SVM Own dataset PSG inputs 82% (AUC
(2020)
Stretch et al. Random forest Own dataset PSG inputs 46%
(2019) (sensitivity)
Lazazzera et al. Machine learning Own and different PPG and SpO2 75.1% (apnea and hypopnea)
(2021) dataset for testing
Surrel et al. Machine learning, PhysioNet Apnea-ECG  Single channel ECG 88.2% (max)
(2018) SVM
Dutta et al. Machine learning Own Dataset PSG inputs 86% AHI = 56% accuracy
(2021)
This work Deep learning Own dataset occupied ~ PSG inputs, Snoring, Arousal, 1- Sleep Disorder Detection (Apnea, Hypopne or
from 50 patients Sleep Stages, SpO2 Normal) 95.76%

2- Apnea Events Detection (Mixed Apnea, Central
Apnea or Obstructive Apnea) 99.4%

second stage, it can detect the events of apnea patients. In fact, it can detect for six different
classes. In this aspect, it is completely different from other studies.

Data imbalance problem

In multi-class problems, excessive imbalance between classes leads to an imbalance in the
sensitivity and specificity of the model. This is because the model cannot accurately detect
the distribution characteristics of the data. In this study, the number of samples per
patient, which is given in Annex-1, is examined on a class basis, and it is seen that the
Normal state is much more numerous than the Apnea and Hypopnea conditions. On
average, 4.3 M of 4.5 M records represent Normal status. Since the severe data imbalance
situation is inherent in the sleep recording and scoring process, it was not possible to
change it. For this reason, we under-sampling according to the “majority” class with the
SMOTE method to eliminate the problem. Thus, we ensured that it was transferred to the
learning stage by reducing the sample only in the most dominant class. The sample
numbers after this process were again as given in Annex-1.
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Feature extraction and processing problem

In the feature extraction and processing phase, the identification and selection of the
features and the selection of the appropriate classifier for this selection are laborious and
require prior knowledge. As described in this study, four different types of deep learning
models and 11 different machine learning algorithms were used. More importantly, unlike
all other studies, sleep disorders were detected with many 23 features. While the use of
many and various features enables the proposed model to achieve positive results in terms
of classification performance, it is disadvantageous in terms of required processing power.
For this reason, the proposed model is thought to be suitable for clinics or hospitals that
want to make a more comprehensive and detailed analysis instead of personal home users.
Detailed results about the patient can be obtained by detecting with high performance in
six different classes. Fewer features or a single-layer classifier design means lower
performance and a simpler binary classification.

Two-tier model design

The proposed two-layer design has been used to improve the overall performance and to
find solutions to some of the limitations of deep learning models. The design uses the
decision-making algorithm in a second layer. In this way, it eliminates some addictions of
the patient. This is quite valuable. Because sleep state is highly dependent on the age,
gender, and habits of the person.

Future work

Efficient and high-performance automated systems are needed to detect sleep disorder and
help determine sleep apnea events and apply the most appropriate treatment. These
systems are important so that people can be diagnosed quickly. The proposed method aims
to make a high-performance and detailed analysis by processing 23 different data and
making a comprehensive analysis. With the proposed method, it was preferred to use more
complex and more features by preferring better detection. However, in this system,
collecting 23 different sensor data can be quite troublesome. In the future, studies will be
carried out on the selection and reduction of features to achieve the same performances
with fewer features. In case of integration with wearable technologies, usage prevalence will
be gained. With this integration, the discrete signal data collected during the night will be
transferred to the computer environment thanks to the embedded software, and then the
detection will be made. The system is not a real-time strategy, but it is of practical
importance as a decision support system in detecting sleep disorders. More research on the
problem is needed.

CONCLUSION

In this study, a two-layer sleep disorder detection model working with 23 different sensor
data is proposed. The model uses the distinctive features of different sensor data for

learning and can detect both sleep disorders and apnea events. A comprehensive feature set
was studied for 50 patients. With the use of meta-learner in the 2nd layer, some limitations
of deep learning models have been solved and high performance has been achieved. Several
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pre-processing processes and under-sampling methods are used for data imbalance.
Experimental results confirm that the proposed model is successful and reliable when
compared with similar models. The model, which uses a comprehensive analysis structure,
is suitable for detailed sleep analysis. We believe that the proposed method is a good
decision support system for clinical applications.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

e Recep Sinan Arslan conceived and designed the experiments, performed the
experiments, analyzed the data, performed the computation work, prepared figures
and/or tables, authored or reviewed drafts of the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:
The raw health data and source code samples are available in the Supplemental Files.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.1554#supplemental-information.

REFERENCES

Ahbab S, Ataoglu HE, Tuna M, Karasulu L, Cetin F, Temiz LU, Yenigiin M. 2013. Neck
circumference, metabolic syndrome and obstructive sleep apnea syndrome; evaluation of
possible linkage. Medical Science Monitor 19:111-117 DOI 10.12659/msm.883776.

Alvarez D, Cerezo-Hernandez A, Crespo A, Gutiérrez-Tobal GC, Vaquerizo-Villar F, Barroso-
Garcia V, Moreno F, Arroyo CA, Ruiz T, Hornero R, del Campo F. 2020. A machine learning-
based test for adult sleep apnoea screening at home using oximetry and Airflow. Scientific
Reports 10(1):1006 DOT 10.1038/s41598-020-62223-4.

Arslan RS, Ulutas H, Koksal AS, Bakir M, Cift¢i B. 2022. Sensitive deep learning application on
sleep stage scoring by using all PSG data. Neural Computing and Applications 35(10):7495-7508
DOI 10.1007/500521-022-08037-z.

Arslan RS, Ulutas H, Koksal AS, Bakir M, Cift¢i B. 2022. Automated sleep scoring system using
multi-channel data and machine learning. Computers in Biology and Medicine 146(1):105653
DOI 10.1016/j.compbiomed.2022.105653.

Banluesombatkul N, Rakthanmanon T, Wilaiprasitporn T. 2018. Single channel ECG for
obstructive sleep apnea severity detection using a deep learning approach. In: TENCON 2018—
2018 IEEE Region 10 Conference DOI 10.1109/tencon.2018.8650429.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 25/30


http://dx.doi.org/10.7717/peerj-cs.1554#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.1554#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.1554#supplemental-information
http://dx.doi.org/10.12659/msm.883776
http://dx.doi.org/10.1038/s41598-020-62223-4
http://dx.doi.org/10.1007/s00521-022-08037-z
http://dx.doi.org/10.1016/j.compbiomed.2022.105653
http://dx.doi.org/10.1109/tencon.2018.8650429
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

Barroso-Garcia V, Gutiérrez-Tobal GC, Gozal D, Vaquerizo-Villar F, Alvarez D, del Campo F,
Kheirandish-Gozal L, Hornero R. 2021. Wavelet analysis of overnight airflow to detect
obstructive sleep apnea in children. Sensors 21(4):1491 DOI 10.3390/s21041491.

Benjafield AV, Ayas NT, Eastwood PR, Heinzer R, Ip MS, Morrell MJ, Nunez CM, Patel SR,
Penzel T, Pépin J-L, Peppard PE, Sinha S, Tufik S, Valentine K, Malhotra A. 2019. Estimation
of the global prevalence and burden of obstructive sleep apnoea: a literature-based analysis. The
Lancet Respiratory Medicine 7(8):687-698 DOI 10.1016/52213-2600(19)30198-5.

Bixler E, Vgontzas A, Lin HM, Ten Have T, Rein J, Vela-Bueno A, Kales A. 2001. Prevalence of
sleep-disordered breathing in women. American Journal of Respiratory and Critical Care
Medicine 163(3):608-613 DOI 10.1164/ajrccm.163.3.9911064.

Chang H-Y, Yeh C-Y, Lee C-T, Lin C-C. 2020. A sleep apnea detection system based on a one-
dimensional deep convolution neural network model using single-lead electrocardiogram.
Sensors 20(15):4157 DOI 10.3390/s20154157.

Cho K, van Merrienboer B, Bahdanau D, Bengio Y. 2014. On the properties of neural machine
translation: encoder-decoder approaches. In: Proceedings of SSST-8, Eighth Workshop on Syntax,
Semantics and Structure in Statistical Translation DOI 10.3115/v1/w14-4012.

Chyad MH, Gharghan SK, Hamood HQ, Altayyar AS, Zubaidi SL, Ridha HM. 2022.
Hybridization of soft-computing algorithms with Neural Network for prediction obstructive
sleep apnea using biomedical sensor measurements. Neural Computing and Applications
34(11):8933-8957 DOI 10.1007/s00521-022-06919-w.

De Falco I, De Pietro G, Della Cioppa A, Sannino G, Scafuri U, Tarantino E. 2019. Evolution-
based configuration optimization of a deep neural network for the classification of obstructive
sleep apnea episodes. Future Generation Computer Systems 98(7553):377-391
DOI 10.1016/j.future.2019.01.049.

Dhruba AR, Alam KN, Khan MS, Bourouis S, Khan MM. 2021. Development of an IOT-based
sleep apnea monitoring system for Healthcare Applications. Computational and Mathematical
Methods in Medicine 2021(1):1-16 DOI 10.1155/2021/7152576.

Drager LF, McEvoy RD, Barbe F, Lorenzi-Filho G, Redline S. 2017. Sleep apnea and
cardiovascular disease. Circulation 136(19):1840-1850 DOI 10.1161/circulationaha.117.029400.

Dutta R, Delaney G, Toson B, Jordan AS, White DP, Wellman A, Eckert DJ. 2021. A novel
model to estimate key obstructive sleep apnea endotypes from standard polysomnography and
clinical data and their contribution to obstructive sleep apnea severity. Annals of the American
Thoracic Society 18(4):656-667 DOI 10.1513/annalsats.202001-0640c.

Erdenebayar U, Kim YJ, Park J-U, Joo EY, Lee K-J. 2019. Deep learning approaches for automatic
detection of sleep apnea events from an electrocardiogram. Computer Methods and Programs in
Biomedicine 180:105001 DOI 10.1016/j.cmpb.2019.105001.

Faber J, Faber C, Faber AP. 2019. Obstructive sleep apnea in adults. Dental Press Journal of
Orthodontics 24(3):99-109 DOI 10.1590/2177-6709.24.3.099-109.sar.

Floras JS. 2018. Sleep apnea and cardiovascular disease. Circulation Research 122(12):1741-1764
DOI 10.1161/circresaha.118.310783.

Gauld C, Lopez R, Philip P, Taillard J, Morin CM, Geoffroy PA, Micoulaud-Franchi J-A. 2022.
A systematic review of sleep-wake disorder diagnostic criteria reliability studies. Biomedicines
10(7):1616 DOI 10.3390/biomedicines10071616.

Gold MS, Amdo T, Hasaneen N, Gold AR. 2016. Somatic arousal and sleepiness/fatigue among
patients with sleep-disordered breathing. Sleep and Breathing 20(2):749-758
DOI 10.1007/s11325-015-1294-8.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 26/30


http://dx.doi.org/10.3390/s21041491
http://dx.doi.org/10.1016/S2213-2600(19)30198-5
http://dx.doi.org/10.1164/ajrccm.163.3.9911064
http://dx.doi.org/10.3390/s20154157
http://dx.doi.org/10.3115/v1/w14-4012
http://dx.doi.org/10.1007/s00521-022-06919-w
http://dx.doi.org/10.1016/j.future.2019.01.049
http://dx.doi.org/10.1155/2021/7152576
http://dx.doi.org/10.1161/circulationaha.117.029400
http://dx.doi.org/10.1513/annalsats.202001-064oc
http://dx.doi.org/10.1016/j.cmpb.2019.105001
http://dx.doi.org/10.1590/2177-6709.24.3.099-109.sar
http://dx.doi.org/10.1161/circresaha.118.310783
http://dx.doi.org/10.3390/biomedicines10071616
http://dx.doi.org/10.1007/s11325-015-1294-8
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

Gutierrez-Tobal GC, Alvarez D, Crespo A, del Campo F, Hornero R. 2019. Evaluation of
machine-learning approaches to estimate sleep apnea severity from at-home oximetry
recordings. IEEE Journal of Biomedical and Health Informatics 23(2):882-892
DOI 10.1109/jbhi.2018.2823384.

Hamnvik S. 2021. Deep learning to detect obstructive sleep apnea events from breathing.
University of Oslo, Master Thesis. Available at https://www.duo.uio.no/bitstream/handle/10852/
87156/15/Apnea_Detection_Master_Thesis_Sondre_Hamnvik.pdyf.

Hassan AR, Haque MA. 2017. An expert system for automated identification of obstructive sleep
apnea from single-lead ECG using random under sampling boosting. Neurocomputing
235(12):122-130 DOI 10.1016/j.neucom.2016.12.062.

Hedman M, Rojas A, Arora A, Ola D. 2021. Developing and comparing machine learning models
to detect sleep apnoea using single-lead electrocardiogram (ECG) monitoring. MedRxiv
DOI 10.1101/2021.04.19.21255733.

Heise D, Yi R, Despins L. 2021. Unobtrusively detecting apnea and hypopnea events via a
hydraulic bed sensor. In: 2021 IEEE International Symposium on Medical Measurements and
Applications (MeMeA) DOI 10.1109/memea52024.2021.9478677.

Hilmisson H, Lange N, Duntley SP. 2018. Sleep apnea detection: accuracy of using automated
ECG analysis compared to manually scored polysomnography (apnea hypopnea index). Sleep
and Breathing 23(1):125-133 DOI 10.1007/s11325-018-1672-0.

Hochreiter S, Schmidhuber J. 1997. Long short-term memory. Neural Computation 9(8):1735-
1780 DOI 10.1162/neco.1997.9.8.1735.

Huang W-C, Lee P-L, Liu Y-T, Chiang AA, Lai F. 2020. Support Vector Machine Prediction of
obstructive sleep apnea in a large-scale Chinese clinical sample. Sleep 43(7):325
DOI 10.1093/sleep/zsz295.

Ivanko K, Ivanushkina N, Rykhalska A. 2020. Identifying episodes of sleep apnea in ECG by
Machine Learning Methods. In: 2020 IEEE 40th International Conference on Electronics and
Nanotechnology (ELNANO) DOI 10.1109/elnano50318.2020.9088749.

Iwasaki A, Nakayama C, Fujiwara K, Sumi Y, Matsuo M, Kano M, Kadotani H. 2021. Screening
of sleep apnea based on heart rate variability and long short-term memory. Sleep and Breathing
25(4):1821-1829 DOI 10.1007/s11325-020-02249-0.

Javaheri S, Barbe F, Campos-Rodriguez F, Dempsey JA, Khayat R, Javaheri S, Malhotra A,
Martinez-Garcia MA, Mehra R, Pack Al Polotsky VY, Redline S, Somers VK. 2017. Sleep
apnea. Journal of the American College of Cardiology 69(7):841-858
DOI 10.1016/j.jacc.2016.11.069.

Kumar AR, Guilleminault C, Certal V, Li D, Capasso R, Camacho M. 2014. Nasopharyngeal
airway stenting devices for obstructive sleep apnoea: a systematic review and meta-analysis. The
Journal of Laryngology & Otology 129(1):2-10 DOI 10.1017/s0022215114003119.

Lazazzera R, Deviaene M, Varon C, Buyse B, Testelmans D, Laguna P, Gil E, Carrault G. 2021.
Detection and classification of sleep apnea and hypopnea using PPG and SPOS$_2$ signals. IEEE
Transactions on Biomedical Engineering 68(5):1496-1506 DOI 10.1109/TBME.2020.3028041.

Lee JJ, Sundar KM. 2021. Evaluation and management of adults with obstructive sleep apnea
syndrome. Lung 199(2):87-101 DOI 10.1007/s00408-021-00426-w.

Li Z,LiY, Zhao G, Zhang X, Xu W, Han D. 2021. A model for obstructive sleep apnea detection
using a multi-layer feed-forward neural network based on electrocardiogram, pulse oxygen
saturation, and body mass index. Sleep and Breathing 25(4):2065-2072
DOI 10.1007/s11325-021-02302-6.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 27/30


http://dx.doi.org/10.1109/jbhi.2018.2823384
https://www.duo.uio.no/bitstream/handle/10852/87156/15/Apnea_Detection_Master_Thesis_Sondre_Hamnvik.pdf
https://www.duo.uio.no/bitstream/handle/10852/87156/15/Apnea_Detection_Master_Thesis_Sondre_Hamnvik.pdf
http://dx.doi.org/10.1016/j.neucom.2016.12.062
http://dx.doi.org/10.1101/2021.04.19.21255733
http://dx.doi.org/10.1109/memea52024.2021.9478677
http://dx.doi.org/10.1007/s11325-018-1672-0
http://dx.doi.org/10.1162/neco.1997.9.8.1735
http://dx.doi.org/10.1093/sleep/zsz295
http://dx.doi.org/10.1109/elnano50318.2020.9088749
http://dx.doi.org/10.1007/s11325-020-02249-0
http://dx.doi.org/10.1016/j.jacc.2016.11.069
http://dx.doi.org/10.1017/s0022215114003119
http://dx.doi.org/10.1109/TBME.2020.3028041
http://dx.doi.org/10.1007/s00408-021-00426-w
http://dx.doi.org/10.1007/s11325-021-02302-6
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

Li K, Pan W, Li Y, Jiang Q, Liu G. 2018. A method to detect sleep apnea based on deep neural
network and hidden Markov model using single-lead ECG signal. Neurocomputing 294(2):94-
101 DOI 10.1016/j.neucom.2018.03.011.

Lin X, Cheng H, Lu Y, Luo H, Li H, Qian Y, Zhou L, Zhang L, Wang M. 2022. Contactless sleep
apnea detection in snoring signals using hybrid deep neural networks targeted for embedded
hardware platform with real-time applications. Biomedical Signal Processing and Control
77(8):103765 DOI 10.1016/j.bspc.2022.103765.

Linz D, McEvoy RD, Cowie MR, Somers VK, Nattel S, Lévy P, Kalman JM, Sanders P. 2018.
Associations of obstructive sleep apnea with atrial fibrillation and continuous positive airway
pressure treatment. JAMA Cardiology 3(6):532 DOI 10.1001/jamacardio.2018.0095.

Malhotra A, Ayappa I, Ayas N, Collop N, Kirsch D, Mcardle N, Mehra R, Pack Al, Punjabi N,
White DP, Gottlieb DJ. 2021. Metrics of sleep apnea severity: beyond the apnea-hypopnea
index. Sleep 44(7):736 DOI 10.1093/sleep/zsab030.

Mencar C, Gallo C, Mantero M, Tarsia P, Carpagnano GE, Foschino Barbaro MP, Lacedonia D.
2019. Application of machine learning to predict obstructive sleep apnea syndrome severity.
Health Informatics Journal 26(1):298-317 DOI 10.1177/1460458218824725.

Mendonca F, Mostafa SS, Ravelo-Garcia AG, Morgado-Dias F, Penzel T. 2019. A review of
obstructive sleep apnea detection approaches. IEEE Journal of Biomedical and Health
Informatics. 23(2):825-837 DOI 10.1109/jbhi.2018.2823265.

Nassi TE, Ganglberger W, Sun H, Bucklin AA, Biswal S, van Putten MJ, Thomas R], Westover
MB. 2022. Automated scoring of respiratory events in sleep with a single effort belt and Deep
Neural Networks. IEEE Transactions on Biomedical Engineering 69(6):2094-2104
DOI 10.1109/TBME.2021.3136753.

Papini GB. 2022. Using pure. Eindhoven University of Technology. (n.d.). Retrieved February 17,
2023. Available at https://www.tue.nl/en/our-university/library/library-for-researchers-and-phds/
scientific-publishing/research-output-registration-and-uploading/using-pure/.

Patil S, Ayappa I, Caples S, Kimoff RJ, Patel S, Harrod C. 2019. 0520 treatment of adult
obstructive sleep apnea with positive airway pressure: an American Academy of Sleep Medicine
Clinical Practice guideline. Sleep 42(Supplement_1):A208 DOI 10.1093/sleep/zsz067.518.

Ramachandran A, Karuppiah A. 2021. A survey on recent advances in machine learning based
sleep apnea detection systems. Healthcare 9(7):914 DOI 10.3390/healthcare9070914.

Rodrigues JF, Pepin J-L, Goeuriot L, Amer-Yahia S. 2020. An extensive investigation of machine
learning techniques for sleep apnea screening. In: Proceedings of the 29th ACM International
Conference on Information & Knowledge Management DOI 10.1145/3340531.3412686.

Schutte-Rodin S, Deak MC, Khosla S, Goldstein CA, Yurcheshen M, Chiang A, Gault D, Kern J,
O’Hearn D, Ryals S, Verma N, Kirsch DB, Baron K, Holfinger S, Miller J, Patel R, Bhargava
S, Ramar K. 2021. Evaluating consumer and clinical sleep technologies: an American Academy
of Sleep Medicine update. Journal of Clinical Sleep Medicine 17(11):2275-2282
DOI 10.5664/jcsm.9580.

Selim B, Ramar K. 2020. Sleep-related breathing disorders: when CPAP is not enough.
Neurotherapeutics 18(1):81-90 DOI 10.1007/s13311-020-00955-x.

Sharan RV, Berkovsky S, Xiong H, Coiera E. 2021. End-to-end sleep apnea detection using single-
lead ECG signal and 1-D residual neural networks. Journal of Medical and Biological Engineering
41(5):758-766 DOI 10.1007/s40846-021-00646-8.

Sharma H, Sharma KK. 2016. An algorithm for sleep apnea detection from single-lead ECG using
Hermite basis functions. Computers in Biology and Medicine 77(5):116-124
DOI 10.1016/j.compbiomed.2016.08.012.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 28/30


http://dx.doi.org/10.1016/j.neucom.2018.03.011
http://dx.doi.org/10.1016/j.bspc.2022.103765
http://dx.doi.org/10.1001/jamacardio.2018.0095
http://dx.doi.org/10.1093/sleep/zsab030
http://dx.doi.org/10.1177/1460458218824725
http://dx.doi.org/10.1109/jbhi.2018.2823265
http://dx.doi.org/10.1109/TBME.2021.3136753
https://www.tue.nl/en/our-university/library/library-for-researchers-and-phds/scientific-publishing/research-output-registration-and-uploading/using-pure/
https://www.tue.nl/en/our-university/library/library-for-researchers-and-phds/scientific-publishing/research-output-registration-and-uploading/using-pure/
http://dx.doi.org/10.1093/sleep/zsz067.518
http://dx.doi.org/10.3390/healthcare9070914
http://dx.doi.org/10.1145/3340531.3412686
http://dx.doi.org/10.5664/jcsm.9580
http://dx.doi.org/10.1007/s13311-020-00955-x
http://dx.doi.org/10.1007/s40846-021-00646-8
http://dx.doi.org/10.1016/j.compbiomed.2016.08.012
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

Shen Q, Qin H, Wei K, Liu G. 2021. Multiscale deep neural network for obstructive sleep apnea
detection using RR interval from single-lead ECG Signal. IEEE Transactions on Instrumentation
and Measurement 70:1-13 DOI 10.1109/tim.2021.3062414.

Sherstinsky A. 2020. Fundamentals of recurrent neural network (RNN) and long short-term
memory (LSTM) network. Physica D: Nonlinear Phenomena 404(8):132306
DOI 10.1016/j.physd.2019.132306.

Sheta A, Turabieh H, Thaher T, Too J, Mafarja M, Hossain MS, Surani SR. 2021. Diagnosis of
obstructive sleep apnea from ECG signals using machine learning and deep learning classifiers.
Applied Sciences 11(14):6622 DOI 10.3390/app11146622.

Song C, Liu K, Zhang X, Chen L, Xian X. 2016. An obstructive sleep apnea detection approach
using a discriminative hidden Markov model from ECG Signals. IEEE Transactions on
Biomedical Engineering 63(7):1532-1542 DOI 10.1109/tbme.2015.2498199.

Stretch R, Ryden A, Fung CH, Martires J, Liu S, Balasubramanian V, Saedi B, Hwang D, Martin
JL, Della Penna N, Zeidler MR. 2019. Predicting nondiagnostic home sleep apnea tests using
machine learning. Journal of Clinical Sleep Medicine 15(11):1599-1608 DOI 10.5664/jcsm.8020.

Supratak A, Dong H, Wu C, Guo Y. 2017. DeepSleepNet: a model for automatic sleep stage
scoring based on Raw single-channel EEG. IEEE Transactions on Neural Systems and
Rehabilitation Engineering 25(11):1998-2008 DOI 10.1109/tnsre.2017.2721116.

Surrel G, Aminifar A, Rincon F, Murali S, Atienza D. 2018. Online obstructive sleep apnea
detection on medical wearable sensors. IEEE Transactions on Biomedical Circuits and Systems
12(4):762-773 DOI 10.1109/tbcas.2018.2824659.

Taranto-Montemurro L, Messineo L, Sands SA, Azarbarzin A, Marques M, Edwards BA, Eckert
DJ, White DP, Wellman A. 2019. The combination of atomoxetine and Oxybutynin greatly
reduces obstructive sleep apnea severity. A randomized, placebo-controlled, double-blind
crossover trial. American Journal of Respiratory and Critical Care Medicine 199(10):1267-1276
DOI 10.1164/rccm.201808-14930c.

Urtnasan E, Park J-U, Joo EY, Lee KJ. 2020. Identification of sleep apnea severity based on deep
learning from a short-term normal ECG. Journal of Korean Medical Science 35(47):475
DOI 10.3346/jkms.2020.35.e399.

Varon C, Caicedo A, Testelmans D, Buyse B, Van Huffel S. 2015. A novel algorithm for the
automatic detection of sleep apnea from single-lead ECG. IEEE Transactions on Biomedical
Engineering 62(9):2269-2278 DOI 10.1109/tbme.2015.2422378.

Wang T, Lu C, Shen G, Hong F. 2019. Sleep apnea detection from a single-lead ECG signal with
automatic feature-extraction through a modified LeNet-5 convolutional neural network. Peer] 7:
e7731 DOI 10.7717/peerj.7731.

Wang Y, Xiao Z, Fang S, Li W, Wang J, Zhao X. 2022. BI—directional long short-term memory
for automatic detection of sleep apnea events based on single channel EEG signal. Computers in
Biology and Medicine 142(6):105211 DOI 10.1016/j.compbiomed.2022.105211.

Wang Y, Yang T, Ji S, Wang X, Wang H, Wang J, Zhao X. 2021. A robust sleep apnea-hypopnea
syndrome automated detection method based on fuzzy entropy using single lead-EEG signals.
Research Square 1-16 DOI 10.21203/rs.3.rs-558448/v1.

WuY, Jia Y, Ning X, Xu Z, Rosen D. 2022. Detection of pediatric obstructive sleep apnea using a
multilayer perceptron model based on single-channel Oxygen Saturation or clinical features.
Methods 204(8):361-367 DOI 10.1016/j.ymeth.2022.04.017.

Yang Q, Zou L, Wei K, Liu G. 2022. Obstructive sleep apnea detection from single-lead
electrocardiogram signals using one-dimensional squeeze-and-excitation residual group

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 29/30


http://dx.doi.org/10.1109/tim.2021.3062414
http://dx.doi.org/10.1016/j.physd.2019.132306
http://dx.doi.org/10.3390/app11146622
http://dx.doi.org/10.1109/tbme.2015.2498199
http://dx.doi.org/10.5664/jcsm.8020
http://dx.doi.org/10.1109/tnsre.2017.2721116
http://dx.doi.org/10.1109/tbcas.2018.2824659
http://dx.doi.org/10.1164/rccm.201808-1493oc
http://dx.doi.org/10.3346/jkms.2020.35.e399
http://dx.doi.org/10.1109/tbme.2015.2422378
http://dx.doi.org/10.7717/peerj.7731
http://dx.doi.org/10.1016/j.compbiomed.2022.105211
http://dx.doi.org/10.21203/rs.3.rs-558448/v1
http://dx.doi.org/10.1016/j.ymeth.2022.04.017
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

PeerJ Computer Science

network. Computers in Biology and Medicine 140(15):105124
DOI 10.1016/j.compbiomed.2021.105124.

Yao Q, Wang R, Fan X, Liu J, Li Y. 2020. Multi-class arrhythmia detection from 12-lead varied-
length ECG using attention-based time-incremental convolutional neural network. Information
Fusion 53(6):174-182 DOI 10.1016/j.inffus.2019.06.024.

Yeghiazarians Y, Jneid H, Tietjens JR, Redline S, Brown DL, El-Sherif N, Mehra R, Bozkurt B,
Ndumele CE, Somers VK. 2021. Obstructive sleep apnea and cardiovascular disease: a scientific
statement from the American Heart Association. Circulation 144(3):1080
DOI 10.1161/cir.0000000000000988.

Zhang C, Yu W, Li Y, Sun H, Zhang Y, De Vos M. 2022. CMS2-Net: semi-supervised sleep
staging for diverse obstructive sleep apnea severity. IEEE Journal of Biomedical and Health
Informatics 26(7):3447-3457 DOI 10.1109/jbhi.2022.3156585.

Arslan (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1554 30/30


http://dx.doi.org/10.1016/j.compbiomed.2021.105124
http://dx.doi.org/10.1016/j.inffus.2019.06.024
http://dx.doi.org/10.1161/cir.0000000000000988
http://dx.doi.org/10.1109/jbhi.2022.3156585
http://dx.doi.org/10.7717/peerj-cs.1554
https://peerj.com/computer-science/

	Sleep disorder and apnea events detection framework with high performance using two-tier learning model design
	Introduction
	Related works
	Methodology
	Obtained results
	Discussion
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


