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ABSTRACT
Text classification is an important and classic application in natural language
processing (NLP). Recent studies have shown that graph neural networks (GNNs)
are effective in tasks with rich structural relationships and serve as effective
transductive learning approaches. Text representation learning methods based on
large-scale pretraining can learn implicit but rich semantic information from text.
However, few studies have comprehensively utilized the contextual semantic and
structural information for Chinese text classification. Moreover, the existing GNN
methods for text classification did not consider the applicability of their graph
construction methods to long or short texts. In this work, we propose Chinese-
BERTology-wwm-GCN, a framework that combines Chinese bidirectional encoder
representations from transformers (BERT) series models with whole word masking
(Chinese-BERTology-wwm) and the graph convolutional network (GCN) for
Chinese text classification. When building text graph, we use documents and words
as nodes to construct a heterogeneous graph for the entire corpus. Specifically, we use
the term frequency-inverse document frequency (TF-IDF) to construct the word-
document edge weights. For long text corpora, we propose an improved pointwise
mutual information (PMI�) measure for words according to their word co-
occurrence distances to represent the weights of word-word edges. For short text
corpora, the co-occurrence information between words is often limited. Therefore,
we utilize cosine similarity to represent the word-word edge weights. During the
training stage, we effectively combine the cross-entropy and hinge losses and use
them to jointly train Chinese-BERTology-wwm and GCN. Experiments show that
our proposed framework significantly outperforms the baselines on three Chinese
benchmark datasets and achieves good performance even with few labeled training
sets.

Subjects Artificial Intelligence, Computational Linguistics, Data Mining and Machine Learning,
Natural Language and Speech, Text Mining
Keywords Chinese text classification, GCN, Chinese-BRRTology-wwm, Pointwise mutual
information, Loss function, Transductive learning

INTRODUCTION
Text classification is a fundamental task in natural language processing (NLP) and has
been widely used in information retrieval, spam detection, sentiment analysis and other
fields (Wang, 2010; Cambria et al., 2013; Ullah, Khan & Nawi, 2022).

Text representation is an indispensable intermediate step for text classification.
Traditional methods represent text with handcrafted features, such as bag-of-words
(Mccallum & Nigam, 1998) and N-grams (Lin & Hovy, 2003), and then adopt machine
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learning algorithms for text classification. However, these methods do not consider
contextual information. With the introduction of distributed word vector representations,
neural network-based methods have substantially improved the performance of text
classification by encoding text semantics. These methods use word2vec, global vectors
(GloVe) (da Costa, Oliveira & Fileto, 2023), etc., to represent text as the semantic
information of words and then adopt deep learning models such as convolutional neural
networks (CNNs) (Kim, 2014; Zhai et al., 2023) and recurrent neural networks (RNNs)
(Mousa & Schuller, 2017; Liu & Song, 2022) for text classification. CNNs and RNNs
prioritize locality and sequentiality; therefore, they can effectively capture semantic and
syntactic information in locally consecutive word sequences but may ignore global word
co-occurrence in corpora with nonconsecutive and long-distance semantics.

Transductive learning (Vapnik, 1998) is a text classification method that uses both
labeled and unlabeled examples during the training process. GNNs serve as effective
approaches for transductive learning. Several studies have used GNNs for text
classification, such as TextGCN (Yao, Mao & Luo, 2019), BertGCN (Lin et al., 2021) and
HGAT (Yang et al., 2021). In these works, the relations between documents and words are
modeled by finding the underlying graph structure information in text data to construct
graphs. For example, the nodes in a graph represent textual units, such as documents and
words, and the edges are constructed based on the co-occurrence relations between the
graph nodes. The application of GNNs can transform text classification problems into
graph or graph node classification problems. GNNs are effective in tasks with rich
relational structures and can preserve global graph structure information.

Based on the above analysis, the existing text classification methods have some
limitations with respect to text feature extraction. First, some methods (Mousa & Schuller,
2017; Liu & Song, 2022) use RNNs and long short-term memory (LSTM) to process
serialized data, ignoring the global structure information contained in the given text.
Second, TextGCN (Yao, Mao & Luo, 2019) effectively obtains text structure information
but ignores contextual semantic information. BertGCN (Lin et al., 2021) combines text
structure information and semantic information. However, the above works all addressed
English text classification issues, and their applications in Chinese text classification need
to be discussed and verified. Moreover, none of these studies considered the applicability of
their graph construction methods to long or short texts, nor did they take into account the
distance between co-occurring words when calculating PMI. Incorporating such factors
would enable better information propagation between nodes, thus enhancing the accuracy
of text classification.

Inspired by the TextGCN (Yao, Mao & Luo, 2019) and BertGCN (Lin et al., 2021) for
English text classification, we use documents and words as nodes to construct a
heterogeneous graph for the entire corpus and propose Chinese-BERTology-wwm-GCN, a
framework that combines the advantages of both large-scale pretraining and transductive
learning for Chinese text classification. However, different from the above work, our
contributions are as follows.

(1) We focus on the problem of Chinese text classification and use Chinese-BERTology-
wwm to obtain the text representation, which is pretrained based on whole word masking.
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Furthermore, we apply Chinese-BERTology-wwm to fine-tune the downstream tasks. By
jointly training the Chinese-BERTology-wwm and GCN modules for Chinese text
classification, the proposed framework can leverage the advantages of both components.

(2) When building text graphs, we use different word-word edge weights for long and
short text corpora respectively.

For long text corpora, we propose an improved pointwise mutual information (PMI�)
measure for words to represent the edge weights between words. The number of co-
occurrences is influenced by the length of the sliding window, and words that are closer
together tend to have stronger relationships. In order to calculate the PMI of words more
accurately, we consider the distances between co-occurring words when calculating their
co-occurrences.

For short text corpora, the co-occurrence information between words is often limited
due to the small number of words in each document. Therefore, we use Chinese-
BERTology-wwm to obtain the representation of words and use cosine similarity to
represent the word-word edge weights. This can enrich the graph-structured relationships
of short texts and enhance the propagation of information between nodes.

(3) During the training stage, we integrate the cross-entropy and hinge losses for the
joint training of Chinese-BERTology-wwm and GCN. The cross-entropy loss has a higher
learning rate, as it indicates the distance between the predicted and actual probability
distributions of classes. However, it only depends on the logarithm of the probability that
the model predicts the correct class. On the other hand, the hinge loss function demands
not only correct classification but also that the loss will be 0 when the certainty is
sufficiently high. Therefore, the hinge loss function imposes stronger constraints on the
model and requires a higher level of learning. In this study, we take full advantage of the
cross-entropy and hinge losses and effectively integrate them for the joint training of
Chinese-BERTology-wwm and GCN.

For the Chinese text classification task, we conduct extensive empirical studies to
examine the performance of our proposed framework and the baselines on some Chinese
benchmark datasets with careful analyses. The experimental results show that our
proposed framework can leverage the advantages of both Chinese-BERTology-wwm and
GCN modules by jointly training them and achieves good performance even with few
labeled training sets. Furthermore, improving the construction of text graph and
integrating the two loss functions into the training process of Chinese-BERTology-wwm-
GCN can further improve its performance in Chinese text classification.

RELATED WORK
Chinese text classification
English words are separated by spaces, and words are the smallest language units that can
be used independently. Compared with English words, Chinese words are composed of
one or more characters, and there is no clear definition between words in the Chinese
language. Therefore, words are the basic semantic units, and word segmentation is the
basic link of traditional Chinese NLP, which has an important impact on the subsequent
text classification accuracy (Huang & Zhao, 2007). Chinese text classification methods
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include machine learning methods, deep learning methods, GNNs methods and large-
scale pretrained models.

Machine learning-based methods
Traditional machine learning methods adopt handcrafted features such as bag-of-words
(Mccallum & Nigam, 1998), N-grams (Lin & Hovy, 2003) and TF-IDF (Zhang, Yoshida &
Tang, 2009) features as inputs and utilize machine learning algorithms such as support
vector machines (SVM) (Joachims, 1998), logistic regression (Genkin, Lewis & Madigan,
2007) and naive Bayes (NB) classifiers (Mccallum & Nigam, 1998) for classification
purposes. However, these methods usually rely heavily on complex feature engineering and
ignore the word order and semantic information contained in the text, which are
important for understanding text semantics. In addition, feature engineering is performed
manually. Therefore, these methods have difficulty processing large-scale data, and they
cannot solve the highly sparse feature vector problem.

Deep learning-based methods
Recently, incorporating external knowledge into deep learning to expand text information
has become a hot research topic in NLP tasks. Deep learning-based methods usually use
word2vec and GloVe (da Costa, Oliveira & Fileto, 2023) to represent text, which can
capture the semantic information of words, and use CNNs (Kim, 2014; Zhai et al., 2023),
RNNs (Mousa & Schuller, 2017; Liu & Song, 2022) and other deep neural networks (Zhao
et al., 2018) for text classification. Compared with machine learning methods, the text
feature extraction of deep learning is integrated into the model training process and can
effectively encode word orders and semantic information. Deep learning-based methods
have substantially improved the performance of text classification.

The representative methods are TextCNN (Kim, 2014), TextRNN (Liu, Qiu & Huang,
2016), LSTM (Mousa & Schuller, 2017) and the gated recurrent unit (GRU) (Chung et al.,
2014). CNNs and RNNs prioritize locality and sequentiality but may ignore global word
co-occurrences in corpora with nonconsecutive and long-distance semantics. Recently,
some other deep learning-based methods have been proposed, such as capsule networks
(Wang et al., 2022), attention mechanisms (Chen et al., 2022; Huang et al., 2023) and
GNNs (Kipf & Welling, 2016; Veličković et al., 2017; Cao & Kipf, 2018).

GNN-based methods
Due to the ubiquity of graph structures, research on extending deep learning to graph
structures has received increasing attention. As a representative method that combines
deep learning with graph data, the emergence of GCN has led to a large class of methods
that apply neural network technology to graph data learning tasks, and GNNs have
emerged for appropriate tasks (Wu et al., 2020). GNNs are a class of connectivity models
that capture the dependencies between graph nodes through information transfer between
them. Representative GNNs include GCNs, graph attention networks, graph autoencoding
networks, graph generation networks, and graph spatiotemporal networks (Kipf &
Welling, 2016; Veličković et al., 2017; Cao & Kipf, 2018). Recent studies (Yao, Mao & Luo,
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2019; Lin et al., 2021) have shown that GNNs are effective in tasks with rich structural
relationships and can preserve global graph structure information. GNNs serve as effective
approaches for transductive learning, which jointly learns representations for both training
data and unlabeled test data by propagating label influence through graph edges.
Therefore, unlabeled samples also contribute to the representation learning process,
enabling strong classification performance even with few labeled documents.

The object of NLP is usually text. Although there are no obvious graph data in text, rich
graph structures are hidden in text. The popularity of GNNs has inspired many researches
projects in the field of text classification, such as TextGCN (Yao, Mao & Luo, 2019),
BertGCN (Lin et al., 2021) and BEGNN (Yang & Cui, 2021), which have demonstrated
their effectiveness over traditional statistical feature-based methods.

GCN extracts features from graph data by defining convolutions in a non-Euclidean
space. However, the computational complexity of obtaining explicit eigenvalues through
matrix eigendecomposition is relatively high. Kipf & Welling (2016) and Defferrard,
Bresson & Vandergheynst (2016) used Chebyshev polynomials to fit the convolution kernel
and solved the computational complexity problem by parameterizing the convolution
kernel. Yao, Mao & Luo (2019) applied GCN to text classification tasks for the first time
and proposed TextGCN, which represents documents and words as nodes and constructs a
heterogeneous graph over the dataset. TextGCN (Yao, Mao & Luo, 2019) effectively
captures the structural information of text, but to some extent, it neglects the semantic and
contextual information of text. To solve these problems, some scholars have made
improvements by introducing text semantics, syntax and context information (Liu et al.,
2020; Yang et al., 2021; Lin et al., 2021). Liu et al. (2020) proposed TensorGCN, which
builds text graphs based on semantics, syntax and sequences and effectively integrates
heterogeneous information from multiple graphs through intragraph and intergraph
propagation strategies. Yang et al. (2021) proposed HGAT, which introduces external
semantic information such as entities and topics and learns the relationships between them
to alleviate the problem of sparse features in short text. Lin et al. (2021) proposed
BertGCN, which follows the text graph of TextGCN and uses the BERT model to represent
document nodes. Compared with TextGCN, BertGCN achieves better classification
results. However, none of these studies considered the applicability of their graph
construction methods to long or short texts.

The above studies are based on the whole corpus to build text graph. When the corpus is
large, it consumes considerable computer memory. Therefore, some studies constructed
text graphs based on single documents, thus transforming text classification tasks into
graph classification tasks (Huang et al., 2019; Yang & Cui, 2021). Huang et al. (2019)
proposed a new GNN-based model that builds graphs for each input text with global
parameter sharing instead of a single graph for the whole corpus. Yang & Cui (2021)
proposed BEGNN, which builds text graphs based on single documents. It uses GNN to
extract text features and BERT to extract semantic features, and combines these two types
of features at different granularity levels to obtain a more effective representation.
TextFCG (Wang et al., 2023) constructs a single graph for all words in each text, labels the
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edges by fusing the various contextual relations, and uses GNN and GRU for text
classification.

Large-scale pretrained language model-based methods
More recently, the successful proposal of large-scale pretrained models stimulated great
interest in applying large-scale pretrained frameworks to text classification (Devlin et al.,
2018). As the most representative model, BERT (Devlin et al., 2018) is built on top of the
transformer architecture and is pretrained on a large-scale unlabeled text corpus in the
manner of a masked language model and next-sentence prediction. BERT completes tasks
such as text classification, reading comprehension, and sequence annotation by
performing pretraining and fine-tuning. Researchers have made great and rapid progress
in optimizing BERT-series models (BERTology) based on the original BERT model, such
as ERNIE, RoBERTa and ALBERT (Sun et al., 2019; Liu et al., 2019; Lan et al., 2019).

Although various pretrained language models have been released, most of them are
based on the English language, and few efforts have been focused on building powerful
pretrained language models in other languages. As Chinese and English are among the
most widely spoken languages in the world, in the Chinese BERT-based model officially
released by Google, Chinese text is segmented according to the granularity of characters,
and subwords represent independent Chinese characters. However, traditional Chinese
NLP tasks are mostly word-based problems. Recently, Cui et al. (2021) proposed the whole
word masking (wwm) strategy for Chinese BERT-series models, where all characters
within a Chinese word are masked altogether.

As large-scale pretrained language models, BERT-series models can learn implicit but
rich context semantic information from language at scale, and they have the potential to
benefit transductive learning. Few studies have made full use of contextual, semantic, and
structural information for Chinese text classification. Existing GNNmethods (Yao, Mao &
Luo, 2019; Liu et al., 2020) all concern English text classification tasks, and their
applications in Chinese text classification tasks need to be discussed and verified.
Moreover, none of these studies considered the applicability of their graph construction
methods to long or short texts, nor did they consider the distances between words when
calculating PMI. Incorporating such factors would enable better information propagation
between nodes, thus enhancing the accuracy of text classification.

In this study, we make full use of the semantic and structural information of text to
propose a Chinese text classification framework that combines Chinese-BERTology-wwm
and GCN and improve the construction of text graph for both long and short text corpora.

METHODS
In this section, we present the proposed architecture based on Chinese-BERTology-wwm
(Devlin et al., 2018; Cui et al., 2021) and GCN (Kipf & Welling, 2016). The architecture of
Chinese-BERTology-wwm-GCN includes Chinese-BERTology-wwm and GCN modules,
as shown in Fig. 1. Among them, the input text graph is visualized by extracting partial
data from the Toutiao-S dataset.
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Chinese-BERTology-wwm-GCN
GCN (Kipf & Welling, 2016) is a multilayer neural network that operates directly on a
graph and induces embedding vectors for nodes based on the properties of their
neighborhoods. Therefore, we must first construct the text graph before using GCN for
text classification. Formally, consider a graph G ¼ V ;Eð Þ, where V and E are sets of nodes
and edges, respectively. Every node is assumed to be connected to itself. A heterogeneous
graph containing word nodes and document nodes is constructed based on the relations
between words and documents. Unlike TextGCN (Yao, Mao & Luo, 2019) and BertGCN
(Lin et al., 2021), we use different word-word edge weights for long and short text corpora
respectively. For long text corpora, we propose an improved pointwise mutual information
(PMI�) measure for words according to their word co-occurrence distances to represent
the weights of word-word edges. For short text corpora, the co-occurrence information
between words is often limited due to the small number of words in each document.
Therefore, we use Chinese-BERTology-wwm to obtain the representation of words and use
cosine similarity to represent the word-word edge weights. This can enrich the graph-
structured relationships of short texts and enhance the propagation of information
between nodes. We introduce an adjacency matrix A of G, and the connections between
words or documents are defined as:

Aij ¼

PMI� i; jð Þ; i; j are words;PMI� i; jð Þ. 0; long text corpus
Cosine Similarity i; jð Þ; i; j are words;Cosine Similarity i; jð Þ.C; short text corpus
TF � IDFij; i is document; j is word
1; i ¼ j
0; otherwise

8>>>><
>>>>:

(1)

Figure 1 The architecture of Chinese-BERTology-wwm-GCN includes Chinese-BERTology-wwm and GCN modules.
Full-size DOI: 10.7717/peerj-cs.1544/fig-1
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The diagonal elements of A are set to 1 because of self-loops.
Let the input of the GCN model be X, a matrix containing all nodes with their features.

In TextGCN (Yao, Mao & Luo, 2019), an identity matrix X ¼ Indocþnword is used as the initial
node feature, where ndoc represents the number of document nodes and nword represents
the number of word nodes. In BertGCN (Lin et al., 2021), BERT-series models are used to
obtain document embeddings, and the embeddings are used as input representations for
the document nodes. The document node embeddings are denoted as Xdoc 2 Rndoc�d ,
where d represents the embedding dimensionality. Due to the particularity of Chinese text,
words are the smallest language units that are used independently in Chinese characters,
and words can better express the basic information contained in Chinese texts. Therefore,
in this work, we adopt Chinese-BERTology-wwm, which is based on whole word masking,
to obtain the initial representations of documents and use these representations as the
GCN inputs. The initial node feature matrix is derived from the following formula:

X ¼ Xdoc

0

� �
ndocþnwordð Þ�d

(2)

After building the text graph, X is fed into the GCNmodel, which iteratively propagates
the information between the training and test samples. GCN captures the high-order
neighborhood information of the nodes through multilayer graph convolution, and the
i-th layer of the GCN is defined as:

L ið Þ ¼ r ~AL i�1ð Þ W ið Þ
� �

(3)

where L i�1ð Þ is the i� 1ð Þ-th layer of the GCN, r �ð Þ is the activation function,
~A ¼ D�1

2AD�1
2 is the normalized adjacency matrix, D is the degree matrix of G, and

W ið Þ 2 Rdi�1�di is the weight matrix of the i-th layer.
We choose ELU() as the activation function, which converges faster than the ReLU()

function, and its definition is shown in Eq. (4).

r xð Þ ¼ x; x. 0
a ex � 1ð Þ; otherwise

�
(4)

In our preliminary experiment, we found that a two-layer GCN performed better than a
one-layer GCN, while more layers did not yield improved performance. This is similar to
the results of TextGCN (Yao, Mao & Luo, 2019). L 0ð Þ ¼ X is the input feature matrix of the
model. The output of the two-layer GCN is the final representation of the document node,
which is then sent to the softmax layer for classification. The output is shown in Eq. (5).

fGCN ¼ softmax ~Ar ~AXW 0ð Þ
� �

W 1ð Þ
� �

(5)

A fully connected output layer is added after Chinese-BERTology-wwm, and X is sent as
the input of the softmax layer for classification. The classification output representation of
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Chinese-BERTology-wwm is shown in Eq. (6), where W is the weight of the fully
connected layer.

fBERT ¼ softmax WXð Þ (6)

In this work, we use the Chinese-BERTology-wwm classification function to assist the
GCN with text classification. Chinese-BERTology-wwm and the two-layer GCNmodel are
jointly trained to obtain the final classification results.

f ¼ mfGCN þ 1�mð ÞfBERT (7)

where 0 � m � 1. m ¼ 1 represents that the GCN is used for training and prediction;
m ¼ 0 indicates that the Chinese-BERTology-wwm is used for training and prediction;
and 0 < m < 1 indicates that the GCN and Chinese-BERTology-wwm modules are used
for joint training and prediction.

Improved PMI of words
To calculate the PMI of words, we define a sliding window and use window size to
represent the length of the sliding window. When the document length is less than
window size, the window size value is updated to the document length. Num is the total
number of sliding windows in a corpus, and Num ið Þ is the number of sliding windows in a
corpus that contain word i. In TextGCN (Yao, Mao & Luo, 2019) and BertGCN (Lin et al.,
2021), p i; jð Þ ¼ Num i; jð Þ=Num, and Num i; jð Þ is the number of sliding windows that
contain both word i and j. This method does not take into account the distance between
co-occurring words. It treats all pairs of words that appear within a sliding window equally
and increments the co-occurrence count by one for each pair. However, the number of co-
occurrences is influenced by the length of the sliding window, and words that are closer
together tend to have stronger relationships. In order to calculate the PMI of words more
accurately, we consider the distances between co-occurring words when calculating their
co-occurrences. The specific calculation formulas are shown in Eqs. (8)–(11). Dt i; jð Þ is the
distance between word i and word j at the t-th co-occurrence, and
0 � Dt i; jð Þ � window t � 1. window t is the length of the window in which word i and
word j co-occur at the t-th time. Specifically, the improved PMI of words (PMI�) is defined
as:

PMI� i; jð Þ ¼ log
p i; jð Þ
p ið Þp jð Þ (8)

p ið Þ ¼ Num ið Þ
Num

(9)

p i; jð Þ ¼ Num� i; jð Þ
Num

(10)

Num� i; jð Þ ¼
X
t

1� Dt i; jð Þ
window t

(11)
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Loss function integration
When addressing with classification problems, the cross-entropy loss is a commonly used
loss function and is defined as:

LCE ¼ � 1
N

XN
n¼1

XK
k¼1

y kð Þ
n logŷ kð Þ

n ¼ � 1
N

XN
n¼1

logŷ cð Þ
n (12)

The number of documents in a corpus is represented by N , which is the sample size, and

K is the number of sample categories. y kð Þ
n represents the actual output result of the n-th

sample from the k-th class, the correct class output is 1, and the other class output is 0. ŷ kð Þ
n

represents the probability that the model predicts the n-th sample to belong to the k-th
class. ŷ cð Þ

n represents the probability that the model predicts that the n-th sample belongs to
the correct class c. Therefore, the cross-entropy loss only depends on the logarithm of the
probability predicted by the model for the correct class.

For multiclass classification tasks, the hinge loss function can also be used as the loss
function when constructing the objective function, and its definition is as follows:

LMM ¼ 1
N

XN
n¼1

XK
k¼1

max 0;margin� ŷ cð Þ
n þ ŷ kð Þ

n

� �p
(13)

In Eq. (13), the value of p is 1 or 2. In this article, the default value of p is 1, and the
default value of margin is 1.

From the definition of the hinge loss function, it can be seen that the hinge loss function
requires accurate classification and sets the loss value to 0 when the certainty is sufficiently
high. Due to this condition, the hinge loss function has higher learning requirements than
other loss functions. In contrast, the cross-entropy loss function belongs to the negative
log-likelihood family of losses. The gradient of the loss function is large when the model
error is high, and learning is faster; conversely, the gradient is small when the model error
is low, and learning is slower. Therefore, the cross-entropy loss has a higher learning rate,
but it depends only on the logarithm of the probability that the model predicts the correct
class.

In this work, we combine the cross-entropy loss function and the hinge loss function
and use the loss on the labeled document nodes to jointly optimize the parameters of the
Chinese-BERTology-wwm and GCNmodules. When training the model, the loss function
is defined as:

L� ¼ �LCE þ 1� �ð ÞLMM (14)

where 0 � � � 1.

EXPERIMENTAL DETAILS
We perform extensive experiments to verify the effect of the proposed Chinese text
classification framework and conduct ablation experiments to demonstrate the role of each
module.
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Baseline models
In this article, TextGCN (Yao, Mao & Luo, 2019), Chinese-BERT-wwm (Cui et al., 2021),
Chinese-RoBERTa-wwm (Cui et al., 2021), BERT (Devlin et al., 2018) and RoBERTa (Liu
et al., 2019) are used as baseline models for comparative experiments.

For the BERTology models (BERT, RoBERTa, Chinese-BERT-wwm and Chinese-
RoBERTa-wwm), we use the output feature of the (CLS) token as the document
embedding, followed by a feedforward layer to derive the final prediction. For the
pretraining tasks in BERT and RoBERTa, Chinese text is segmented according to the
granularity of characters, and subwords represent independent Chinese characters.
Chinese-BERT-wwm and Chinese-RoBERTa-wwm use the whole word masking strategy
for pretraining.

For TextGCN-Word, we follow the TextGCN protocols (Yao, Mao & Luo, 2019) to
preprocess the data. We construct a heterogeneous graph with words and documents as
nodes for the dataset and use Chinese-BERT-wwm for document embedding. The weights
of edges between nodes are defined to be the same as those in TextGCN (Yao, Mao & Luo,
2019). GCN is used as the classifier.

For TextGCN-Character, we construct a heterogeneous graph with characters and
documents as nodes for the dataset and use BERT-base to obtain document embeddings.
The weights of edges between nodes are defined in the same way as those of TextGCN
(Yao, Mao & Luo, 2019). GCN is used as the classifier.

Evaluation indices
The accuracy (ACC), macroaveraged precision (P), macroaveraged recall (R), and
macroaveraged F1 (F1) metrics are used as evaluation indices in this experiment. In
particular, a weighted macroaveraging strategy is used for the iFlytek dataset because of its
class imbalance. For binary and multiclass data, weighted recall is equivalent to accuracy.

Datasets
We conduct experiments on three widely used Chinese benchmark corpora, including
ChnSentiCorp (Cui et al., 2021), Toutiao-S and iFlytek (Xu et al., 2020). The statistics of
the preprocessed datasets are summarized in Table 1.

The ChnSentiCorp dataset was collected by Songbo Tan from the Chinese sentiment
mining hotel review corpus of Ctrip, and it contains four subsets. In this article, three
subsets of the balanced corpus, including online shopping reviews of hotels, laptops, and

Table 1 Summary statistics of datasets: the number of training sets, validation sets and test sets of three kinds of datasets, the number of
categories, the average length, the number of nodes and the number of edges of each dataset.

Dataset Num of samples
Training/Validation/Test/Vocabulary

Num of categories Average length Num of nodes Num of edges (million)
PMI* of words

IFLYTEK 12,133/2,599/0/250,862 119 120 265,594 26.096

ChnSentiCorp 9,600/1,200/1,200/58,932 2 109 70,932 6.126

Toutiao-S 15,000/2,500/2,500/36,246 5 25 56,246 1.761

Xu et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1544 11/23

http://dx.doi.org/10.7717/peerj-cs.1544
https://peerj.com/computer-science/


books, are selected and divided into two types of texts: texts with positive and negative
sentiments.

The Toutiao dataset comes from the Chinese news headline classification corpus of the
Toutiao client and contains a total of 380,000 pieces of data divided into 15 categories. The
Toutiao-S dataset, which is a subset of Toutiao, contains news headlines in five categories:
culture, finance, education, international news, and games. The text is relatively short, and
each category contains 4,000 pieces of data.

The iFlytek dataset was derived from the open source corpus of iFlytek. It is long text
annotation data about APP application descriptions and includes 119 types of application
topics related to daily life. The accuracy rate in the experiment was calculated only on the
validation set, since the test set of iFlytek does not contain category labels.

Parameter settings
The experimental hardware configuration is as follows. The graphics card is an RTX 3090
with 24 GB of video memory. The CPU is an AMD EPYC 7601 with 64 GB of memory.
The development language is Python 3.9, the development platform is PyTorch 1.10.1, and
the development tool is PyCharm. Due to differences in text length, number of categories,
dataset size, and limited hardware conditions for different datasets, different parameter
values are set for each dataset. The specific settings are shown in Table 2.

In our preliminary experiment, we jointly train Chinese-BERT-wwm and GCN with
different layers on the ChnSentiCorp validation and test datasets, and the results are shown
in Fig. 2. We find that a two-layer GCN performs better than a one-layer GCN, while
adding more layers does not yield improved performance. This is similar to the TextGCN
results (Yao, Mao & Luo, 2019). From a spatial perspective, a one-layer GCN is equivalent
to aggregating first-order neighbor node information, while multilayer stacking is
equivalent to continuously increasing the aggregation radius. When the number of GCN
layers reaches a certain depth, a node in the graph may aggregate the information of the
whole graph. This situation leads to overfitting for the node classification task, and the
classification effect declines instead. Increasing the number of GCN layers also increases
the time complexity of the model. Therefore, the GCN used in our experiment is a two-
layer GCN model.

We tune the learning rates and initialize them to 2e−5 for the GCNmodule and 2e−6 for
the fine-tuned BERTology-series module. We tune the other parameters and set the
dropout rate as 0.5. For BERTology models, the number of epochs is controlled to 10, while
that for the other models is 100. The remaining variables are set to their default values.

Table 2 Parameter settings.

Dataset MaxLen Window size Batch size

ChnSentiCorp 256 20 32

Toutiao-S 128 20 64

iFlytek 256 30 32
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The parameter C in Eq. (1) controls whether to add edges between words on short text
corpora. Only when the cosine similarity between two words is greater than C, we add an
edge between them and use cosine similarity to represent the edge weight. We calculate the
cosine similarity between words in the vocabulary of Toutiao-S and found that the median
is about 0.8, and the upper 1/4 quartile is about 0.85. When C ¼ 0:85, the classification
accuracy and training speed are both good. Therefore, C in Eq. (1) is set to 0.85 in our
experiments on Toutiao-S.

The parameter m in Eq. (7) controls the tradeoff between training GCN and Chinese-
BERT-wwm. To explore the optimal value of m, we set different m values for conducting
experiments on the ChnSentiCorp validation and test datasets. For each m value, we
conduct three experiments and report the mean accuracy. The left side of Fig. 3 shows the

Figure 2 Performance comparison of GCNmodels with different layers on ChnSentiCorp.We run all
models three times and report the mean result on validation and test sets.

Full-size DOI: 10.7717/peerj-cs.1544/fig-2

Figure 3 Accuracy of Chinese-BERT-wwm-GCN when varying parameters m and λ on
ChnSentiCorp. Full-size DOI: 10.7717/peerj-cs.1544/fig-3
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accuracy achieved by Chinese-BERT-wwm-GCN with different m values. On
ChnSentiCorp, as m gradually increases, the accuracy first increases and then decreases.
When m is 0.5, Chinese-BERT-wwm-GCN attains its best performance, performing
slightly better than using only Chinese-BERT-wwm (m ¼ 0) or GCN (m ¼ 1) for
prediction. This shows that Chinese-BERT-wwm-GCN can make full use of the
advantages of large-scale pretrained language models and graph-based methods. The
optimal value ofm can be different for different tasks. For the convenience of comparison,
m in Eq. (7) is uniformly set to 0.5 in our experiments.

The parameter � in Eq. (14) controls the proportions of the cross-entropy and hinge
losses. To explore the optimal value of �, we set different � values for experiments
conducted on the ChnSentiCorp validation and test datasets whenm ¼ 0:5. For each value
of �, we conduct three experiments and report the mean accuracy. The right side of Fig. 3
shows the accuracy of Chinese-BERT-wwm-GCN obtained with different � parameters.
On ChnSentiCorp, as � increases, that is, as the proportion of the cross-entropy loss
increases, the accuracy exhibits obvious fluctuations. The cross-entropy loss only depends
on the logarithm of the probability that the model predicts the correct class, but it has a
high learning rate. However, the hinge loss not only needs to be classified correctly but also
requires that the loss be 0 when the distance between the incorrectly classified category and
the correctly classified category is sufficiently large. Therefore, the hinge loss function has
higher requirements for model learning. Our experiments show that combining two loss
functions for model training yields better performance than using only the cross-entropy
loss (� = 1) or the hinge loss (� = 0), and when � ¼ 0:7, Chinese-BERT-wwm-GCN attains
its best performance. Therefore, λ in Eq. (14) is set to 0.7 in our experiments.

EXPERIMENTAL RESULTS AND DISCUSSION
We conduct experiments and comparative analyses from three aspects: comparative
experiments, ablation experiments and experiments regarding the effect of the labeled data
size. Among them, Chinese-BERTology-wwm-GCN represents the original model formed
by jointly training the Chinese-BERTology-wwm and GCN modules for Chinese text
classification. For Chinese-BERTology-wwm-GCN, we construct a heterogeneous graph
with words and documents as nodes for the dataset and use Chinese-BERTology-wwm for
text embedding. The weights of edges between nodes are defined in the same manner as
those in TextGCN (Yao, Mao & Luo, 2019). The loss function is the cross-entropy loss.
Chinese-BERTology-wwm-GCN-L introduces the strategy of fusing the cross-entropy and
hinge losses based on Chinese-BERTology-wwm-GCN. Chinese-BERTology-wwm-GCN-
P introduces the PMI� of words based on Chinese-BERTology-wwm-GCN. Chinese-
BERTology-wwm-GCN-S uses cosine similarity to represent the edge weights between
words based on Chinese-BERTology-wwm-GCN. Chinese-BERTology-wwm-GCN-LP
introduces both the PMI� of words and the strategy of fusing the cross-entropy and hinge
losses based on Chinese-BERTology-wwm-GCN. Chinese-BERTology-wwm-GCN-LS
introduces both the cosine similarity of words and the strategy of fusing the cross-entropy
and hinge losses based on Chinese-BERTology-wwm-GCN.
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Comparative experiment
Each model is run three times on the ChnSentiCorp, Toutiao-S and iFlytek datasets, and
the average ACC, P, R, and F1 values of the three runs are taken as the final results for each
dataset. The experimental results are shown in Figs. 4–6. The following can be observed
from the experimental results.

Figure 4 Performance comparison with baselines on ChnSentiCorp.We run all models three times and report the mean result on validation and
test sets. Full-size DOI: 10.7717/peerj-cs.1544/fig-4
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(1) Compared with the baseline models, our models (Chinese-BERTology-wwm-GCN-
LP, Chinese-BERTology-wwm-GCN-LS) achieve the best results in terms of ACC, P, R,
and F1 on the three datasets. This indicates the effectiveness of our proposed framework in
Chinese text classification tasks.

(2) BERTology (BERT, RoBERTa, Chinese-BERT-wwm and Chinese-RoBERTa-wwm)
models generally perform slightly better than TextGCN models (TextGCN-Word and
TextGCN-Character), which is due to the great merits brought by large-scale pretraining.

(3) Compared with TextGCN-Character, the performance boost from TextGCN-Word
is significant on the three datasets. Among the BERTology models, Chinese-BERT-wwm
and Chinese-RoBERTa-wwm perform slightly better than BERT and RoBERTa,
respectively. These results indicate that using words as the smallest granularity level is
more effective than using Chinese characters in Chinese text classification tasks.

Ablation experiment
The results of the module ablation experiment are shown in Tables 3–5. From the above
experimental results, we can draw the following conclusions.

(1) For the ChnSentiCorp and iFlytek datasets, although the contributions of PMI� and
integrating the two loss functions to the overall model are not exactly the same, removing
either module will result in performance decrease. This indicates that introducing these
two modules for long text corpora is indeed useful and they complement each other in
terms of functionality.

Figure 5 Performance comparison with baselines on iFlytek. We run all models three times and report the mean result on validation sets.
Full-size DOI: 10.7717/peerj-cs.1544/fig-5
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(2) For the Toutiao-S dataset, removing any module leads to varying degrees of
degradation in classification performance. Among them, the edge weights between words
represented by PMI� have a slight impact on model performance, while the weights
between words represented by cosine similarity can significantly improve the performance
of Chinese short text classification.

Figure 6 Performance comparison with baselines on Toutiao-S.We run all models three times and report the mean result on validation and test
sets. Full-size DOI: 10.7717/peerj-cs.1544/fig-6
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From Table 1 we can see that ChnSentiCorp and iFlytek are both long text datasets
containing a large number of word nodes. Text graphs are typically constructed based on
the co-occurrence relations between words and documents, with long documents giving
rise to a greater number of co-occurring nodes. Thus, the text graphs constructed from
long texts usually have more edges than that constructed from short texts. This indicates
that longer documents contain more abundant graph structural information. Although
there are no direct edges between documents, the two-layer GCN allows information to
propagate between documents through intermediate word nodes, which facilitates the
propagation of information on the graph.

Toutiao-S is a short text dataset. Typically, short text datasets contain a relatively small
number of words, and their co-occurrence relations are sparser. PMI� between words is
calculated based on their co-occurrence relations. Therefore, when using PMI� to represent
edge weights between words, the number of edges in the text graph is relatively small,
which limits the propagation of information between nodes. GCN usually achieves better

Table 3 Ablation experiment results on Chnsenticorp.

Dataset (Chnsenticorp) Validation Test

Evaluation index (%) Acc P R F1 Acc P R F1

Chinese-BERT-wwm-GCN 94.97 95.04 94.95 94.97 95.50 95.57 95.53 95.50

Chinese-BERT-wwm-GCN-L 95.33 95.42 95.31 95.33 95.75 95.75 95.75 95.75

Chinese-BERT-wwm-GCN-P 95.25 95.26 95.24 95.25 95.83 95.84 95.83 95.83

Chinese-BERT-wwm-GCN-LP 95.42 95.47 95.40 95.41 96.25 96.25 96.25 96.25

Chinese-RoBERTa-wwm-GCN 95.14 95.14 95.14 95.14 95.22 95.24 95.22 95.22

Chinese-RoBERTa-wwm-GCN-L 95.33 95.35 95.33 95.33 95.64 95.65 95.65 95.64

Chinese-RoBERTa-wwm-GCN-P 95.25 95.26 95.25 95.25 95.86 95.87 95.86 95.86

Chinese-RoBERTa-wwm-GCN-LP 95.58 95.58 95.59 95.58 96.42 96.42 96.41 96.42

Note:
Remove one or twomodules from our model to verify the effect of eachmodule. We run all models three times and report
the mean result on validation and test sets.

Table 4 Ablation experiment results on iFlytek.

Dataset (iFlytek) Validation

Evaluation index (%) Acc P R F1

Chinese-BERT-wwm-GCN 60.50 59.21 60.50 59.90

Chinese-BERT-wwm-GCN-L 60.79 60.21 60.79 60.50

Chinese-BERT-wwm-GCN-P 60.91 59.83 60.91 60.37

Chinese-BERT-wwm-GCN-LP 61.95 60.27 61.95 61.01

Chinese-RoBERTa-wwm-GCN 60.79 59.19 60.79 59.98

Chinese-RoBERTa-wwm-GCN-L 61.13 60.37 61.13 60.75

Chinese-RoBERTa-wwm-GCN-P 61.09 60.30 61.09 60.69

Chinese-RoBERTa-wwm-GCN-LP 61.25 61.58 61.25 61.41

Note:
Remove one or twomodules from our model to verify the effect of eachmodule. We run all models three times and report
the mean result on validation and test sets.
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performance in tasks with richer structural relationships, which are more conducive to
transductive learning. When using cosine similarity to represent the weight of edges
between words, we no longer rely on their co-occurrence relations in the corpus. Although
we only build edges between words with cosine similarity greater than 0.85 on the
Toutiao-S dataset, this still further enriches the structural information of the text graph. As
a result, Chinese-BERTology-wwm-GCN-E significantly improves the classification
accuracy on the Toutiao-S dataset. Moreover, it complements the loss function module
and further enhances the classification performance on Chinese short text.

Effect of the labeled data size
To evaluate the effect of the size of the labeled data, we conduct tests with different training
data proportions. We use the proportional sampling method to respectively extract 1%,
5%, and 10% of the data from the ChnSentiCorp training set. We perform each experiment
three times and report the average accuracy attained on the test and validation sets. From
the results in Fig. 7, we can see that Chinese-BERT-wwm-GCN-LP performs well on the
training set with a limited number of labels. Compared with Chinese-BERT-wwm, the
accuracy of Chinese-BERT-wwm-GCN-LP is significantly higher when using only 1% of
the training set. As the training data quantity increases, the gap between the two methods
gradually decreases.

GCN can perform well with a low label rate because heterogeneous text graphs with
words and documents as nodes preserve global node relationship information, and GCN
can effectively propagate document label information to the whole graph. This further
verifies the advantages of our proposed method in classification tasks with low label rates.

Table 5 Ablation experiment results on Toutiao-S.

Dataset (Toutiao-S) Validation Test

Evaluation index (%) Acc P R F1 Acc P R F1

Chinese-BERT-wwm-GCN 93.89 93.91 93.89 93.89 93.37 93.39 93.37 93.38

Chinese-BERT-wwm-GCN-L 93.97 93.99 93.97 93.97 93.67 93.74 93.67 93.69

Chinese-BERT-wwm-GCN-P 93.97 94.02 93.97 93.98 93.71 93.77 93.71 93.72

Chinese-BERT-wwm-GCN-S 94.30 94.40 94.30 94.34 94.04 94.06 94.04 94.04

Chinese-BERT-wwm-GCN-LP 94.48 94.48 94.48 94.48 94.14 94.15 94.14 94.14

Chinese-BERT-wwm-GCN-LS 94.68 94.69 94.68 94.68 94.44 94.49 94.44 94.45

Chinese-RoBERTa-wwm-GCN 93.84 93.86 93.84 93.84 93.61 93.68 93.61 93.62

Chinese-RoBERTa-wwm-GCN-L 94.16 94.20 94.16 94.16 93.99 94.02 93.99 93.99

Chinese-RoBERTa-wwm-GCN-P 94.24 94.25 94.24 94.24 94.12 94.12 94.12 94.12

Chinese- RoBERTa-wwm-GCN-S 94.50 94.52 94.50 94.50 94.40 94.44 94.40 94.41

Chinese- RoBERTa-wwm-GCN-LP 94.68 94.66 94.68 94.68 94.50 94.54 94.50 94.51

Chinese- RoBERTa-wwm-GCN-LS 94.89 94.89 94.86 94.87 94.76 94.76 94.76 94.76

Note:
Remove one or twomodules from our model to verify the effect of eachmodule. We run all models three times and report
the mean result on validation and test sets.
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CONCLUSIONS AND FUTURE DIRECTIONS
In this study, we take full advantage of large-scale pretraining and transductive learning
and propose a Chinese text classification framework termed Chinese-BERTology-wwm-
GCN. We build heterogeneous graphs incorporating words and documents nodes and
assign different word-word edge weights for the long and short text corpora, respectively.
We conduct extensive empirical studies and results analyses on three Chinese benchmark
datasets through comparative experiments, ablation experiments and labeled data size
experiments. Our experimental results demonstrate that utilizing the PMI� measure for
words can lead to improved performance in Chinese long text classification tasks, while
utilizing the cosine similarity measure for words can enrich the graph structure
information of short text, thereby improving the performance of Chinese short text
classification tasks. Furthermore, applying a fusion of cross-entropy and hinge losses into
the Chinese-BERTology-wwm-GCN training process can further improve the
performance of Chinese text classification. We expect to enhance the Chinese text
classification by introducing glyph and pinyin information in future works.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by the Tianjin Social Science Foundation of China (Youth
Program) (No. TJTJQN19-001). The funders had no role in study design, data collection
and analysis, decision to publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Tianjin Social Science Foundation of China: TJTJQN19-001.

Figure 7 Accuracy on ChnSentiCorp by varying training data proportions.
Full-size DOI: 10.7717/peerj-cs.1544/fig-7

Xu et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1544 20/23

http://dx.doi.org/10.7717/peerj-cs.1544/fig-7
http://dx.doi.org/10.7717/peerj-cs.1544
https://peerj.com/computer-science/


Competing Interests
The authors declare that they have no competing interests.

Author Contributions
� Xue Xu conceived and designed the experiments, performed the experiments, analyzed
the data, performed the computation work, authored or reviewed drafts of the article,
and approved the final draft.

� Yu Chang performed the experiments, analyzed the data, performed the computation
work, prepared figures and/or tables, authored or reviewed drafts of the article, and
approved the final draft.

� Jianye An conceived and designed the experiments, authored or reviewed drafts of the
article, and approved the final draft.

� Yongqiang Du conceived and designed the experiments, authored or reviewed drafts of
the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The data and code are available in the Supplemental Files.
The ChnSentiCorp dataset is also available at GitHub: https://github.com/ymcui/

Chinese-BERT-wwm/tree/master/data/chnsenticorp.
The Toutiao-S and IFLYTEK datasets are also available at GitHub: https://github.com/

CLUEbenchmark/CLUE.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.1544#supplemental-information.

REFERENCES
Cambria E, Schuller B, Xia Y, Havasi C. 2013. New avenues in opinion mining and sentiment

analysis. IEEE Intelligent Systems 28(2):15–21 DOI 10.1109/MIS.2013.30.

Cao ND, Kipf T. 2018. MolGAN: an implicit generative model for small molecular graphs. ArXiv
preprint DOI 10.48550/arXiv.1805.11973.

Chen L-C, Qin J, LuW-D, Pan L-H, Zhang R. 2022. Short text classification method based on self-
attention mechanism. Computer Engineering and Design 43(3):728–734
DOI 10.16208/j.issn1000-7024.2022.03.018.

Chung J, Gulcehre C, Cho K-H, Bengio Y. 2014. Empirical evaluation of gated recurrent neural
networks on sequence modeling. ArXiv preprint DOI 10.48550/arXiv.1412.3555.

Cui Y, Che W, Liu T, Qin B, Yang Z. 2021. Pre-training with whole word masking for Chinese
BERT. In: IEEE/ACM Transactions on Audio, Speech, and Language Processing. Piscataway:
IEEE, 3504–3514 DOI 10.1109/TASLP.2021.3124365.

da Costa L-S, Oliveira I-L, Fileto R. 2023. Text classification using embeddings: a survey.
Knowledge and Information Systems 65(7):1–43 DOI 10.1007/s10115-023-01856-z.

Defferrard M, Bresson X, Vandergheynst P. 2016. Convolutional neural networks on graphs with
fast localized spectral filtering. In: Advances in Neural Information Processing Systems. 29
DOI 10.48550/arXiv.1606.09375.

Xu et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1544 21/23

http://dx.doi.org/10.7717/peerj-cs.1544#supplemental-information
https://github.com/ymcui/Chinese-BERT-wwm/tree/master/data/chnsenticorp
https://github.com/ymcui/Chinese-BERT-wwm/tree/master/data/chnsenticorp
https://github.com/CLUEbenchmark/CLUE
https://github.com/CLUEbenchmark/CLUE
http://dx.doi.org/10.7717/peerj-cs.1544#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.1544#supplemental-information
http://dx.doi.org/10.1109/MIS.2013.30
http://dx.doi.org/10.48550/arXiv.1805.11973
http://dx.doi.org/10.16208/j.issn1000-7024.2022.03.018
http://dx.doi.org/10.48550/arXiv.1412.3555
http://dx.doi.org/10.1109/TASLP.2021.3124365
http://dx.doi.org/10.1007/s10115-023-01856-z
http://dx.doi.org/10.48550/arXiv.1606.09375
http://dx.doi.org/10.7717/peerj-cs.1544
https://peerj.com/computer-science/


Devlin J, Chang M-W, Lee K, Toutanova K. 2018. BERT: pre-training of deep bidirectional
transformers for language understanding. ArXiv preprint DOI 10.48550/arXiv.1810.04805.

Genkin A, Lewis DD, Madigan L. 2007. Large-scale Bayesian logistic regression for text
categorization. Technometrics 49(3):291–304 DOI 10.1198/004017007000000245.

Huang Y, Dai X, Yu J, Huang Z. 2023. SA-SGRU: combining improved self-attention and skip-
GRU for text classification. Applied Sciences 13(3):1296 DOI 10.3390/app13031296.

Huang L, Ma D, Li S, Zhang X, Wang H. 2019. Text level graph neural network for text
classification. ArXiv preprint DOI 10.48550/arXiv.1910.02356.

Huang C, Zhao H. 2007. Ten years review of Chinese word segmentation. Chinese Journal of
Information 21(3):8–19 DOI 10.3969/j.issn.1003-0077.2007.03.002.

Joachims T. 1998. Text categorization with support vector machines: learning with many relevant
features. In: Conference on Machine Learning. Berlin, Heidelberg, 137–142
DOI 10.1007/BFb0026683.

Kim Y. 2014. Convolutional neural networks for sentence classification. In: EMNLP. Doha, Qatar:
Association for Computational Linguistics, 1746–1751 DOI 10.48550/arXiv.1408.5882.

Kipf TN, Welling M. 2016. Semi-supervised classification with graph convolutional networks.
ArXiv preprint DOI 10.48550/arXiv.1609.02907.

Lan Z, ChenM, Goodman S, Gimpel K, Sharma P, Soricut R. 2019.ALBERT: a lite BERT for self-
supervised learning of language representations. ArXiv preprint
DOI 10.48550/arXiv.1909.11942.

Lin C-Y, Hovy E. 2003. Automatic evaluation of summaries using N-gram co-occurrence statistics.
In: Conference of the North American Chapter of the Association for Computational Linguistics
on Human Language Technology. New York: ACM, 291–304 DOI 10.3115/1073445.1073465.

Lin Y, Meng Y, Sun X, Han Q, Kuang K, Li J, Wu F. 2021. BertGCN: transductive text
classification by combining GCN and BERT. ArXiv preprint DOI 10.48550/arXiv.2105.05727.

Liu Y, Ott M, Goyal N, Du J, Joshi M, Chen D, Stoyanov V. 2019. RoBERTa: A robustly
optimized BERT pretraining approach. ArXiv preprint DOI 10.48550/arXiv.1907.11692.

Liu P, Qiu X, Huang X. 2016. Recurrent neural network for text classification with multi-task
learning. ArXiv preprint DOI 10.48550/arXiv.1605.05101.

Liu J-W, Song Z-Y. 2022. A survey of research on recurrent neural networks. Control and Decision
37(11):2753–2768 DOI 10.13195/j.kzyjc.2021.1241.

Liu X, You X, Zhang X, Wu J, Lv P. 2020. Tensor graph convolutional networks for text
classification. Proceedings of the AAAI Conference on Artificial Intelligence 34(5):8409–8416
DOI 10.1609/aaai.v34i05.6359.

Mccallum A, Nigam K. 1998. A comparison of event models for Naive Bayes text classification. In:
AAAI-98 Workshop on Learning for text Categorization. 41–48.

Mousa A, Schuller B. 2017. Contextual bidirectional long short-term memory recurrent neural
network language models: a generative approach to sentiment analysis. In: European Chapter of
the Association for Computational Linguistics. Valencia, Spain: Association for Computational
Linguistics, 1023–1032.

Sun Y, Wang S, Li Y, Feng S, Chen X, Zhang H, Wu H. 2019. Ernie: enhanced representation
through knowledge integration. ArXiv preprint DOI 10.48550/arXiv.1904.09223.

Ullah A, Khan S-N, Nawi N-M. 2022. Review on sentiment analysis for text classification
techniques from 2010 to 2021. Multimedia Tools and Applications 82:1–57
DOI 10.1007/s11042-022-14112-3.

Vapnik VN. 1998. Statistical learning theory. New York: Wiley-Interscience.

Xu et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1544 22/23

http://dx.doi.org/10.48550/arXiv.1810.04805
http://dx.doi.org/10.1198/004017007000000245
http://dx.doi.org/10.3390/app13031296
http://dx.doi.org/10.48550/arXiv.1910.02356
http://dx.doi.org/10.3969/j.issn.1003-0077.2007.03.002
http://dx.doi.org/10.1007/BFb0026683
http://dx.doi.org/10.48550/arXiv.1408.5882
http://dx.doi.org/10.48550/arXiv.1609.02907
http://dx.doi.org/10.48550/arXiv.1909.11942
http://dx.doi.org/10.3115/1073445.1073465
http://dx.doi.org/10.48550/arXiv.2105.05727
http://dx.doi.org/10.48550/arXiv.1907.11692
http://dx.doi.org/10.48550/arXiv.1605.05101
http://dx.doi.org/10.13195/j.kzyjc.2021.1241
http://dx.doi.org/10.1609/aaai.v34i05.6359
http://dx.doi.org/10.48550/arXiv.1904.09223
http://dx.doi.org/10.1007/s11042-022-14112-3
http://dx.doi.org/10.7717/peerj-cs.1544
https://peerj.com/computer-science/


Veličković P, Cucurull G, Casanova A, Romero A, Lio P, Bengio Y. 2017. Graph attention
networks. ArXiv preprint DOI 10.48550/arXiv.1710.10903.

Wang A-H. 2010. Don’t follow me-spam detection in Twitter. In: SECRYPT 2010-Proceedings of
the International Conference on Security and Cryptography. Athens, Greece, 1–10.

Wang C-F, Ju S-G, Sun J-P, Chen R. 2022. Capsule network with multi-scale feature attention for
text classification. Journal of Chinese Information Processing 36(1):65–74
DOI 10.3969/j.issn.1003-0077.2022.01.008.

Wang Y-Z, Wang C-X, Zhan J-Y, Ma W-J, Jiang Y-C. 2023. Text FCG: fusing contextual
information via graph learning for text classification. Expert Systems with Applications
219:119658 DOI 10.1016/j.eswa.2023.119658.

Wu Z, Pan S, Chen F, Long G, Zhang C, Philip S-Y. 2020. A comprehensive survey on graph
neural networks. IEEE Transactions on Neural Networks and Learning Systems 32(1):4–24
DOI 10.1109/TNNLS.2020.2978386.

Xu L, Hu H, Zhang X, Li L, Cao C, Li Y, Lan Z. 2020. CLUE: a Chinese language understanding
evaluation benchmark. ArXiv preprint DOI 10.48550/arXiv.2004.05986.

Yang Y, Cui X. 2021. BERT-enhanced text graph neural network for classification. Entropy
23(11):1536 DOI 10.3390/e23111536.

Yang T, Hu L, Shi C, Ji H, Li X, Nie L. 2021. HGAT: heterogeneous graph attention networks for
semi-supervised short textclassification. ACM Transactions on Information Systems 39(3):1–29
DOI 10.1145/3450352.

Yao L, Mao C, Luo Y. 2019.Graph convolutional networks for text classification. Proceedings of the
AAAI Conference on Artificial Intelligence 33(1):7370–7377 DOI 10.1609/aaai.v33i01.33017370.

Zhai Z-L, Zhang X, Fang F-F, Yao L-Y. 2023. Text classification of Chinese news based on multi-
scale CNN and LSTM hybrid model. Multimedia Tools and Applications 82(14):1–14
DOI 10.1007/s11042-023-14450-w.

Zhang W, Yoshida T, Tang X. 2009. TFIDF, LSI and multi-word in information retrieval and text
categorization. In: IEEE International Conference on Systems. Piscataway: IEEE, 108–113
DOI 10.1109/ICSMC.2008.4811259.

Zhao W, Ye J, Yang M, Lei Z, Zhang S, Zhao Z. 2018. Investigating capsule networks with
dynamic routing for text classification. In: Conference on Empirical Methods in Natural
Language Processing. Brussels, Belgium, 3110–3119 DOI 10.48550/arXiv.1804.00538.

Xu et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1544 23/23

http://dx.doi.org/10.48550/arXiv.1710.10903
http://dx.doi.org/10.3969/j.issn.1003-0077.2022.01.008
http://dx.doi.org/10.1016/j.eswa.2023.119658
http://dx.doi.org/10.1109/TNNLS.2020.2978386
http://dx.doi.org/10.48550/arXiv.2004.05986
http://dx.doi.org/10.3390/e23111536
http://dx.doi.org/10.1145/3450352
http://dx.doi.org/10.1609/aaai.v33i01.33017370
http://dx.doi.org/10.1007/s11042-023-14450-w
http://dx.doi.org/10.1109/ICSMC.2008.4811259
http://dx.doi.org/10.48550/arXiv.1804.00538
http://dx.doi.org/10.7717/peerj-cs.1544
https://peerj.com/computer-science/

	Chinese text classification by combining Chinese-BERTology-wwm and GCN
	Introduction
	Related work
	Methods
	Experimental details
	Experimental results and discussion
	Conclusions and future directions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


