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ABSTRACT

The development of the new liberal arts field places emphasis on the integration of
disciplines such as humanities, engineering, medicine, and agriculture. It specifically
highlights the incorporation of new technologies into the education and training of
liberal arts majors like economics, law, literature, history, and philosophy. However,
when dealing with complex talent data, shallow machine learning algorithms may
not provide sufficiently accurate evaluations of the relationship between input and
output. To address this challenge, this article introduces a comprehensive evaluation
model for applied talents based on an improved Deep Belief Network (DBN). In this
model, the GAAHS algorithm iteratively generates optimal values that are utilized as
connection weights and biases for the restricted Boltzmann machines (RBM) in the
pre-training stage of the DBN. This approach ensures that the weights and biases
have favorable initial values. Moreover, the paper constructs a quality evaluation
index system for creative talents, which consists of four components: knowledge
level, innovation practice ability, adaptability to the environment, and psychological
quality. The training results demonstrate that the optimized DBN exhibits improved
convergence speed and precision, thereby achieving higher accuracy in the
classification of applied talent evaluations.

Subjects Algorithms and Analysis of Algorithms, Computer Education, Data Mining and Machine
Learning, Social Computing
Keywords New liberal arts applied talents, Evaluation system, GAAHS, DBN

INTRODUCTION

Artificial intelligence technology has many utilizations in the field of personnel training,
especially mining information from data itself, depending on the data processing ability of
artificial intelligence technology. An artificial neural network (ANN) has a self-learning
ability. It does not need to determine the weight of each index, which avoids the problem
that the index weight is greatly affected by subjective factors. It can achieve a highly
nonlinear mapping from input to output, so it is widely used. Traditional clustering
algorithms can be divided into segmentation clustering, density clustering, and
propagation based methods. Under big data background, using massive data resources and
highlighting quantitative analysis is a significant development direction of innovative
talent training research (Lai & Yu, 2021; Jing et al., 2022). Therefore, it is important to
enhance the effect of talent classification by collecting the data of scientific and
technological innovation talents and then mining and analyzing the sample data. The
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existing research shows that the clustering algorithm is an effective method for studying
classification problems in data mining. Traditional clustering algorithms can be divided
into segmentation clustering, density clustering, and propagation-based methods (Xu ¢
Tian, 2015). A density peak clustering algorithm (DPC) proposed by Rodriguez ¢ Laio
(2014) has the characteristics of fast computing speed and no iteration, which can describe
the data distribution well. It has lower complexity than the general k-means algorithm.
Although the DPC algorithm has apparent advantages, it still has some limitations in
processing high-dimensional data and classifying non-central points. Aiming at the
shortcomings of the DPC algorithm, many scholars have improved the DPC algorithm in
recent years. Rehman ¢ Belhaouari (2022) combined the advantages of the DPC algorithm
and the Chame-Leon algorithm to propose the E_CFSFDP algorithm. Although it avoided
clustering a class containing multiple density peaks into multiple classes, it required much
computation and was not conducive to processing high-dimensional data. Jiang et al.
(2020) proposed two fast-density peak algorithms, KNN-DPC based on the KNN sample
allocation strategy, which has good robustness to noise data, but because the clustering
process of the algorithm is the same as that of DPC, the defects of the DPC algorithm still
exist in the algorithm.

There are abundant research results on the teaching of big data courses. Still, most of
them regard big data as the background of The Times or technical means and discuss the
role of big data in teaching management, teaching evaluation, teaching philosophy and
teaching mode. There are opportunities and challenges brought by teaching techniques,
etc., while teaching and research achievements in big data analysis courses are relatively
few (Wang, Hao ¢ Lu, 2023). The essence of the new liberal arts is to reorganize the
traditional liberal arts, break professional barriers and disciplinary boundaries, integrate
emerging technologies such as big data and artificial intelligence into professional learning
and training, and change the talent training mode (Li ¢> Xu, 2023). Because data collection,
mining, analysis and presentation require specific programming abilities, this course has
slightly different requirements for teachers and students than other courses. Especially for
humanities and social sciences, students face some unique challenges in the teaching
process. Compared with conventional thinking, creative thinking is an advanced thinking
activity with originality, flexibility and risk. It is necessary to continuously input knowledge
in different fields and actively carry out individual intelligent development and scientific
thinking training to improve the quality of thinking (Mernagh ¢ Jennings, 2019). Only in
this way can we break through the inherent thinking and obtain the results of creative
thinking in repeated thinking. The internal factors restricting creative thinking activities
are complex and diverse. Each constituent element is a multi-level subsystem with different
characteristics and functions in the whole process of creative activities (Guan ¢» Zheng,
2021). Among them, the main basic elements include knowledge, concept, problem
consciousness, thinking quality, etc. Overall, the essence of the evaluation of College
Students’ comprehensive quality is to evaluate the various performances of students during
the whole university period. The assessment of colleges and universities is often based on
different educational policies and social needs. Therefore, the evaluation results of
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students’ comprehensive quality can be used to test the quality of applied talents training in
colleges and universities. This can help to select applied talents.

The main contributions of this article are as follows:

(1) Design a comprehensive evaluation model for creative talents based on improved
DBN. In this model, the optimal result value generated by the iteration of the GAAHS
algorithm is used as the connection weight and bias of RBM so that the weight and bias in
the pre-training stage of DBN have good initial values.

(2) Construct the comprehensive quality evaluation index of practical talents under the
background of new liberal arts, and realize the high-precision classification of practical
talents through model training.

LITERATURE REVIEW

The theoretical research on cultivating applied talents mainly concentrates on the training
stage. Xue & Li (2022) put forward opinions on the problems existing in applied talent
training in China from the perspective of industry-university research integration.
However, there is relatively little research on the classification of applied talents. Xu (2021)
explored the training classification mode of practical talents in colleges and universities in
the flipped classroom under the background of new liberal arts. Jia et al. (2020) proposed a
new method of policy classification to improve the implementation effect of policies in
classifying innovative talents. Most of the above-related research is based on the theory of
the qualitative research stage. The relevant quantitative research is very few, which leads to
the lack of quantification and refinement of the research on the classification of applied
talents, and cannot fully excavate the data information of applied talents to guide the
classification of applied talents in practice.

To effectively identify and utilize talents, it is paramount to conduct scientific
evaluations and assessments. Thus, establishing a robust talent evaluation mechanism and
employing efficient evaluation methods throughout the entire talent lifecycle, including
talent acquisition, training, selection, and utilization, holds immense significance. Gordon
¢ Rajagopalan (2016) proposed a talent quality evaluation system design method based on
evidence reasoning. Based on the basic theory of evidence reasoning method of hybrid
programming technology, this method designs three modules, namely evaluation analysis,
data management and index system management, to form the framework of the talent
evaluation system and realize talent quality evaluation through quantitative and qualitative
indicators. However, the error of the evaluation results obtained by this method is large,
and the evaluation accuracy is low; Wu, Hao & Kim (2017) tried to explore the production
of “The Belt and Road Initiative” driven animation projects by crowdsourcing mode,
where the Delphi method is mainly used for investigation. But the system evaluation
designed by this method takes a long time and has the problem of low evaluation
efficiency; Al Aina ¢ Atan (2020) put forward a design method for a talent quality
evaluation system based on distance measurement. This method selects a talent quality
evaluation index, establishes a talent quality evaluation model, sorts and analyzes the
schemes obtained by the model through the distance measurement method and realizes
the design of a talent quality comprehensive evaluation system, which takes a long time to
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sort the schemes, thus reducing the evaluation efficiency of the system. Most of the above
related research is based on the theory of qualitative research stage, the relevant
quantitative research is very few, which leads to the lack of quantification and refinement
of the research on the classification of talents, and cannot fully excavate the data
information of them, so as to guide the classification of creative talents in practice.

With the rapid development and broad application of AI technology, more and more
artificial intelligence technology has been introduced and adopted in the field of talent
evaluation. The evaluation model based on artificial intelligence technology has been
continuously developed and utilized. Ye (2016) constructed the evaluation index system of
the scientific research ability of colleges and universities from two aspects of research input
and output. Combined with the advantages of fuzzy theory and neural network, the
proposed TS model scientific research ability evaluation is based on fuzzy neural network.
The analysis results show that the model can accurately predict the status of the scientific
research ability of different universities. Chang ¢ Li (2018) constructed an evaluation
model of innovative talents in a cultural industry based on BP neural network and
conducted case analysis and verification. Compared with traditional evaluation methods,
this model effectively avoided the influence of subjective factors in the evaluation process.
Yan & Zhao (2018) proposed an evaluation model based on a fuzzy neural network, which
more truly simulates the human brain’s processing process of external information.
However, with the deepening of research and the continuous growth of talent data, more
and more factors are affecting the evaluation. At this stage, most of the evaluation methods
based on artificial intelligence are shallow learning algorithms, which cannot process
complex data.

APPLIED TALENTS COMPREHENSIVE EVALUATION
SYSTEM BASED ON OPTIMIZED DBN

Overall design

The system has the capability to seamlessly integrate with existing student management
systems in colleges and universities, enabling data sharing between the two. By retrieving
relevant indicator information from the student management system, the system
eliminates the need for duplicate data entry, minimizes redundancy, and prevents data
waste. This integration not only reduces the workload but also enhances efficiency and
accuracy simultaneously. Additionally, the system aids managers and decision-makers in
effectively educating and managing students, while providing reliable references for
adjusting talent training programs. The overall module design is shown in Fig. 1.

As a counsellor, the system has six sub-modules: evaluation index management, index
weight setting, evaluation data management, comprehensive quality calculation, statistical
query, and cluster analysis. Among them, the statistical query module to carry out various
statistics on the comprehensive quality evaluation of college students, queries and displays
according to different screening conditions, can count and query all the data information
of all students, and can export and print operations; in addition, the cluster analysis
module is based on the parallelized GAAHS-DBN algorithm to mine the evaluation
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Figure 1 Overall design of the system. Full-size K&l DOT: 10.7717/peerj-cs.1461/fig-1

results, and obtain the information beneficial to student’s personal development and
school education management.

As students access the system with their assigned roles, they gain access to their
evaluation data, which encompasses index data, comprehensive evaluation data,
significance and grade rankings, and quality levels. This provision enables students to
assess their current standing and serves as motivation to improve their overall quality.
Similarly, employers and recruitment agencies, accessing the system as enterprise users,
can review the evaluation results of students. This feature facilitates a convenient means for
users to grasp the collective quality of students and establish specific screening criteria
based on the talent requirements. Consequently, they can effectively select the desired
candidates according to their specific needs.

Optimization of the DBN model
DBN model

The optimized DBN model is a combinatorial optimization method which combines the
global adaptive tuning Harmony Search (GAAHS) algorithm with the Deep Belief
Network (DBN) model. With the help of the worldwide optimization ability of the
GAAHS algorithm, feature extraction is carried out for each RBM unsupervised training in
the DBN model. The connection weights and node offsets between the hidden layer and
the explicit layer are optimized in the corresponding range. The optimal result value
generated by the iteration of the GAAHS algorithm is taken as the connection weight and
bias of RBM. Thus, the weights and biases of DBN have good initial values in the pre-
training stage.

DBN is a generation model composed of multiple RBMs, each RBM contains a set of
input units, and the deeper features are learned by a greedy layer-by-layer training method
(Ling et al., 2015; Hong et al., 2022). Based on the model structure, this article introduces
the GAAHS algorithm into DBN and proposes a DBN based on the GAAHS algorithm
(GAAHS-DBN). The initial weights of RBM are obtained by GAAHS search. Then, the
hidden layer is trained by using the CD algorithm to get the hidden layer and reconstruct
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the explicit layer, and the network is trained layer by layer. Finally, a deep-seated DBN
model is obtained.

In the basic harmony search (HS) algorithm, there are two main ways to generate new
harmony (Luwu, Phien & Anh, 2021; Zhang et al., 2019): (1) generate randomly in the
solution space; (2) Select harmony from memory. Both of them adjust the step size BW to
adjust and optimize the tone, so the reasonable step size assumes a significant part in the
search mechanism of the HS algorithm.

When a small bandwidth (BW) value is utilized, the local search capability of the
algorithm is strengthened. However, this can result in the generation of new harmonies
being concentrated in a limited area, making it easier for the algorithm to become trapped
in a local optimum. Additionally, at the initial stages of the search, the harmony memory
may lack sufficient diversity in its solution vectors. On the other hand, using a large BW
value helps to prevent the algorithm from getting stuck in local optima to some extent.
However, this comes at the cost of reducing the algorithm’s local search ability during the
later stages of the search process.

Hence, the value of BW plays a crucial role in influencing both the global and local
search abilities of the harmony search algorithm.

Modeling steps
The modelling process of the GAAHS-DBN model is shown in Fig. 2, and its steps are
elaborated below.

Step 1: initialize the structure and parameters of RBM in DBN: including the number of
hidden layer and explicit layer nodes, learning rate and iteration times. After the network
structure is determined, the harmony is coded, and the dimension of each harmony is
calculated.

Step 2: initialize parameters of the GAAHS algorithm. Within the search range of
harmony individuals, HMS harmony is generated randomly in a cycle, and the fitness
value of each harmony is calculated to complete the initialization of the harmony memory
database.

Step 3: optimize the initial weight and bias of RBM.

After generating a set of new weights and offsets, the training data is used for training.
After training, the reconstruction error is calculated according to the reconstructed value
and actual value of RBM. That is, the fitness is calculated; If the new fitness is better than
the worst fitness, the new harmony will replace the one with the worst. Otherwise, it will
remain unchanged; If the termination condition is satisfied, the algorithm will be
terminated to complete the optimization. Otherwise, it will enter the next iteration process.

Step 4: The optimal harmony is used as the initial weight and bias of RBM, and the
Contrastive Divergence algorithm (CD) is used to conduct unsupervised pre-training of
RBM (Krause, Fischer & Igel, 2018; Romero et al., 2019).

Suppose that the number of neurons in the visual layer and a hidden layer of RBM is m
and n. The state vector of visual layer v is v = (Vl, V2, Vi, Vm), where v; represents the
value of the ith neuron, and the bias vector is a = (a;, a, aj, ..., an), where a; represents
the bias of the i-th neuron; The state vector of hidden layer hish = (h17 hy, by, .., hn), h;
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Figure 2 DBN optimization process. Full-size k] DOT: 10.7717/peerj-cs.1461/fig-2

, bn) , where bj
represents the bias of the j-th neuron, w = (wj;) represents the connection weight between

represents the value of the j-th neuron. The bias vector isb = (bl, by, by, ...

the i-th neuron in the visible layer and the j-th neuron in the hidden layer. Then for sample
(v,h), the gradient term of 6 = {wy;, a;, b;} is as follows:

Ologp(v)
8w,] < h>data <’ >m0del

Olog p(v
L — = 1= 3 PO @

ol
Oglf <h >data<h >model h - 1’ ZP | ) (3)

P(h; = 1|v) ZP = 1|y Q)

Among them, (-),,,, represents the expectation of the training sample, and (-)

data model

represents the expectation of the model itself. (-) is complex in the actual solving

model
process, which seriously affects the algorithm’s efficiency, so k-step Gibbs sampling is used
to complete the parameter update (Wang et al., 2020). The k-step Gibbs sampling process
is as follows:

(1) For the sample (v,h) € D, the 0-th sampling is set as v{?) = v.
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(2) On the sample of the v and h alternating sampling: h0 ~ P(h|vy), v, ~
P(v|ho), hy ~ P(h|vy,.)v, ~ P(v|hy),... hg ~ P(h|vi), vip1 ~ P(v]hg).

Using the result of k-step Gibbs sampling to approximate the parameter 6 = {wij, aj, bj}
gradient term:

Ologp(v) _ @)L, @)

8TijNP<hj 1|v )vi —P<hjf 1|v )vi (4)

Logp(v) ~ v — 0 (5)
8611' i i

Ologp(v) - — 114,(0) 11k

In a given set of states (v, h), the CD algorithm is used to learn the parameter update
criteria of RBM at each layer as follows:

Wy = w; +81%g—vfu(v) = w; + S(P(hj = 1|v<°>)v§<>> _ p(hj = 1|v(0)>vi(k)) 7)
ij
a,=a;+ 81%5(1/) =a; + s(vfo) - v,-(k)) (8)
@:bﬁ%ﬁmzbﬁs@(@: 1yv(°>) —P(hj: 1yv<k>>) )
]

Among them, € represents the learning rate.

The solving process of parameters wj;, a;, bj is repeated until the final w;; /, a, b; are
obtained after N iterations of the update, and the output value of the hidden layer is
calculated, which is used as the input data of the visible layer of RBM of the next layer.

Step 5: Repeat Step 3 to Step 5 until all RBMs are trained, and then fine-tune the

network parameters.

MODEL TRAINING AND SIMULATION

Evaluation index

The selection of evaluation indicators should be combined with the needs of evaluation
objects from a multi-level and multi-angle. For the construction of a talent evaluation
index system in Colleges and universities, in addition to evaluating the knowledge reserve
of evaluation objects, it is also necessary to assess the ability of evaluation objects in
teaching and innovation ability to ensure the scientific and accurate evaluation results
from multi-dimensional evaluation objects. This article constructs an evaluation index
system for applied talent quality from four parts: knowledge cultivation level, innovation
and practice ability, environmental adaptability and psychological and personality quality,
as shown in Table 1.
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Table 1 Evaluation index system of applied talents.

Primary indicators Secondary indicators

Knowledge level Knowledge learning ability, education level, knowledge application ability and knowledge storage capacity

Innovation and practice Imagination level, practical ability, attention, observation level, initiative in dealing with things, logical thinking ability,
ability memory level

Environmental adaptability ~ Position ability, environmental pressure resistance ability, organizational cooperation ability, strain ability, their own
behavior control ability

Psychology and personality ~ Social responsibility, dedication, professionalism, integrity, self-confidence, independent design ability, executive ability
quality
Note:

This article constructs an evaluation index system for the quality of applied talents from four parts: knowledge cultivation level, innovation and practice ability,
environmental adaptability and psychological and personality quality.

Data processing

In this article, the quantized data of each index is taken as the input matrix of DBN
network, and all the input data are normalized. In this article, the Max-Min normalization
method is used, that is, the indicator data is normalized to between [0,1], the maximum
value is 1, and the minimum value is 0. The activation function in the training process uses
the Sigmoid function. The specific calculation method is shown in Formula (10).

y; = L Tmin (10)
Xmax — Xmin
where Y; is the normalized data, x; is the actual value of the input vector. x.x and xp;, are
the maximum and minimum values in the input vector, respectively.
In order to more intuitively reflect the results of talent evaluation, the results are divided
into four grades: excellent, medium and poor, and the results are expressed by 4-digit one hot

code, with excellent being 1000, good being 0100, medium being 0010 and poor being 0001.

Model training
The number of hidden layers
DBN is a multi-layer deep network. The number of HLs directly affects the extraction
ability of input features. In theory, the more layers of HLs are, the more complex the
network structure is, the stronger the feature extraction’s power and accuracy. However,
with increased HLs, the training difficulty will gradually increase and the convergence
speed will slow down. The MSE of output prediction data is taken as the evaluation
standard. The experimental results are shown in Table 2, the average of 10 experiments.
The experimental results show that when the number of HLs is 2, the MSE of the test
results is the smallest. Then, the number of nodes in each HL is determined by the ergodic
method. Specifically, the number of nodes in the initial and second layers is established as
[14, 15, 16, 17, 18, 19, 20] and [8, 10, 12, 14] respectively, resulting in a combination of 28
distinctive network structures. Each of these network structures is individually trained, and
the comparative analysis of accuracy for every network model combination is depicted in
Fig. 3.
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Table 2 Comparison of different HLs.

Number of HLs MSE

1 0.31

2 0.22

3 0.26

4 0.28
Note:

DBN is a multi-layer deep network. The number of HLs directly affects the extraction ability of input features. In theory,
it is considered that the more layers of HLs are, the more complex the network structure is, the stronger the ability and
accuracy of feature extraction will be. However, with the increase of the number of HLs, the training difficulty will
gradually increase and the convergence speed will slow down. The MSE of output prediction data is taken as the
evaluation standard.

1.00
—— 8§ nodes
0.95 - —®— 10 nodes
—&— 12 nodes
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<
5 085
Q
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Number of nodes in the first hidden layer

Figure 3 Accuracy comparison of HL nodes with different combinations.
Full-size K&l DOT: 10.7717/peerj-cs.1461/fig-3

By comparing different combinations, it is found that when the number of HL nodes of
DBN is 16-10, The model achieves the best training effect. Therefore, the final network
structure of this article is 28-16-10-4.

Training error
The experiment mainly verifies the HS algorithm’s and GAAHS algorithm’s optimization
effect on DBN. Therefore, both algorithms are optimized in the same DBN network
structure. The variation of classification error rate with iteration times of the three models
in fine-tuning training stage is shown in Fig. 4.

As seen in Fig. 4, with the increase in iteration times, the classification errors of the three
models show a downward trend. After the number of backward propagation iterations of
GAAHS-DBN is 20 times, the network begins to stabilize, while the HS-DBN and DBN
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Figure 5 Prediction error results. Full-size K&l DOT: 10.7717/peerj-cs.1461/fig-5

models tend to be stable after 30 iterations. Therefore, under the same network structure,
the convergence speed of the proposed model is the fastest, and the error rate of the final
model is the smallest.

The test results are compared with the test data of the GAAHS-DBN model. This
article’s final evaluation result grade corresponds to the four output nodes and is
represented by one hot code. Therefore, the actual evaluation level of each evaluation
object is compared with the output value of the corresponding network node in the test
process. Figure 5 shows the relative error between the model output and actual values.
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As depicted in Fig. 5, the majority of the prediction relative errors of the model exhibit
absolute values within the range of 0.2 to 0.4, indicating a high level of accuracy. Notably,
this model employs the GAAHS algorithm to initialize the weights of the DBN. This
approach effectively addresses the issue of DBN models often getting trapped in local
optima due to random weight initialization. Furthermore, the utilization of GAAHS aids in
fully leveraging the data information of applied talents, thereby enhancing the
classification guidance of applied skills in practical teaching.

CONCLUSION

For the transformation of talent training paths under the background of new liberal arts,
this article puts forward a comprehensive evaluation model of applied talents based on
improved DBN. This model uses the GAAHS algorithm to initialize the weights of DBN,
which not only solves the problem that the DBN model is easy to fall into local optimum
due to random initialization weights. The absolute value of the relative error for the model
predominantly falls within the range of 0.1 to 0.4, indicating a high level of accuracy for the
model. In addition, the global adaptive harmony adjustment method improves the local
search ability of the algorithm, makes the results closer to the real optimal solution, and
improves the model’s performance. The training error of the model is small, which is
helpful to fully excavate the data information of applied talents to enhance the
classification guidance of applied talents in practical teaching. Higher model classification
can broaden the way of talent demand information, create favourable conditions for
professional construction, optimize the curriculum, innovate the assessment method and
make other specific suggestions.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

The work is funded by 2022 Liaoning Province General Higher Education Undergraduate
Teaching Reform Research Project “The construction and practice of the mode of
“government, industry, university and research” collaborative cultivation of applied design
talents under the background of new liberal arts construction”. The funders had no role in
study design, data collection and analysis, decision to publish, or preparation of the
manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:

2022 Liaoning Province General Higher Education Undergraduate Teaching Reform
Research Project.

Competing Interests
The author declares that they have no competing interests.

Tang (2023), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.1461 12/14


http://dx.doi.org/10.7717/peerj-cs.1461
https://peerj.com/computer-science/

PeerJ Computer Science

Author Contributions

o Fei Tang conceived and designed the experiments, performed the experiments, analyzed
the data, performed the computation work, prepared figures and/or tables, authored or
reviewed drafts of the article, and approved the final draft.

Data Availability

The following information was supplied regarding data availability:
The code is available in the Supplemental File.
The data is available at Kaggle:
https://www.kaggle.com/datasets/rhuebner/human-resources-data-set.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/

peerj-cs.1461#supplemental-information.

REFERENCES

Al Aina R, Atan T. 2020. The impact of implementing talent management practices on sustainable
organizational performance. Sustainability 12(20):8372 DOI 10.3390/sul12208372.

Chang X, Li W. 2018. Evaluation of creative talents in cultural industry based on BP neural
network. International Journal of Performability Engineering 14(11):2769-2776
DOI 10.23940/ijpe.18.11.p23.27692776.

Gordon EW, Rajagopalan K. 2016. Assessment requires reasoning from evidence. In: The Testing
and Learning Revolution. New York: Palgrave Macmillan, 89-106.

Guan P, Zheng Z. 2021. Research on animation majors’ competition and cultivation of creative
talents. In: The 6th International Conference on Arts, Design and Contemporary Education
(ICADCE 2020). Amsterdam: Atlantis Press, 347-352.

Hong F, Wang R, Song J, Gao M, Liu J, Long D. 2022. A performance evaluation framework for
deep peak shaving of the CFB boiler unit based on the DBN-LSSVM algorithm. Energy
238(1):121659 DOI 10.1016/j.energy.2021.121659.

Jia Y, Liu C, Yin C, Zhu Q. 2020. The construction of science and technology innovation policy
design framework—take Shandong Province as an example. Journal of Industry-University
Collaboration 2(1):34-48 DOI 10.1108/JTUC-08-2019-0015.

Jiang D, Zang W, Sun R, Wang Z, Liu X. 2020. Adaptive density peaks clustering based on K-
nearest neighbor and Gini coefficient. IEEE Access 8:113900-113917
DOI 10.1109/ACCESS.2020.3003057.

Jing S, Liu X, Gong X, Zhao H. 2022. System dynamics-based analysis on factors influencing
artificial intelligence talents training. IEEE Journal of Radio Frequency Identification 6:753-757
DOI 10.1109/JRFID.2022.3216063.

Krause O, Fischer A, Igel C. 2018. Population-contrastive-divergence: does consistency help with
RBM training? Pattern Recognition Letters 102(4):1-7 DOI 10.1016/j.patrec.2017.11.022.

Lai Z, Yu L. 2021. Research on digital marketing communication talent cultivation in the era of
artificial intelligence. In: Journal of Physics: Conference Series. Vol. 1757. Philadelphia: IOP
Publishing, 12040.

Li W, Xu Y. 2023. Introduction-integration-innovation: exploration and practice of higher design
education talents cultivation model in the context of new liberal arts: the case of Birmingham

Tang (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1461 13/14


http://dx.doi.org/10.7717/peerj-cs.1461#supplemental-information
https://www.kaggle.com/datasets/rhuebner/human-resources-data-set
http://dx.doi.org/10.7717/peerj-cs.1461#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.1461#supplemental-information
http://dx.doi.org/10.3390/su12208372
http://dx.doi.org/10.23940/ijpe.18.11.p23.27692776
http://dx.doi.org/10.1016/j.energy.2021.121659
http://dx.doi.org/10.1108/JIUC-08-2019-0015
http://dx.doi.org/10.1109/ACCESS.2020.3003057
http://dx.doi.org/10.1109/JRFID.2022.3216063
http://dx.doi.org/10.1016/j.patrec.2017.11.022
http://dx.doi.org/10.7717/peerj-cs.1461
https://peerj.com/computer-science/

PeerJ Computer Science

institute of fashion and creative art. In: SHS Web of Conferences. Vol. 157. Les Ulis, France: EDP
Sciences, 2002.

Ling ZH, Kang SY, Zen H, Senior A, Schuster M, Qian X-J, Meng HM, Deng L. 2015. Deep
learning for acoustic modeling in parametric speech generation: a systematic review of existing
techniques and future trends. IEEE Signal Processing Magazine 32(3):35-52
DOI 10.1109/MSP.2014.2359987.

Luu DN, Phien NN, Anh DT. 2021. Tuning parameters in deep belief networks for time series
prediction through harmony search. International Journal of Machine Learning 11(4):11-14
DOI 10.18178/ijmlc.2021.11.4.1047.

Mernagh E, Jennings M. 2019. Toon boom—the consequences: an analysis of factors affecting
talent shortages in the Irish animation industry. In: EDULEARNI19 Proceedings. Ireland:
Technological University Dublin, 4366-4374.

Rehman AU, Belhaouari SB. 2022. Divide well to merge better: a novel clustering algorithm.
Pattern Recognition 122(6):108305 DOI 10.1016/j.patcog.2021.108305.

Rodriguez A, Laio A. 2014. Clustering by fast search and find of density peaks. Science
344(6191):2-8 DOI 10.1126/science.1242072.

Romero E, Mazzanti F, Delgado J, Buchaca D. 2019. Weighted contrastive divergence. Neural
Networks 114(1):147-156 DOI 10.1016/j.neunet.2018.09.013.

Wang Q, Gao X, Wan K, Li F, Hu Z. 2020. A novel restricted Boltzmann machine training
algorithm with fast Gibbs sampling policy. Mathematical Problems in Engineering 2020(3):1-19
DOI 10.1155/2020/4206457.

Wang Z, Hao B, Lu W. 2023. Sports media talent training based on pbl in the context of new liberal
arts. In: Advances in Intelligent Systems, Computer Science and Digital Economics IV. Cham:
Springer Nature Switzerland, 825-834.

Wu T, Hao F, Kim M. 2017. Exploring the production of “The Belt and Road”-driven animations
with crowdsourcing model. In: 2017 IEEE 15th Intelligence Conference on Dependable,
Autonomic and Secure Computing, 15th Intelligence Conference on Pervasive Intelligence and
Computing, 3rd Intelligence Conference on Big Data Intelligence and Computing and Cyber
Science and Technology Congress (DASC/PiCom/DataCom/CyberSciTech). Piscataway: IEEE,
220-225.

Xu J. 2021. Reform and practice of application-oriented undergraduate intelligent accounting
curriculum system in the age of “ABCD”. Forest Chemicals Review 122-137.

Xu D, Tian Y. 2015. A comprehensive survey of clustering algorithms. Annals of Data Science
2(2):165-193 DOI 10.1007/s40745-015-0040-1.

Xue E, Li J. 2022. Cultivating high-level innovative talents by integration of science and education
in China: a strategic policy perspective. Educational Philosophy and Theory 54(9):1419-1430
DOI 10.1080/00131857.2021.1918545.

Yan X, Zhao J. 2018. Evaluation of scientific research ability of scientific research staff based on
fuzzy neural network. In: 2018 IEEE 3rd International Conference on Cloud Computing and Big
Data Analysis (ICCCBDA). Piscataway: IEEE, 126-130.

Ye Y. 2016. Evaluation of university scientific research ability Based on T-S fuzzy neural network
and DEA model. In: Proceedings of the 2016 International Conference on Humanity, Education
and Social Science. Paris: Atlantis Press, 436-446.

Zhang L, Ding X, Hou R, Tao Y. 2019. Integrating harmony search algorithm and deep belief
network for stock price prediction model. In: 2019 6th International Conference on Systems and
Informatics (ICSAI). Piscataway: IEEE, 631-636.

Tang (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1461 1414


http://dx.doi.org/10.1109/MSP.2014.2359987
http://dx.doi.org/10.18178/ijmlc.2021.11.4.1047
http://dx.doi.org/10.1016/j.patcog.2021.108305
http://dx.doi.org/10.1126/science.1242072
http://dx.doi.org/10.1016/j.neunet.2018.09.013
http://dx.doi.org/10.1155/2020/4206457
http://dx.doi.org/10.1007/s40745-015-0040-1
http://dx.doi.org/10.1080/00131857.2021.1918545
http://dx.doi.org/10.7717/peerj-cs.1461
https://peerj.com/computer-science/

	Construction of applied talents training system based on machine learning under the background of new liberal arts
	Introduction
	Literature review
	Applied talents comprehensive evaluation system based on optimized dbn
	Model training and simulation
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


