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ABSTRACT

Accurate traffic forecasting plays a critical role in the construction of intelligent
transportation systems. However, due to the across road-network isomorphism in the
spatial dimension and the periodic drift in the temporal dimension, existing traffic
forecasting methods cannot satisfy the intricate spatial-temporal characteristics well. In
this article, a spatial-temporal hypergraph convolutional network for traffic forecasting
(ST-HCN) is proposed to tackle the problems mentioned above. Specifically, the
proposed framework applies the K-means clustering algorithm and the connection
characteristics of the physical road network itself to unify the local correlation and
across road-network isomorphism. Then, a dual-channel hypergraph convolution to
capture high-order spatial relationships in traffic data is established. Furthermore, the
proposed framework utilizes a long short-term memory network with a convolution
module (ConvLSTM) to deal with the periodic drift problem. Finally, the experiments
in the real world demonstrate that the proposed framework outperforms the state-of-
the-art baselines.

Subjects Artificial Intelligence, Data Mining and Machine Learning, Neural Networks

Keywords Spatial-temporal dependencies, Hypergraph convolutional network, Traffic forecast-
ing

INTRODUCTION

With the continuous development of the economy, the car ownership of urban residents
is increasing year-by-year and traffic congestion is becoming more and more serious.
Traffic congestion is prone to traffic accidents, and traffic accidents restrict the sustainable
development of cities (Nagy ¢ Simon, 2018). Meanwhile, the intelligent transportation
system (ITS) can apply advanced edge computing technology (Kong et al., 2022b) and
control strategy to integrate urban resources, thereby alleviating the contradiction
between people, vehicles, and roads, which is of great significance to urban traffic
management (Balasubramanian et al., 2023). Therefore, the construction of intelligent
transportation systems is imminent. Traffic prediction is the easiest and most intuitive
way to perceive changes in urban road conditions. Based on the city road state, the
urban traffic managers can control the signal lights in the road to increase the effective
capacity of urban roads and enhance the travel experience of urban residents. Luckily,
with the continuous maturity of industrial technology, road sensors can effectively provide
high-quality road information, bringing new opportunities to solve the problem of traffic
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forecasting. Traffic forecasting is the process of analyzing historical road information,
such as traffic flow, speed, occupancy, etc., to predict the trend of road changes. As we all
know, traffic prediction is a typical spatial-temporal modeling problem. Especially after
the emergence of neural networks, many scholars apply the powerful feature extraction
capabilities of deep neural networks to research traffic prediction problems from spatial
and temporal dimensions. To capture the temporal trend, recurrent neural network (RNN)
and its variants, such as long short-term memory network (LSTM) (Ma et al., 2015), are
applied to it. Moreover, to model the spatial relationship, convolutional neural networks
(CNN) (Liu et al., 2017) are also widely used. Inspired of graph convolution networks
(GCN) (Kipf e~ Welling, 2017), extensive researches (Yu, Yin ¢ Zhu, 2018; Wu et al., 2019;
Yao et al., 2019; Zhao et al., 2019; Guo et al., 2019; Wang et al., 2020; Zheng et al., 2020; Bai
et al., 20205 Oreshkin et al., 2021; Zhu et al., 2022; Kong et al., 2022a) had been carried out
on how to model spatial-temporal graph in traffic prediction. These jobs make much
progress and motivate us a lot. However, the main disadvantage of these works is that
they conduct simple graphs to describe the relationship between pairs of nodes. Thus,
the analysis of multiple key traffic intersections across the road network in the spatial
dimension was problematic. Therefore, how to construct the hypergraph based on traffic
information and extract high-level features is still an area worth exploring.

To intuitively illustrate the across road-network isomorphism and the periodic drift,
this article present a schematic figure to elaborate. As is shown in Figs. 1A, 1C, pairwise
analysis of the influence of traffic node 4 on other traffic nodes using a simple graph is
not appropriate. This is because the road information in the important traffic sensor 4 can
affect the information on other traffic sensors that are not physically directly connected
to it. Although different nodes are not physically adjacent, the nodes are homogeneous
across the road network. While the hypergraph can treat multiple nodes as a hyper point
so that it can analyze the higher-order relationship between multiple nodes. By doing so,
the spatial features hidden in the traffic data can be fully excavated. Meanwhile, the time
trend does not strictly follow the periodicity, it has a certain drift. This article visualizes the
traffic speed on a certain road node from 4:00 am to 10:00 am on weekdays. As is shown in
Fig. 1B, what can be seen is that the peak traffic speed during the weekday will be reached
at different time steps. Therefore, when capturing time dependencies, it is difficult to deal
with the drift without increasing the perception field to extract time trends from other
nodes.

To the best of our knowledge, this article propose a spatial-temporal hypergraph
convolutional network for traffic forecasting (ST-HCN). Firstly, the proposed network
applies the K-means clustering algorithm to find the key intersections in the traffic
data from the global level. Secondly,the proposed network utilizes the local connection
relationship to construct the hypergraph to represent the local correlation and across
road-network isomorphism. Thirdly, a dual-channel hypergraph convolution to integrate
the features of the super edge with the features of the node is designed, exploring the
high-order spatial relationships of traffic data. Finally, the proposed network adopted a
long short-term memory (LSTM) network with a convolution module, discovering the
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Figure 1 Complex spatio-temporal correlations. (A) The sensor distribution on the road network. (B)
The periodic drift in temporal dimension on different days. (C) The spatial relationships among multiple
road nodes and the temporal trend change along time.

Full-size Gl DOI: 10.7717/peerjcs.1450/fig-1

characteristics of time series from multiple traffic nodes to tackle the periodic drift problem.
Our contributions can be summarized as follows:

e This article proposed a hypergraph construction method for traffic data. It can model the
spatial relationship from global to local, discovering the complex across road-network
isomorphism hidden in the traffic data. Hypergraph provides a natural way to capture
beyond-pairwise relations, it can directly represent the high-order spatial relation among
more than two nodes.

e This article proposed a dual-channel hypergraph convolution method. The hypergraph
explores the high-order relationship between nodes and the line graph explores the
relationship between hyperedges. The fusion of line graph and hypergraph convolution
can fully characterize the many-to-many spatial relationship in the road network.

e This article evaluated the proposed methods on the datasets from the real world, and
the experimental results demonstrate the superiority of the proposed methods.

In the following, this article firstly introduces the related work about traffic prediction
and convolution on graphs in Section 2. Secondly, this article presents some preliminary
concepts and an overview of our framework ST-HCN in Section 3. Thirdly, this article
introduces the proposed methods in detail in Section 4. Fourthly, this article describes our
experiment settings and verify the effectiveness of the proposed framework in Section 5.
At last, this article makes a conclusion in Section 6.

LITERARY REVIEW

The most important thing in traffic forecasting is the spatiotemporal modeling of traffic
data. This article is supposed to solve the across road-network isomorphism in the spatial
dimension and the periodic drift in the temporal dimension. Thus, this article will review
the related work about traffic prediction and convolution on graphs, hoping to be inspired
by previous work.

Traffic prediction
To date, significant achievements have been made in traffic forecasting. These methods
can be divided into three categories: statistical methods, machine-learning-based methods,
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and deep-learning-based methods. Statistical methods, such as historical average (HA),
auto-regressive integrated moving average (ARIMA) (Williams ¢ Hoel, 2003), and vector
auto-regressive (VAR) (Zivot ¢ Wang, 2006). The statistical methods predict well in certain
assumptions. However, the dynamic temporal features of traffic data can not satisfy the
assumptions. Therefore, some traditional machine learning methods are proposed to cope
with traffic prediction problems. Machine-learning based methods, such as support vector
regression (SVR) (Chen et al., 2015) and random forest regression (RFR) (Jo-hansson et al.,
2014). Nevertheless, machine-learning methods are problematic in dealing with dynamic
changes in data. Thanks to the powerful feature extraction capability of deep learning, many
researchers have modeled both spatiotemporal features from a data-driven perspective to
achieve accurate traffic prediction. Ma et al. (2015) and Liu et al. (2017) apply the LSTM
and CNN into the traffic prediction. Nevertheless, CNN cannot adequately model the
road network. Therefore, with the advent of GCN, researchers had drawn attention to
understanding the pattern of the spatial-temporal graph. Yu, Yin ¢ Zhu (2018) combined
the GCN and the gated convolutional neural network to model the traffic data, enabling
faster training speed with fewer parameters. Zhao et al. (2019) proposed a temporal graph
convolutional network (T-GCN) model, which combines GCN and gated recurrent unit
(GRU). GCNs are used to learn complex topologies to capture spatial dependencies, while
GRUs are used to learn the dynamics of traffic data to capture temporal dependencies.
However, the pre-defined simple graphs have limits in reflecting the dynamics of traffic
data. Wu et al. (2019) developed a novel adaptive dependency matrix and learn it through
node embedding, which can precisely capture the hidden spatial dependency in the
data. Zheng et al. (2020) designed a graph multi-attention network(GMAN), in which an
attention conversion module is included between the encoder and decoder to simulate
the relationship between historical time steps and future time steps, helping to alleviate
the problem of error propagation between prediction time steps on the road network
graph. Bai et al. (2020) designed a data-adaptive graph generation module to infer the
inter-dependencies among different traffic series automatically. Huang et al. (2021)
augmented the original road network into a region-augmented network, in which the
hierarchical regional structure can be modeled. Yu et al. (2021) proposed a novel deep
spatio-temporal graph convolutional network, learning the spatial correlations, temporal
dynamic interactions and external influences in traffic-relevant heterogeneous data, for
traffic accident prediction. Oreshkin et al. (2021) achieved performance competitive with or
better than the best existing algorithms, without requiring knowledge of the graph. These
researchers made great achievements in applying GCN to the field of traffic prediction
and motivated us a lot. However, their methods are still based on simple graphs for
data modeling. Simple graphs are insufficient for capturing the complex spatiotemporal
characteristics of traffic data. Although they can illustrate the relationship between paired
nodes, they fail to depict the high-order relationship between many-to-many nodes.
Consequently, the depiction of spatiotemporal features is incomplete, hindering the
achievement of the desired outcome. Thus, how to extract the many-to-many spatial
relationship hidden in the traffic data with a hypergraph is worth exploring.
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Convolution on graphs

The powerful feature extraction capability of CNN is largely attributed to the existence
of convolution kernels, which can well extract features from data and make use of them.
Motivated by the idea of convolution kernel, many scholars pay attention to applying
the convolution operation to graph-structured data, which results in the so-called GCN.
Spectral-based GCN owns a solid mathematical foundation in the field of signal processing
(Shuman et al., 2013), where the graph is assumed to be undirected and the Fourier
transformation is applied to convert the convolution operation into product operation.
For an undirected graph, it is evident that the normalized graph Laplacian matrix L

is symmetric and positive semi-definite. The normalized graph Laplacian matrix can

be factored as L= UAUT by applying eigenvalue decomposition. Nevertheless, the
computational complexity is high. Therefore, Kipf ¢» Welling (2017) firstly introduced
the fast-approximate convolution on the graph with layer-wise propagation rule for
semi-supervised node classification. On the other hand, it’s unsuitable for the traffic
forecasting problem because the proposed GCN depends on the static adjacency matrix
consisting of 0 or 1. Thus, many scholars try to construct the meaningful adjacency matrix
to fit the real road network. Yu, Yin ¢» Zhu (2018) and Zhao et al. (2019) applied Gaussian
kernel function to create a weighted adjacency matrix for graph convolution. Guo et al.
(2019) combined the GCN and attention mechanism to design the dynamic adjacency
matrix to catch the dynamic spatial information of the road network. However, since
GCN must require modeling the data as an undirected graph, this will result in the loss
of directional modeling of the data. Therefore, Han et al. (2020) designed a dirgraph
convolutional neural network (DGCN)-based learning model to tackle the congestion
recognition problem. Shern et al. (2022) proposed an attention mechanism-based digraph
convolution network (ADGCN), which incorporates spatiotemporal traffic information
with the three-dimensional urban network and partially decouples the global network
topology to a single-knot digraph. To achieve convolution on the hypergraph, an easier
way to implement is to extend the Laplacian matrix of simple graphs to hypergraphs (Bolla,
1993; Zhou, Huang & Schélkopf, 2006). Based on this idea, Yadati et al. (2019) proposed a
new method of training a GCN on the hypergraph. Fu et al. (2019) utilized hypergraph
p-Laplacian to preserve the local geometry of samples and then propose an effective variant
of GCN. Feng et al. (2019) presented a hypergraph neural networks (HGNN) framework
for data representation learning, which can encode high-order data correlation in a
hypergraph structure. Furthermore, Jiang et al. (2019) proposed a dynamic hypergraph
neural networks framework to tackle the issue that the hidden and important relations are
not directly represented in the inherent structure. Bandyopadhyay, Das ¢ Murty (2020)
developed the line hypergraph convolutional networks. Xia ef al. (2021) combined the
line graph and hypergraph to capture the complex high-order information among items
in a session-based recommendation. These hypergraph learning methods inspired us a
lot. Studies have conclusively demonstrated the effectiveness of hypergraph learning in
identifying many-to-many relationships, making it an ideal choice for recommendation
systems. Due to the influence of human behavior on traffic data, it often displays cross-road
network characteristics in terms of its spatial dimension. This underlines the importance
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of utilizing the hypergraph construction method when modeling traffic spatiotemporal
data. Therefore, how to construct a hypergraph according to the characteristics of traffic
data and the potential of hypergraph for traffic forecasting has remained unexplored.

OVERVIEW

In this section, this article introduces some notations, definitions, concepts, and an overview
of the proposed framework.

Preliminary

In this article, a novel traffic information forecasting framework is proposed, which can be
traffic flow, traffic speed, or traffic density, on the roads. Without loss of generality, this
article uses traffic speed as an instance of traffic information to verify the effectiveness of
the proposed framework.

Definition 3.1 (Road network). A road network represents the topological structure of
the physical road network, which can be described as G= (V,E,W).V is a set of road
nodes, V = {vy,...,vn}, N is the number of road nodes. E is a set of edges. W is the
weighted adjacency matrix that is used to represent the connection between roads.

Definition 3.2 (Hypergraph). Let H (G) = (Vy,Ep) denote a hypergraph, where Vi
is a finite set containing N vertices and Ep is a finite set containing M hyperedges. Each
hyperedge e € E is given a nonnegative weight w (e) and all the weights formulate a diagonal
matrix Wy € RM>*M_ The structure of the hypergraph can be described by a correlation
matrix H € RV*M | where the h(v,e) = 1 if the hyperedge e contains a vertex v, otherwise
0. For each vertex v € Vi and for each hyperedge e € Ey, their degree can be defined as
dv) =) ,cp,w(eh(v,e)and d(e) =}, .y h(v,e).D, denotes the diagonal matrix of
each vertex and D, denotes the diagonal matrix of each hypergraph.

Definition 3.3 (Line graph of hypergraph). Given a hypergraph H (G) = (Vy,En),
the line graph of hypergraph L(G) = (V1,Er, Wy) is a graph where each node of L(G)
is a hyperedge in H (G) and two nodes of L(G) are connected if the their corresponding
hyperedges in H (G) share at least one common vertex (Whitney, 1992). For each two nodes
e; and ¢; in L(G), the weight matrix Wy, = \ei Ne; | / |ei U ej|.

Definition 3.4 (Feature matrix). A feature matrix represents the traffic speed of all the
road nodes in a certain period of time, which can be described as X TuxN Ty is the time slice
of the past period. h denotes the length of the historical time series, X = {x;,,x,,...,Xy}.
And x,, € R™N is the speed of all the road node at time slot i.

Problem Definition Given a road network (G), feature matrix (X 7**N). This article aims
at finding the mapping function (f ), which can learn the spatial-temporal features from the
historical traffic speed, to predict the next T}, time slot, (xt+1,xt+2, .. .xt+p) =f (G;X TyxN )

Framework

This article proposes a spatial-temporal hypergraph convolutional network for traffic
forecasting (ST-HCN). The architecture of ST-HCN is shown in Fig. 2, ST-HCN consists
of a hypergraph convolution layer and an LSTM network layer. For a given road network
G and feature matrix X, the proposed network first uses the K-means clustering algorithm

Zhao et al. (2023), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1450 6/24


https://peerj.com
http://dx.doi.org/10.7717/peerj-cs.1450

PeerJ Computer Science

Dual-Channel HGConv
“mmmmn~  mmm \ Ground O

Prediction
Value

EE - - 3 § i Truth
u e § S | ]
L = — < I ‘* ?
. =
! e 2 o 2
___________ ) i g | a S &
e N, o - lw
| | Feature ... i ! 2 —»> 22— = Loss
H ' _ Matrix EE | 8 gy s
! ! ' ! i 2 3 1
| | i o
.. i L8
U j

J0AeT AUODDT
19AeT AUODDOH

K-Means Line Graph Construct ~ —o—s—r—e—s

Figure 2 Architecture of the proposed spatial-temporal hypergraph convolutional network.
Full-size & DOI: 10.7717/peerjcs.1450/fig-2

to construct the hypergraph and the line graph. Secondly, the proposed network exchanges
the node feature information extracted by the hypergraph convolution with the hyperedge
feature information extracted by the line graph convolution to explore local correlation
and across road-network isomorphism in the spatial dimension. Thirdly, the LSTM
network with the convolution module is applied to model the traffic data, embedding
high-order spatial relationship information in time series to deal with the periodic drift in
the temporal dimension. Finally, the extracted spatial-temporal features are fused to make
accurate traffic predictions.

METHODOLOGY

In this section, this article elaborates in detail on spatial feature extraction and temporal
feature extraction of the proposed framework shown in Fig. 2.

Hypergraph for spatial features

Capturing the spatial features in traffic data is an important problem in traffic prediction.
Existing simple graph modeling methods are problematic in capturing the across road-
network isomorphism. Therefore, this article introduces the concept of hypergraphs in
spatial feature extraction. In the process, it can be mainly divided into two parts, how to
construct the hypergraph and how to extract features on the hypergraph. The pseudo-code
of spatial feature extraction is shown in Algorithm 1. As is shown in Fig. 3, the proposed
framework designed a layer-wised hypergraph convolutional neural network with a residual
network structure. This framework feeded the feature matrix X into the two hidden layers.
Each hidden layer performs hypergraph convolution and line graph convolution and then
passes through the nonlinear activation function Relu. Finally, the embedding vector of
the spatial features Z can be obtained.

Hypergraph construction

To adaptively find the nodes related to the data distribution in the traffic data, we choose
the K-Means clustering algorithm as an implementation method. Firstly,the feature matrix
was divided by day and then use the mean value of traffic speed on weekdays to represent
the traffic data distribution of different road nodes. Secondly, the traffic speed matrix is
fed into the K-Means clustering algorithm and expect the algorithm adaptively to find
the cluster center. Thirdly, the road nodes related to the cluster center are aggregated
together. By doing so, different clusters selected from the global time distribution trend
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can be obtained. Furthermore, to capture the local adjacency relationship, the road nodes
directly connected to the cluster center node are also added to the cluster. Finally, the
proposed framework treated each clustering result as a hyperedge and then complete the
construction of the hypergraph.

To capture the across road-network isomorphism in the spatial dimension, this article
first applies the K-means clustering algorithm to find the highly correlated traffic nodes
globally and utilize the clustering results to construct hyperedges. Furthermore, the cluster
center is the most representative node among traffic nodes, which can be regarded as the
key traffic intersection, and then the proposed framework uses the physical connection
relationship of the road network itself to expand the hyperedges from the cluster center. By
doing so, the hypergraph can unify the isomorphism of the across road-network and local
correlation in the spatial dimension, characterizing the higher-order spatial relationships
beyond paired nodes better. In addition, to denote the relationship between key traffic
intersections,a hypergraph-based line graph was constructed. Finally, the combination of
the line graph convolution and the hypergraph convolution can fully express the spatial
relationship of the traffic data.

Dual channel hypergraph convolution

To achieve convolution on the hypergraph and extract the relationship between the
many-to-many nodes in the hyperedge, one of the biggest challenges is how to extend
the Laplacian matrix of the simple graph to the hypergraph. Referring to the spectral
hypergraph convolution proposed in Zhou, Huang ¢ Schilkopf (2006), the hypergraph
Laplacian matrix A can be expressed as:

A=I1-D;Y*HwyD;'HT D, /? (1)
where I denotes the identity matrix. Following the idea of layer-wise graph convolution
(Kipf & Welling, 2017), the formula of hypergraph convolution can be defined as:

I+1) O pd 0}
X,V =ax,"P? +b, (2)
where P and b)) are the learnable parameter matrix of layer I. The number of nodes in the
line graph is the same as the number of hyperedges in the hypergraph. Therefore, to achieve
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the goal of fusing the influence of key traffic nodes while extracting the many-to-many
relationship of nodes, it is necessary to associate the nodes in the line graph with the nodes
in the hypergraph. Thus, this article designed a self-learning attention matrix W, € RN *M
to learn the mapping relationship between hyperedges and road nodes. Therefore, the line
graph convolution can be expressed as:

l l 1
®](1+1) =LsysWA®§l)Q(l) +b(Q) (3)

where Ly, = ﬁL_l/ ZALﬁzl/ 2 A; = W, +1 denote the weight matrix of line graph with
self-loop, Dy is a diagonal matrix, D; = Z]AL,-,-) Q" and b? are the learnable parameter
matrix of layer .

Algorithm 1: Dual Channel Hypergraph Convolution Algorithm
Input: Road Networks G, Feature Matrix X;
Output: Spatial Embedding Features Z;

1 Initialize Spatial Embedding Features Z =
2 Initialize average matrix A, =
3 Initialize the parameter K in K-Means Algorithm

'S

Split the feature matrix X by day and get the sum of days N,
5 for each day data X_d in X do

6 | Ay=A,+X_d

7 end

8 A, =(1 /Ndays) * A,

9 Cluster centers, Clusters = K-Means.Fit(A,)

10 Take the road nodes closest to the Cluster centers as the key road nodes
11 for center C in Cluster centers do

12 for Road Node v in road nodes set V do

13 if (C is directly connected with the node v) and (v no in Clusters) then
14 ‘ Clusters.append(v)

15 else

16 ‘ Continue

17 end

18 end

19 end

20 Get the Hypergraph H (G) for the road network from Clusters.
21 Calculate the Laplacian matrix for H(G)

22 Construct the Line Graph L(G) according to H(G)

23 H, = Hypergraph Convolutional Layer One (X)

24 L, = Line Graph Convolutional Layer One (X)

25 H, = Hypergraph Convolutional Layer Two (L,)

26 L, = Line Graph Convolutional Layer Two (H,)

27 Z = Linear Layer (Concat(H:L,))
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Finally, a two-layer dual-channel hypergraph convolution to embed the spatial
characteristics of the traffic data was designed. After the feature matrix X passes through
the first layer of hypergraph convolution and line graph convolution, the embedding
vector of the same dimension can be obtained. And then the first layer of line/hypergraph
convolution result is input to the second layer of hypergraph/line graph convolution, which
can be expressed as:

Concat (LysWaXj;Q* + by, AOP* + b}, ) “

where @i = Ls},SWAXQl +0bL, Xﬁ = AXP' + bll). And by exchanging the information
learned by the two convolutions, the dual-channel hypergraph convolution can extract
the many-to-many relationship of nodes while obtaining the influence between key traffic
nodes.

LSTM network for temporal features

Tackling the periodic drift problem in the temporal dimension is another crucial problem
in traffic forecasting. The main reason for the periodic drift is that the time series data
of traffic is easily affected by the time series data of other traffic nodes. When capturing
the time trend of traffic nodes, the periodic drift shown in Fig. 1B occurs if only the time
series of one node is processed. Therefore, this article adopts LSTM with the CNN module
(ConvLSTM) to increase the model’s perceptual field to capture information from the
time-series information from other road nodes. This temporal dynamic can be captured
in this way, alleviating the period drift problem.

As is shown in Fig. 4, the time series data was fed into the convolution based LSTM
network, the data of each time node enters the ConvLSTM cell. Then the cell updates
the state of the forget gate, memory gate, and output gate through the two-dimensional
convolution layer. Finally, the cell output the hidden vector and output vector of the next
moment.

The dual-channel hypergraph convolution can obtain the complete spatial information.
Nevertheless, the traditional LSTM can only process the time series variables of a single
node. Therefore, directly inputting the spatial embedding vector into the LSTM will lose the
spatial relationship. The article for precipitation nowcasting (Shi et al., 2015) inspired us a
lot. CNN can increase the perceptual field of view through the convolution kernel and then
capture local spatial information. Embedding CNN in LSTM enables LSTM to consider
the timing information of multiple nodes at the same time, which can be expressed as:

i =0 (Wyix Xy +WiyixH; 1 +W0C_1 + b))

fr =0 (Wi % Xy + Wip 5 Hy 1 + Wep 0 Cy—y + by)

0 =0 (Wyox Xs +WpoxHi—1 +WeoCi—1 +b,) (5)
Ci=fioCi 1+

U =i, otanh (Wi % X; + Wy x H; 1+ b,)

H; = o0; otanh(C;)

where o denotes the Hadamard product, * denotes the convolution, o denotes the sigmoid
activation function. The inputs X} --- X}, cell outputs C; ---C;, and hidden states H;---H,
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are the 3D tensors, which can directly perform convolution operations. Wy, W, W, and
b are the learnable parameter of each layer.

By introducing the convolution method when updating the state of the forget gate,
memory gate, and output gate, the perceptual field of view of LSTM is increased. Then,
the LSTM can deal with the periodic drift problem in the temporal dimension. Then, the
proposed framework regarded the spatial features extracted from the hypergraph as the
input of the convolutional LSTM, hoping to further extract temporal features. Finally, the
L2 loss is used to measure the performance of our model. The loss function of ST-HCN
can be denoted as:

N
1 N2
loss = N i:E : (Yi - Yi) (6)

where N represents the number of roads, Y; and Y; denote the ground truth and the model’s
prediction respectively.

EXPERIMENTS

In this section, this article will elaborate on the datasets and details used in the experiments
in this article. The obtained experimental results are further analyzed from parameter
sensitivity, ablation experiment, case study, and analysis of research results and discussion
of four aspects. The validity of the proposed model is finally verified.

Data description
This article verified the effectiveness of the proposed model on two real-world traffic
datasets, collected by the California Department of Transportation (Caltrans) Performance
Measurement System (PeMS), as detailed below. Traffic speed is obtained by calculating
the average speed of all vehicles passing the road within a period, and the speed of vehicles
passing the road is collected by sensors placed on the road.

PEMSBAY It contains the traffic speed on 325 road sensors in the Bay Area. In addition,
the readings of all sensors deployed on the road are also aggregated into 5-minutes windows.
This article uses the data in the weekdays from March 6, 2017, to May 5, 2017.
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PEMSM It contains the traffic speed on 228 road sensors in the District 7 of California.
Furthermore, the readings of all sensors deployed on the road are aggregated into 5-minutes
windows. This article uses the data in the weekdays from May 1, 2012, to June 30, 2012.

Experimental settings

In this subsection, this article will introduce the experimental hardware and software
environment, model evaluation metric, hyper-parameter settings, and some baseline
models. &

Hardware and software

The experiments are conducted on a computer with 256 GB memory, an Intel Xeon Gold
/2.1 GHz CPU, and a Quadro P6000/24G GPU. Moreover, the proposed approach and all
neural network-based baseline models are implemented based on PyTorch 1.7.1 with the
cuda 11.0 using the Python language 3.6.10.

Evaluation metric

In the experiments, this article selected the first 35 days (weekdays from March 6, 2017,
to April 21, 2017) of historical speed records as the training set, and the remaining as
validation and test set respectively for the PEMSBAY dataset. This article selected the first
34 days (weekdays from May 1, 2012, to June 15, 2012) of historical speed records as
the training set, and the remaining as validation and test set respectively for the PEMSM
dataset. The traffic forecasting problem is a classical regression problem. Thus, to evaluate
the prediction performance of different methods, the mean absolute error (MAE), mean
absolute percentage error (MAPE) and root mean squared error (RMSE) were selected as
the metrics. For the MAE, RMSE, and MAPE metrics, the smaller values indicate the better

prediction performance.

e MAE: the average of the absolute errors, which can be defined as:

N
1 .
MAE=NZ|Y,~—Y,- (7)
=1
e MAPE: the percentage of errors to ground truth values, which can be defined as:
N A
100% Yi—Y;
MAPE = 8
v ®

i=1
e RMSE: the rooted average squared difference between the predicted values and the
ground truth, which can be defined as:

1 AN2
RMSE= | — 21: (Yi—Y)) (9)
1=
Hyper-parameters settings
For the general setting, the hidden size and output size of dual-channel hypergraph
convolution are 64 and 8 respectively, the learning rate is 0.001, the batch size is 50, the
embedding size of ConvLSTM is 64, the kernel size is 3, the number of layers is 1. For the
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determination of the number of clusters in the K-Means clustering algorithm, this article
makes adjustments according to different datasets based on experimental results. For all

the machine learning methods, 70% of the datasets are used for training, and the rest is

used for testing. This article uses two layers of dual-channel hypergraph convolution and
each layer uses residual connections to ensure the transfer of features.

Baselines

To verify the validity of the proposed methods, this article investigates the classical methods,
including historical average (HA) and several common machine learning algorithms,
including support vector regression (SVR), K neighbors regression (KNN) and random
forest regression (RF). Furthermore, this article compares the proposed methods with
representative methods based on GCN and RNN, such as STGCN (Y, Yin ¢ Zhu, 2018),
AGCRN (Bai et al., 2020), and FC-GAGA (Oreshkin et al., 2021). Moreover, to prove the
effectiveness of the dual-channel hypergraph convolution module, This article designed
three ablation experiments, GST-HCN, HST-HCN, and LST-HCN.

e HA: Historical average uses the average value in the previous periods as the prediction
for the future periods.

e SVR: Support vector regression uses a support vector machine to do regression on the
traffic sequence.

e KNN: K neighbors finds the k nearest neighbors of a sample and then assigns the average
value of certain attributes of these neighbors to the sample.

e RF: Random forest is an ensemble technique that combines multiple decision trees. A
random forest usually has a better generalization performance than an individual tree
due to randomness.

e STGCN: Spatial-temporal GCN formulates the traffic forecasting problem on graphs
and builds the model with complete convolutional structures.

e FC-GAGA: FC-GAGA uses the learnable fully connected hard graph gating mechanism
to achieve performance competitive with or better than the best existing algorithms,
without requiring knowledge of the graph.

e AGCRN: AGCRN applies the data-adaptive graph generation (DAGG) module to
infer the inter-dependencies among different traffic to capture fine-grained spatial and
temporal correlations in traffic series automatically based on the two modules and
recurrent networks series automatically.

e GST-HCN is a variant of our proposed model, where the dual-channel hypergraph
convolution module is replaced by the graph convolution module.

e HST-HCN is a variant of our proposed model, where the dual-channel hypergraph
convolution module is replaced by the hypergraph convolution module.

e LST-HCN is a variant of our proposed model, where the dual-channel hypergraph
convolution module is replaced by the line graph convolution module.

Experiment results
The results are shown in Table 1 on the datasets PEMABAY and PEMSM. All the tests
use 60 min as the historical time window to forecast traffic conditions in the next 10, 15,
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Table 1 Results of different methods on the dataset PEMSBAY.

Classification Methods PEMSBAY (10/15/20 min)
MAE MAPE (%) RMSE
HA 2.41/2.48/2.56 5.62/5.78/5.97 5.37/5.58/5.76
. SVR 1.43/1.60/1.74 3.46/3.87/4.26 3.23/3.60/3.94
Classical methods
RF 1.35/1.54/1.72 2.90/3.42/3.90 2.69/3.15/3.56
KNN 1.45/1.62/1.78 3.20/3.65/4.08 2.92/3.34/3.72
STGCN 1.39/1.68/2.02 3.24/4.02/5.11 2.50/3.10/3.67
State-of-the-Art methods FC-GAGA 1.36/1.65/1.83 3.08/3.91/4.44 2.69/3.45/3.97
AGCRN 1.37/1.47/1.58 3.23/3.50/3.76 2.77/3.03/3.27
GST-HCN 1.32/1.51/1.68 3.17/3.71/4.21 2.41/2.82/3.18
HST-HCN 1.41/1.60/1.76 3.68/4.18/4.64 2.61/3.01/3.31
Our methods
LST-HCN 1.25/1.46/1.64 2.81/3.45/3.96 2.27/2.73/3.11
ST-HCN 1.22/1.40/1.57 2.73/3.23/3.73 2.19/2.58/2.94
Notes.
The best experimental results for each setting are bolded.
Table 2 Results of different methods on the dataset PEMSM.
Classification Methods PEMSM (10/15/20 min)
MAE MAPE (%) RMSE
HA 3.14/3.22/3.32 7.60/7.81/8.03 6.09/6.29/6.49
. SVR 1.78/2.01/2.21 4.45/5.03/5.54 3.44/3.92/4.36
Classical methods
RF 1.82/2.10/2.34 4.24/4.95/5.60 3.19/3.76/4.25
KNN 1.96/2.21/2.43 4.64/5.28/5.87 3.48/3.99/4.44
STGCN 1.87/2.29/2.60 4.32/5.38/6.19 3.16/3.93/4.46
State-of-the-Art methods FC-GAGA 1.86/2.20/2.45 4.36/5.26/5.98 3.38/4.16/4.77
AGCRN 1.82/1.96/2.09 4.39/4.75/5.08 3.28/3.60/3.89
GST-HCN 1.74/2.00/2.21 4.15/4.79/5.37 2.94/3.41/3.82
HST-HCN 1.72/1.97/2.19 4.07/4.74/5.29 2.90/3.39/3.75
Our methods
LST-HCN 1.68/1.96/2.18 3.87/4.56/5.22 2.88/3.40/3.82
ST-HCN 1.62/1.86/2.08 3.72/4.34/4.98 2.77/3.23/3.63
Notes.

The best experimental results for each setting are bolded.

and 20 min. In other words, this article focuses on short-term traffic forecasting and we
highlight the best performance for each forecasting step. Analyzing the experiment results
in Tables 1 and 2, the following conclusions can be drawn.

e The HA method is carried out using the historical average value as the prediction
result. It can achieve better results on datasets with flat data distribution. However, the
analysis of non-linear changes in traffic data is problematic. Therefore, the performance
on these two datasets is not ideal. The methods based on machine learning offer an
effective way of capturing the nonlinear changes in time series data, having a great
improvement than the HA method. In addition, the RF algorithm performs best among
machine-learning-based methods. One possible implication of this is that the ability
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of the RF algorithm can be improved by increasing the number of trees in the forests.
Meanwhile, machine learning methods are not inferior to some spatiotemporal graph
convolution methods on short-term traffic forecasting. This is largely because the
dataset used in this article is recorded on highways in the United States, where the data
is relatively smooth and usually does not exhibit non-linear changes. Thus, traditional
machine learning algorithms are also a direction worth considering when you want to
achieve higher efficiency and not bad precision in short-term traffic forecasting.

STGCN and FC-GAGA models have similar performance on the two datasets, but both
are inferior to AGCRN. There are two likely causes for this result. On the one hand,
STGCN requires quite high prior knowledge for designing the weighted adjacency matrix
in a simple graph. Therefore, its performance largely depends on prior knowledge. On
the other hand, FC-GAGA discards the prior knowledge of graphics and applies the
learnable fully connected hard graph gating mechanism instead. Thus, the performance
of FC-GAGA may be different on different datasets. While AGCRN uses a data-adaptive
graph generation (DAGG) module to infer the inter-dependencies among different
traffic series automatically, combining the advantages of the two articles intelligently.
However, AGCRN still utilizes simple graphs to embed and express spatial features,
allowing us to explore the validity of the hypergraph.

The performance of our proposed model in short-term prediction is better than all
baselines, indicating the effectiveness of our proposed model. Simultaneously, all the
variants are inferior to the proposed model, denoting that each module is effective.
The performance of the LST-HCN is better than the other two variants, the reason
can be attributed to the self-learning attention matrix, playing a vital role in learning
the mapping relationship between hyperedges and traffic nodes. To conclude, these
experimental results suggest that the hypergraph and line graph affect capturing the
high-order spatial relationship between nodes and the relationship between hyperedges.
The combination of the two can fully unify complex local correlation and across
road-network isomorphism in the spatial dimension in the traffic data.

The proposed framework outperforms all the baseline models in all settings. Take
the prediction of 15min as an example, compare with the best performance results
on the PEMSBAY dataset, the proposed model achieves approximately 4.76% higher
performance in terms of MAE, 14.85% higher in terms of RMSE, and 7.71% higher in
terms of MAPE. On the PEMSM dataset, the proposed model achieves approximately
5.1% higher performance in terms of MAE, 10.21% higher in terms of RMSE, and 8.63%
higher in terms of MAPE.

Parameter sensitivity analysis

In the construction of a hypergraph, a key step needs to determine the K value in the
K-means clustering algorithm. An important consensus is that the K value in the K-means
algorithm cannot exceed the number of road nodes. Take the prediction time step of 15min
as an example, the experimental results are shown in Table 3. For the PEMSM dataset and
PEMSBAY dataset, this article chooses the number of K from (4, 8, 16, 32, 64, 128) and
(4, 8, 16, 32, 64, 128, 256) respectively to analyze the change of prediction precision. And
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Table 3 Results of different K value on the datasets PEMSBAY and PEMSM.

Methods PEMSBAY (15 min) PEMSM (15 min)
MAE MAPE (%) RMSE MAE MAPE (%) RMSE
K=4 1.420 3.351 2.651 1.880 4.408 3.257
K=38 1.419 3.327 2.623 1.868 4.396 3.241
K=16 1.408 3.276 2.605 1.863 4.337 3.229
K =32 1.414 3.291 2.600 1.886 4.430 3.272
K =64 1.409 3.283 2.597 1.883 4.381 3.253
K =128 1.403 3.230 2.582 1.875 4.367 3.239
K =256 1.403 3.262 2.591 —— —— ——
Notes.
~~ Denotes that the experimental results cannot be obtained.
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(a) PEMSM dataset (b) PEMSBAY dataset

Figure 5 The change of prediction results with different K on the two datasets. (A) PEMSM dataset.
(B) PEMSBAY dataset.
Full-size G4l DOI: 10.7717/peerjcs.1450/fig-5

the results are shown in Figs. 5A and 5B. For the two datasets, as the K value increases, the
prediction precision increases, which means the effectiveness of our ideas. Nevertheless,
when the inflection point appears, as the K value continues to increase, the prediction
accuracy decreases instead. One possible explanation is that too many hyperedges will
gradually transform the hypergraph into a simple graph. Take the most intuitive example,
this article chooses the K value as the number of road nodes. Under this condition, each
node is included by a hyperedge. And then the proposed framework uses the physical
connection of the road network to expand the hyperedge, finally getting a simple graph.
Therefore, this article chooses the K = 16 and K = 128 for PEMSM and PEMSBAY datasets,
respectively. It is worth noting that for the PEMSBAY dataset when K = 256 the evaluation
index of MAE is lower than when K = 128, but both RMSE and MAPE are higher than
when K = 128. Our understanding is that MAE, like RMSE, measures the absolute size
of the deviation between the actual value and the predicted value, while MAPE measures
the relative size of the deviation. MAPE is more able to measure the stability of the model.
Thus, the model can achieve the optimal effect on the PEMSBAY dataset when K = 128.
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Figure 6 (A-B) Training and validation processes on the PEMSM dataset. (C-D) Training and valida-
tion processes on the PEMSBAY dataset.
Full-size Gl DOI: 10.7717/peerjcs.1450/fig-6

Ablation experiments

Convolutional neural networks can extract features from local spatial regions with a fixed
convolution kernel size. However, for graphs, the number of other nodes connected to
graph nodes is uncertain, and fixed convolution kernels cannot be used to extract features.
The concept of the product began to be raised. The graph convolutional network aims to
directly perform convolution on the graph and aggregate the surrounding adjacent node
information to form a new node representation. To verify the effectiveness of various graph
convolutions in extracting spatial features from traffic data, this article designs a series of
ablation experiments.

To prove the effect of dual-channel hypergraph convolution, This article designed three
ablation experiments. The training processes of the three ablation experiments are shown
in Fig. 6. As the number of training epochs increases, the training set loss and validation set
loss continue to decrease, indicating that the model is learning spatial-temporal features
from the data without any over-fitting or under-fitting phenomenon. As is illustrated in the
figures, what can be found is that the convergence process of HST-HCN and GST-HCN
is slower, while the convergence processes of LST-HCN and ST-HCN are faster. The
results may be attributed to the addition of the line graph, enabling us to model the
spatial relationship between multiple super-points quickly. Then, the complex spatial
relationships are extracted through line graph convolution, speeding up the process of
expressing of spatial features. Although simple graphs and hypergraphs can model spatial
connections, they cannot simultaneously analyze the features between hyper points, and
the many-to-many spatial relationship in traffic data cannot be described, resulting in slow
feature extraction. Therefore, it is necessary to use two-channel hypergraph convolution.

At the same time, the prediction effects of all variants are shown in Fig. 7. From the
histogram, what can be seen is that the values of the three evaluation indicators of ST-HCN
are lower than those of the other three models, which fully demonstrates the effectiveness
of the dual-channel convolution. But for the two datasets, there are some subtle differences.
For the PEMSM dataset, simple graph convolution can also achieve good results, because
when designing the adjacency matrix with weights in this dataset, a large number of traffic
nodes are screened to ensure that the maximum eigenvalue of the adjacency matrix is about
2. By doing so, the high effectiveness of layer-wised graph convolution can be guaranteed.
For the two datasets of PEMSM and PEMSBAY, the effect of only using hypergraph
convolution is not obvious. That is because this article need to ensure that the model
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Figure 7 Result change with different convolution module. (A) PEMSM dataset. (B) PEMSBAY dataset.
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learns the relationship between super edges and nodes while extracting the high-order
spatial relationships between nodes. Only by doing this, the proposed framework can
fully discover the complex local correlation and across road-network isomorphism in the
spatial dimension hidden in the traffic data. Both variants of the proposed method do not
perform as well as ST-HCN, which indicates the effectiveness of dual-channel hypergraph
convolution.

From the results of the above ablation experiments, we can see the necessity of using a
space—time hypergraph. The construction process of the hypergraph discovers important
traffic nodes globally and uses spatial connections to complete them locally so that the
complex spatial characteristics of traffic data can be integrated. In addition, for hypergraphs,
multiple points can be directly placed on an edge for feature extraction, which is also of
great significance for modeling the spatial isomorphism across road networks in traffic
data.

To demonstrate the effectiveness of the proposed hypergraph construction method,
this article designed two models: GST-HCN and HST-HCN. GST-HCN uses simple
graphs for training, while HST-HCN applies hypergraphs for training. The experiment
shows that HST-HCN performs better. Moreover, to demonstrate the effectiveness of
dual-channel hypergraph convolution, this article designed two models: LST-HCN and
ST-HCN. LST-HCN utilizes line graphs for training, while ST-HCN uses dual-channel
hypergraph convolution for training. The experiment shows that ST-HCN performs better.
In summary, the results of the ablation experiment could support the main contributions
of the article.

Case study

To better illustrate the learning ability and prediction effect of the model, this article
visualizes the results of different training epochs. Taking the performance results of the
model on the PEMSBAY dataset as an example, a cluster center in the K-means clustering
algorithm is selected to display the effect. As is shown in Fig. 8, from the changing trend
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Figure 8 Visualization of prediction results on PEMSBAY dataset. The solid blue line represents the
true value of the traffic node, and the orange dotted line represents the predicted value of the model. (A)
Epoch 1, (B) Epoch 15, (C) Epoch 30, (D) Epoch 50.

Full-size Gal DOI: 10.7717/peerjcs.1450/fig-8

of the blue solid line, what can be seen is that the average speed of this traffic node is
maintained at a high level before 6:00 in the morning, from 10:00 in the morning to 2:00
p-m. and after 8:00 in the evening. The activity trajectory of several periods is not obvious.
While at around 8:00 in the morning and around 5:00 p.m., the speed of traffic nodes
is significantly reduced. This is because most people choose to drive to and from get off
work at these times, resulting in a rapid increase in road occupancy and traffic congestion.
Therefore, the traffic speed at key intersections has obvious periodicity. This fully shows
that the K-means algorithm can effectively select the key traffic intersections from the
road network, and then can capture the high-order spatial relationship between key traffic
intersections and other traffic nodes through hypergraph convolution.

After one cycle of model training, the prediction results of the model have been able to
track the changing trend of the true value well, which shows that our proposed model can
converge quickly and achieve a relatively good result. Meanwhile, the results also show from
the side that the dual-channel convolution is very effective to extract the spatial features
of traffic data. Furthermore, the proposed framework used LSTM with a convolution
module to extract the temporal features of traffic data, which can quickly represent the
data distribution so that the satisfactory results can be obtained after one cycle of training.
After that, according to the overall distribution characteristics of the data, the model
gradually learns, and the fitting effect gradually increases. Even in a period with obvious
fluctuations, it can track very well. This indicates that our proposed model can learn the
nonlinear features in the traffic data well and cope with the dynamic changes of the traffic
data, thereby realizing the modeling of the traffic data in a completely data-driven manner.

Analysis of research results and discussion
The above experimental results fully demonstrate the effectiveness of our proposed
framework. However, from the experimental results table, it can be found that the effect of
model improvement is gradually insignificant. Therefore, to further analyze the advantages
and disadvantages of the model, this article compares the best-performing model AGCRN
in the dataset with our proposed model.

Taking the two main evaluation indicators MAE and MAPE as examples, this article
visualizes the prediction results. As is illustrated in Fig. 9, for both datasets, as the prediction
time step increases, the values of the two model evaluation indicators rise steadily, indicating
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(a) PEMSM Dataset (b) PEMSM Dataset (c) PEMSBAY Dataset (d) PEMSBAY Dataset

Figure 9 Results change with different methods on different datasets. (A—B) PEMSM dataset. (C-D)
PEMSBAY dataset.
Full-size &l DOI: 10.7717/peerjcs.1450/fig-9

that the prediction effect of the model decreases with the increase of the time step. However,
what can be seen is that the distance between the two model evaluation indicators is getting
smaller and smaller, which shows that although our model has achieved good results in
the time of short-term traffic forecasting, as the forecasting time increases, AGCRN has
beyond the trend. This is largely because AGCRN uses a data-adaptive graph generation
module to infer the inter-dependencies among different traffic time series automatically.
Our model does not add this long-term dependency, allowing the model to infer traffic
information for longer temporal distances. On the one hand, this fact shows that our model
is not perfect, but it points us to the next steps in our work. On the other hand, this article
focuses on exploring the effectiveness of hypergraphs in modeling traffic data and make full
use of hypergraphs to solve the problem of the across road-network isomorphism in traffic
prediction. The experimental results also fully demonstrate up to this point. Therefore, our
work is still of great interest in the field of how to use hypergraphs to model traffic data.

This work aims to provide accurate forecasting information by analyzing historical
traffic data. Therefore, the managerial implications of this work mainly have two aspects.
One is that accurate forecasting information can help traffic managers understand road
conditions better. The other is that the operating status of the vehicles in the network can
help urban residents optimize their travel experience.

CONCLUSION AND FUTURE WORK

In this article, a spatial-temporal hypergraph convolutional network for traffic forecasting
was proposed. The dual-channel graph convolutional neural network was proposed, which
can effectively capture the many-to-many spatial relationship between traffic nodes and
can perform feature extraction on the relationship between hyper-points. Simultaneously,
to tackle the periodic drift problem in the temporal dimension, an LSTM network with
a convolution module was applied. Moreover, experiments demonstrate that ST-HCN
outperforms the existing methods in short-term traffic forecasting.

In the future, our work will consider long-term dependencies between time steps to
achieve effective results in mid-to-long-term traffic forecasting. As mentioned in the article,
the proposed model performs spatiotemporal modeling of traffic data in a data-driven
manner, so the model can also be applied to other spatiotemporal graph modeling and
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forecasting tasks, such as urban demand forecasting, urban pedestrian flow forecasting,
and so on.
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