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Existing cross-lingual summarization (CLS) datasets experience inconsistent sample quality
and low scale. To address the problems, in this study, we propose a method that jointly
supervise quality and scale to build CLS datasets. In terms of quality supervision, the
method adopts a multi-strategy filtering algorithm to remove low-quality samples of
monolingual summarization (MS) from the perspectives of character and semantics,
improving the quality of the MS dataset. In terms of scale supervision, the method adopts
a text augmentation algorithm based on the pretrained model to increase the size of CLS
datasets with quality assurance. Based on the method, we also build an English-Chinese
CLS dataset and evaluate it with a reasonable data quality evaluation framework. The
evaluation results show that the dataset is of good quality and large size, which proves
that the proposed method can both comprehensively improve the quality and effectively
increase the scale, thereby obtaining a high-quality and large-scale CLS dataset at a lower
cost.
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15 Abstract

16 Existing cross-lingual summarization (CLS) datasets experience inconsistent sample quality and 

17 low scale. To address the problems, in this study, we propose a method that jointly supervise 

18 quality and scale to build CLS datasets. In terms of quality supervision, the method adopts a 

19 multi-strategy filtering algorithm to remove low-quality samples of monolingual summarization 

20 (MS) from the perspectives of character and semantics, improving the quality of the MS dataset. 

21 In terms of scale supervision, the method adopts a text augmentation algorithm based on the 

22 pretrained model to increase the size of CLS datasets with quality assurance. Based on the 

23 method, we also build an English-Chinese CLS dataset and evaluate it with a reasonable data 

24 quality evaluation framework. The evaluation results show that the dataset is of good quality and 

25 large size, which proves that the proposed method can both comprehensively improve the quality 

26 and effectively increase the scale, thereby obtaining a high-quality and large-scale CLS dataset at 

27 a lower cost.

28

29 Introduction

30 Cross-lingual summarization (CLS) converts texts1 in one language into summaries in another 

31 language to enable people to quickly and efficiently obtain information from texts written in 

32 unfamiliar languages. The researches of CLS has evolved from pipeline approaches (Leuski et 

33 al., 2003; Siddharthan & McKeown, 2005; Orǎsan & Chiorean, 2008; Wan, Li & Xiao, 2010; 

34 Wan, 2011; Yao, Wan & Xiao, 2015; Zhang, Zhou & Zong, 2016; Ayana et al., 2018; Wan et al., 

35 2019; Ouyang, Song & McKeown, 2019) to end-to-end approaches (Duan et al., 2019; Zhu et al., 

36 2019; Xu et al., 2020; Cao, Liu & Wan, 2020; Takase & Okazaki, 2020; Ladhak et al., 2020; 

1we use "text" to refer to a carrier of information in general, alongside the categories such as image and speech, and "text" to refer 

specifically to the input in the sample pair (text-summary) of Automatic Text Summarization, which means that "summary" 

represents the output in the sample pair.
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37 Dou, Kumar & Tsvetkov, 2020; Yin et al., 2020; Zhu et al., 2020; Bai, Gao & Huang, 2021; Bai 

38 et al., 2021; Wang et al., 2021), and the end-to-end approach is currently introducing deep 

39 learning models, such as Transformer (Vaswani et al., 2017). Extensive work has shown that the 

40 quality and scale of annotated data directly affect the performance of deep learning models. 

41 Therefore, both the quality and scale of the CLS dataset are extremely important.

42 Currently, researchers have constructed some CLS datasets through the collection method 

43 (Ladhak et al., 2020; Nguyen & Daumé, 2019; Fatima & Strube, 2021) and the transformation 

44 method (Ayana et al., 2018; Duan et al., 2019; Zhu et al., 2019). The most representative one is 

45 NCLS constructed by Zhu et al. (2019). Datasets obtained by the collection method are of higher 

46 quality while the cost is also high, thus they are small in scale. The transformation method builds 

47 CLS datasets from datasets of other tasks at a low cost and with a guaranteed scale. However, 

48 datasets obtained by the transformation method contain more low-quality samples, which 

49 seriously affects the performance of CLS methods. There are two reasons for this phenomenon. 

50 First, errors in the source dataset. For example, Zh2EnSum, the subset of NCLS, which is 

51 derived from LCSTS (Hu, Chen & Zhu F, 2015), contains many summaries that are too abstract 

52 because of the characteristics of the microblog, as shown in Table 1. Second, errors in the 

53 transformation system, such as translation error. Therefore, building high quality and large-scale 

54 datasets at low cost is a serious challenge for CLS research.

55 To address the problems of existing datasets and their construction methods, in this paper, we 

56 propose a dataset construction method of CLS based on filtering and text augmentation that 

57 jointly supervises quality and scale. In terms of quality supervision, the method uses the multi-

58 strategy filtering algorithm (MSF) which includes the strategies of irrelevant word statistics, 

59 keyword statistics, and semantics measure, to remove low-quality samples of monolingual 

60 summarization (MS). In terms of scale supervision, the method uses the text augmentation 

61 algorithm based on the pretrained model (TAPT) to increase the size of CLS datasets.

62 The evaluation results show that MSF can simply and effectively improve the quality of MS 

63 datasets, and TAPT can increase scale with assured quality which can be used to both improve 

64 the performance of CLS systems and build CLS datasets. The CLS dataset constructed by our 

65 method is of extremely high quality and large scale, which indicates that our method can both 

66 comprehensively improve the quality and effectively increase the scale, thereby obtaining a high-

67 quality and large-scale CLS dataset at a lower cost.

68 The main contributions of this paper are as follows.

69 1. We propose MSF to improve the quality of MS datasets, which removes low-quality MS 

70 samples from the perspective of character and semantics. It is the first time to automatically 

71 check the degree to which the summary reflects the content of its original text, and realizes the 

72 content comparison between non-parallel texts. The strategy of semantics measure in MSF 

73 implements the similarity measure for non-parallel texts, which can be widely applied.

74 2. We propose TAPT to increase the size of text data with quality assurance. TAPT not only uses 

75 the self-attention mechanism, which is good at capturing the internal correlation of data or 

76 features, to select the words to be replaced, but also uses MLM, which is an unsupervised pre-
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77 training task of the pretrained model, to realize contextual dynamic synonym replacement, 

78 greatly improving the effect of text augmentation. Experimental results shows that fine-tuning 

79 MBART (Liu et al., 2020) with TAPT can achieve +19.83 ROUGE-1, +15.4 ROUGE-2, +17.4 

80 ROUGE-L for English-Chinese CLS and +1.49 ROUGE-1, +0.31 ROUGE-2, +4.99 ROUGE-L 

81 for Chinese-English CLS compared to the previous best performance (Zhu et al., 2019). TAPT 

82 can be used in conjunction with any supervised CLS method to further improve the performance 

83 of CLS systems.

84 3. We propose a general and effective dataset construction method of CLS based on filtering and 

85 text augmentation. The method not only guarantees the quality of CLS dataset, but also meets the 

86 requirement of its scale. It can be used to build more CLS datasets. In addition, we also applied 

87 this method to build a high-quality and large-scale English-Chinese CLS dataset (En2Zh_Sum) 

88 with the data size of 2830266, which can be directly used for future research.

89

90 Related Works

91 CLS dataset

92 Current dataset construction methods of CLS can be summarized as the collection method and 

93 the transformation method. The overview of common CLS datasets is shown in Table 2.

94 The collection method refers to obtaining texts from resource-rich platforms, such as the 

95 Internet, and organizing them into CLS datasets. The process is shown in Fig 1. Ladhak et al. 

96 (2020) collected multilingual CLS datasets from WikiHow2. Nguyen & Daumé (2019) collected 

97 multilingual CLS from Global Voices3. Fatima & Strube (2021) collected English-German CLS 

98 datasets from Spektrum der Wissenschaft4 and Wikipedia5.

99 The transformation method refers to automatically generating CLS datasets from datasets of 

100 other tasks through a transformation system. The process is shown in Fig 2. Ayana et al. (2018) 

101 built an English-Chinese CLS dataset by translating the summaries of Gigaword (Napoles, 

102 Gormley & Durme, 2012) and DUC (Over, Dang & Harman, 2007) while Duan et al. (2019) 

103 built a Chinese-English CLS dataset by translating the texts of Gigaword and DUC. Zhu et al. 

104 (2019) built English-Chinese and Chinese-English CLS datasets by translating summaries of 

105 CNN/Daily Mail (Hermann et al., 2015) and LCSTS (Hu, Chen & Zhu F, 2015), respectively, 

106 using a filtering strategy based on ROUGE (Lin, 2004).

107 Text augmentation

108 Data augmentation is a method for generating a large amount of data from a small amount of 

109 data using semantic invariance as a criterion (Schwartz et al., 2018). Common text augmentation 

110 algorithms can be categorized as word-level and text-level. The overview of related researches is 

111 shown in Table 3.

112 In word-level augmentation, Wei & Zou (2019) proposed EDA (Easy Data Augmentation), 

113 which includes four operations: synonym replacement, random insertion, random exchange, and 

2https://www.wikihow.com
3https://globalvoices.org
4https://www.spektrum.de
5https://www.wikipedia.org
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114 random deletion. Kobayashi (2018) proposed a contextual text augmentation that uses a 

115 bidirectional language model for contextual dynamic synonym replacement. Wu et al. (2019) 

116 replaced the bidirectional language model of Kobayashi (2018) with BERT (Devlin et al., 2018).

117 In text-level augmentation, Yu et al. (2018) used back-translation (BT) (Sennrich, Haddow & 

118 Birch, 2016) for text augmentation in reading comprehension tasks. Xie et al. (2019) proposed 

119 UDA (Unsupervised Data Augmentation) for unsupervised text augmentation using BT. Some 

120 studies used Natural Language Generation (NLG) model for augmentation. Hou et al. (2018) 

121 proposed a data augmentation framework based on a sequence-to-sequence (Seq2Seq) model for 

122 the text augmentation of dialogue systems. Anaby-Tavor et al. (2019) proposed LAMBDA 

123 (Language-model-based Data Augmentation), which used GPT-2 (Radford et al., 2018) to 

124 generate new texts for augmentation.

125

126 Methods

127 To address the problems of existing datasets and their construction methods, we propose a 

128 dataset construction method of CLS based on filtering and text augmentation. Firstly, the method 

129 applies MSF to improve the quality of the MS dataset, whose language is the target language of 

130 CLS (text in the source language-summary in the target language). Secondly, the method 

131 translates the text of the MS dataset into the source language, and matches the translation with 

132 the corresponding summary of the original text to obtain a CLS dataset. Finally, the method uses 

133 TAPT to expand sample pairs of the CLS dataset, so as to obtain a high-quality and large-scale 

134 CLS dataset. The method not only guarantees the quality of CLS dataset, but also meets the 

135 requirement of its scale. The process is shown in Fig 3.

136 Multi-strategy filtering

137 To accurately measure how well the summary in MS dataset generalize the text content, we 

138 propose multi-strategy filtering algorithm. The algorithm uses the strategies of irrelevant word 

139 statistics, keyword statistics, and semantics measure successively to remove low-quality MS 

140 sample pairs from the perspective of character, combination of character and semantics, and 

141 semantics, so as to improve the quality of datasets. The overall process is shown in Fig 4.

142 Irrelevant word statistics

143 The words in the summary that do not appear in its original text (defined as irrelevant words) will 

144 affect the learning effect of the CLS model to some extent. Therefore, this strategy calculates the 

145 proportion of irrelevant words in the summary to all summary words to measure how much text 

146 content the summary contains from the perspective of character. If the proportion is too high, it 

147 means that there are too many words in the summary that do not appear in the original text, and 

148 the sample should be filtered out.

149 Specifically, given the text of a MS sample  and its reference summary 

150 ,  is the length of ,  is the length of , .  and  denote the 

151 th word of  and the th word of , respectively. Then the proportion of irrelevant words  

152 is:
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153 (1)

154 where  denotes the cardinal number of a set.

155 Keyword statistics

156 A good summary should contain many keywords of the original text. Word embedding can 

157 reflect the semantic relationship of words in high-dimensional spaces, and is a good choice for 

158 measuring semantic similarity to introduce semantic information (Tang et al., 2019). K-means 

159 algorithm (Macqueen, 1966) can cluster similar objects into a same cluster. Therefore, this 

160 strategy uses a word clustering method based on the Word2Vec (Mikolov et al., 2013a; Mikolov 

161 et al., 2013b) to extract keywords of a text from the perspective of semantics, and then calculate 

162 the proportion of words in a summary belonging to keywords of its corresponding text to all 

163 words in the summary to measure how much key information of the text is contained in the 

164 summary from the perspective of character. If the proportion is too low, it means that the 

165 summary has too many non-keywords, and the sample should be filtered out.

166 Specifically, given  and , we first encode  with Word2Vec to derive the word 

167 representation sequence , and cluster all the words with K-means 

168 algorithm. Then we calculate the Euclidean distance between the cluster centers and other words, 

169 using the cluster centers as the main keywords, and selects the p nearest words to the cluster 

170 center as keywords to obtain the keyword set . Then the proportion of summary 

171 words belonging to keywords of the text  is:

172 (2)

173 where  denotes the cardinal number of a set.

174 Semantics measure

175 A good summary should be semantically similar to the original text. Contextual word 

176 embeddings from the pretrained model, such as BERT (Devlin et al., 2018), have brought a leap 

177 forward in semantic representation of texts. However, due to the problem of anisotropy, BERT-

178 based text embedding cannot measure similarity using cosine similarity. BERT-Whitening (Su et 

179 al., 2021) solves the problem by transforming the embedding vector into isotropic form by 

180 simply whitening (i.e., principal component analysis). Therefore, this strategy takes BERT-

181 Whitening as text embedding, and calculate the cosine similarity between representation vectors 

182 of the text and its summary to measure how much text content the summary contains from the 

183 perspective of semantics. If the cosine similarity is too small, the similarity between the summary 

184 and the text is too low, and the sample should be filtered out.

185 Specifically, given  and , we first obtain the word representation sequences of  and  by 

186 BERT word embedding, and  respectively, then 

187 obtain their text representation vectors  and . Following which,  and  are unified and 

188 denoted as .  is whitened and h principal components are retained to obtain . 
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189 The process is shown in Table 4 (Su et al., 2021). Finally,  is split into , and 

190 the cosine similarity  between  and  is:

191 (3)

192 where  computes the cosine similarity of two vectors.

193 Text augmentation based on the pretrained model

194 Self-attention (Vaswani et al., 2017) can capture inter-word dependencies. MLM, a pre-training 

195 task of auto-encoded pre-trained models such as BERT and RoBERTa (Liu et al., 2019), can 

196 contextually predict words. Therefore, we propose a text augmentation algorithm based on the 

197 pretrained model that uses the self-attention and MLM to dynamically replace synonym words 

198 for generating a new text.

199 Specifically, given the text of a CLS sample  and its reference 

200 summary , we first use self-attention to select the words to be 

201 masked, obtaining . Subsequently, we predict the 

202 masked words by using the MLM of pretrained model to obtain the new text

203 . Finally,  and  are constructed together as a new CLS 

204 sample. The process is shown in Fig 5, where blue text indicates that the predicted result is 

205 different from the original text, and green text indicates that the predicted result is the same as 

206 the original text.

207

208 Experimental Setup

209 Dataset

210 LCSTS (Hu, Chen & Zhu F, 2015) is a Chinese summarization dataset originating from Sina 

211 Weibo, containing Part_I, Part_II, and Part_III. The authors scored samples of Part_II and 

212 Part_III to judge the relevance of the summary to the text. The correlation score interval is [1,5], 

213 and the higher the score, the more relevant it is. In this study, 2,196,263 samples of Part_I after 

214 deduplication and 195 samples of Part_III with a score of 5 after deduplication are used as the 

215 original samples for building En2Zh_Sum.

216 NCLS (Zhu et al., 2019) is the benchmark set of CLS. We use it to validate TAPT. It contains 

217 the English-Chinese CLS dataset En2ZhSum and Chinese-English CLS dataset Zh2EnSum. The 

218 statistics are shown in Table 5, and the word segmentation algorithm is BPE (Sennrich, Haddow 

219 & Birch, 2016). LCSTS is the data source of Zh2EnSum. Due to the large data size, considering 

220 the hardware, training effect, training efficiency and other factors, we randomly sample one-sixth 

221 of En2ZhSum train set (60,781 samples) and one-half of Zh2EnSum train set (846,857 samples) 

222 as the train subsets. And we use TAPT on them to get the augmented train subsets, with the data 

223 size reaching 115,589 and 1,424,296, respectively.

224 Baselines and comparison methods
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225 To validate TAPT, we use it directly for CLS and compare it with some research results. The 

226 study of neural CLS is just emerging, and there are not many research results. Some 

227 representative research results are as follow.

228 The following describes the work of Zhu et al. (2019), which is a benchmark for CLS studies and 

229 covers pipeline methods and end-to-end methods.

230 TETran: It translates texts in the source language using a transformer-based MT model, and 

231 then summarizes the translated texts in the target language using the LexRank algorithm (Erkan 

232 & Radev, 2004).

233 TLTran: It summarizes texts in the source language using a transformer-based MS model, and 

234 then translates summaries in the source language to the target language using a transformer-

235 based MT model.

236 GETran and GLTran: It replaces the MT model in TETran and TLTran with Google 

237 Translator6.

238 NCLS: It trains a Transformer (Vaswani et al., 2017) on NCLS.

239 NCLS-MT: It trains a Transformer by incorporating MT and CLS under multi-task learning.

240 NCLS-MS: It trains a Transformer by incorporating MS and CLS under multi-task learning.

241 The followings are other outstanding CLS studies that have been conducted in recent years.

242 XNLG-CLS (Xu et al., 2020): It fine-tunes the XNLG model (Chi et al., 2020) on NCLS.

243 ATS (Zhu et al., 2020): It trains a Transformer on NCLS, then sums the neural network 

244 probability distribution of the Transformer and the translation probability distribution of a 

245 probabilistic bilingual dictionary as the final summary generation distribution.

246 MLPT (Xu et al., 2020): It pretrains the CLS model using two unsupervised pretraining tasks 

247 and three supervised pretraining tasks, then fine-tunes the model by incorporating MS and CLS 

248 under multi-task learning.

249 RL-XSIM (Dou, Kumar & Tsvetkov, 2020): It uses a Transformer to perform multi-task 

250 learning for CLS, MT, and MS, and then optimizes the model through bilingual semantic 

251 similarity.

252 MCLAS (Bai, Gao & Huang, 2021): It modifies the output of CLS into sequential connections 

253 between MS and CLS.

254 CSC (Bai et al., 2021): It uses the compression ratio to unify the MT and CLS corpora, and 

255 encodes the compression ratio into the semantic representation of texts.

256 The above are the most representative research results of CLS at present. We use them as 

257 baselines. The pretrained model BART (Lewis et al., 2020) had achieved state-of-the-art 

258 performance on MS at the time, and thus we choose the multilingual pretrained model MBART 

259 (Liu et al., 2020) as the basic framework of CLS, and take full advantage of its powerful 

260 semantic understanding, cross-lingual alignment and text generation capabilities. Combining the 

261 methods in this study, the following three comparison models can be obtained.

262 MBART-CLS: It uses MBART directly for CLS.

263 MBARTft-CLS: It fine-tunes MBART on the train subsets of NCLS.

264 (MBART+TPTA)ft-CLS: It fine-tunes MBART on the augmented train subsets of NCLS.

265 Parameter setup and evaluation metric

266 Parameter setup

267 Our dataset construction method belongs to the transformation method. When building 

268 En2Zh_Sum, we avoid introducing errors to reference summaries that can affect the learning 

6https://translate.google.com

PeerJ Comput. Sci. reviewing PDF | (CS-2022:10:78962:1:0:NEW 5 Jan 2023)

Manuscript to be reviewedComputer Science



269 effect of CLS model by translating texts of LCSTS instead of summaries, and use Baidu 

270 Translate API7 as the transformation system to ensure translation quality. In MSF, we use jieba8 

271 library for Chinese word segmentation, while the Word2Vec-based word clustering method is 

272 implemented using the Word2Vector of gensim9 library and K-means algorithm of sklearn10 

273 library. BERT embedding and whitening are performed using bert-base-uncased11 of 

274 Huggingface-transformers and codes from NLP-Series-sentence-embeddings12 project. The 

275 average word vector of all words in the first and last layers of the BERT word vector is used as 

276 text embedding. Li et al. (2020) have proved that this pooling is the optimal choice without any 

277 processing. In TAPT, we use BPE (Sennrich, Haddow & Birch, 2016) to tokenize13 texts and 

278 build word dictionary, and put all English texts in lower case. Roberta-base14 and mbart-large-

279 cc2515 of Huggingface-transformers16 are used to implement RoBERTa and MBART.

280 In the experiments to verify En2Zh_Sum and TAPT, we set the input/output sequence length to 

281 550/100 and 80/60 for English-Chinese and Chinese-English CLS, respectively. The AdamW 

282 (Loshchilov & Hutter, 2019) optimizer is used to train in parallel on 2 NVIDIA RTX A6000 

283 GPUs, and we stop fine-tuning after 100,000 iterations. The key parameters of the experiments 

284 are shown in Table 6.

285 To select the most appropriate pretrained model for TAPT, we also test the performance of five 

286 classical pretrained models for predicting words, including BERT, ELECTRA (Clark et al., 

287 2020), ERNIE (Sun et al., 2020), RoBERTA and ALBERT (Lan et al., 2020). Specifically, 

288 electra-base-discriminator17, ernie-2.0-base-en18, and albert-base-v219 models of Huggingface-

289 transformers are used to implement the pretrained model ELECTRA, ERNIE, and ALBERT, 

290 respectively.

291 Evaluation metric

292 Artificial intelligence applications require large quantities of training and test data. This demand 

293 presents significant challenges not only concerning the availability of such data, but also 

294 regarding its quality. Incomplete, erroneous or inappropriate training data can lead to unreliable 

295 models that produce ultimately poor decisions (Budach et al., 2022). Therefore, a comprehensive 

296 and rigorous data quality assessment is important for dataset construction. Three quality 

297 attributes are comprehensiveness, correctness, and variety, which are most critical to "fit for 

298 purpose" of deep learning (Chen, Chen & Ding, 2021). We use qualitative or quantitative 

299 methods to evaluate the quality of datasets produced by our dataset construction method from the 

7https://api.fanyi.baidu.com
8https://pypi.org/project/jieba
9https://pypi.org/project/gensim
10https://pypi.org/project/sklearn
11https://huggingface.co/bert-base-uncased/tree/main
12https://github.com/zhoujx4/NLP-Series-sentence-embeddings
13It will obtain tokens, which is the basic unit in which a computer processes text.
14https://huggingface.co/roberta-base/tree/main
15https://huggingface.co/mbart-large-cc25/tree/main
16https://huggingface.co
17https://huggingface.co/electra-base-discriminator/tree/main
18https://huggingface.co/ernie-2.0-base-en/tree/main
19https://huggingface.co/albert-base-v2/tree/main
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300 perspective of such three quality attributes. According to the data quality assessment framework 

301 proposed by Chen, Chen & Ding (2021), we make the qualitative evaluation of the 

302 comprehensiveness of the dataset by checking the data source, the qualitative evaluation of the 

303 correctness of the dataset by manually checking samples and the quantitative evaluation of the 

304 variety of the dataset by checking the uniqueness of samples, and checking the overlap of train, 

305 valid and test sets. In addition, according to the conclusion made by Chen, Pieptea & Ding 

306 (2022), we design a group of experiments directly for CLS to quantitatively evaluate the effect of 

307 TAPT and the quality of data obtained by it.

308 In the experiments to verify En2Zh_Sum and TAPT, we use ROUGE (Lin, 2004) to evaluate 

309 CLS results, specifically using rouge-metric20 library. Note that the standard ROUGE metric 

310 only evaluates English summaries, and thus a special treatment is applied to evaluate Chinese 

311 summaries in our study, i.e., the summaries are segmented by character granularity and then 

312 spliced with space characters.

313 In the experiment to select the most appropriate pretrained model, we use the average accuracy 

314 of predicted words equal to the masked words to measure the predictive power of the model.

315

316 Experimental Results and Analysis

317 Evaluation of dataset quality

318 Check of the comprehensiveness

319 One way of the evaluation is to evaluate the data collection procedure and data sources (Chen, 

320 Chen & Ding, 2021). The process of our dataset construction method is shown in Fig 1. Firstly, 

321 we use MSF to remove low-quality samples from the data source, ensuring quality at the 

322 beginning of the construction. Then, we use the excellent Baidu Translation service to translate 

323 the text in the data source from Chinese to English, ensuring the quality of the collection 

324 procedure. Finally, we use TAPT to expand the CLS dataset obtained in the previous step, which 

325 increases the data size while ensuring the sample quality. We select the LCSTS (Hu, Chen & 

326 Zhu F, 2015) dataset as the data source. LCSTS is a benchmark dataset of ATS obtained from 

327 Sina Weibo. Its texts are short and noisy, which not only makes the model easier to learn from 

328 data, but also increases the generalization performance to a certain extent. The authors manually 

329 mark the correlation between the text and the summary. This correlation reflects quality of 

330 samples. We can select samples with different correlation scores according to specific tasks, so 

331 as to obtain the valid set and test set of appropriate quality. The above analysis shows that 

332 En2Zh_Sum is of good comprehensiveness and reliable quality.

333 Check of the correctness

334 The most straightforward way to check the correctness of a dataset is to check the sample data 

335 manually (Chen, Chen & Ding, 2021). We randomly sample 100 samples from the train set, 

336 valid set and test set of En2Zh_Sum, respectively, and check them manually. Three graduate 

337 students are asked to check each sample from three independent perspectives: (1) correlation, (2) 

20https://pypi.org/project/rouge-metric
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338 conciseness, and (3) fluency. Each perspective is assessed with a score ranging from 1 (worst) to 

339 5 (best). Table 7 presents the average results.

340 As shown in Table 7, no matter which dataset, summaries and their corresponding texts have 

341 well conciseness and fluency. In LCSTSMSF and En2Zh_Sum, summaries can well reflect the 

342 content of their corresponding texts. However, in LCSTS, the correlation between summaries 

343 and their corresponding texts is obviously low. It shows that En2Zh_Sum is of good correctness 

344 and reliable quality. The increase of the score of correlation from LCSTS to LCSTSMSF indicates 

345 the effect of MSF on improving the quality of MS data set.

346 Check of the variety

347 Some properties of variety need to be checked are the unique data items in a dataset and the 

348 overlap in train, valid and test sets (Chen, Chen & Ding, 2021). We calculate the uniqueness 

349 ratio of the train, valid and test sets of En2Zh_Sum respectively, as well as the overlap ratio 

350 among them. Table 8 presents the checking results.

351 As shown in Table 8, samples in En2Zh_Sum are unique, and there is no overlap among the 

352 three splits. It shows that En2Zh_Sum is of good variety and reliable quality.

353 Experimental evaluation

354 The experimental study in machine learning and deep learning can quantitatively evaluate the 

355 quality of the dataset (Chen, Pieptea & Ding, 2022). We fine-tune MBART on the augmented 

356 train subsets of NCLS and compare the performance with the results of many CLS studies on the 

357 full train set. The experimental results are listed in Table 9.

358 The experimental results show that the direct application of MBART does not perform well for 

359 either English-Chinese or Chinese-English CLS, which suggests that even if the pretrained 

360 model has strong performance, it cannot be directly applied to CLS without learning from 

361 specific data. MBARTft-CLS (the MBART fine-tuned on the train subset) achieves +18.77 

362 ROUGE-1, +13.2 ROUGE-2, +15.84 ROUGE-L for English-Chinese CLS and +1.42 ROUGE-1, 

363 +0.11 ROUGE-2, +4.98 ROUGE-L for Chinese-English CLS compared to the state-of-the-art 

364 performance, which shows that the pretrained model can significantly improve the performance 

365 of CLS system. (MBART+TPTA)ft-CLS (the MBART fine-tuned on the augmented train subset) 

366 achieve +19.83 ROUGE-1, +15.4 ROUGE-2, +17.4 ROUGE-L for English-Chinese CLS and 

367 +1.49 ROUGE-1, +0.31 ROUGE-2, +4.99 ROUGE-L for Chinese-English CLS compared to the 

368 state-of-the-art performance, which shows that TAPT can generate high-quality CLS samples 

369 and improve CLS performance, and indirectly validates the quality of En2Zh_Sum.

370 We can see that after fine-tuning the CLS task on the MBART, performance is well above the 

371 baselines. The difficulty of improving performance again at this point is enormous. The essence 

372 of data augmentation to improve performance is to increase samples of train set. MBARTft-CLS 

373 has learned the train set well, while (MBART+TPTA)ft-CLS only has more training samples than 

374 MBARTft-CLS. So (MBART+TPTA)ft-CLS won't have a significant performance improvement 

375 over MBARTft-CLS, but it is a satisfying and surprising result that the performance 

376 improvement of over is about 1% (English-Chinese) and 0.1% (Chinese-English). The bi-

377 direction performance has a big difference. There are two main reasons: (1) MBART is a 
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378 multilingual pretrained model. Due to the differences in the pre-training corpus and the 

379 characteristics of Chinese and English, the language ability of the model is different. Therefore, 

380 this model can be regarded as two different models when conducting CLS experiments in two 

381 different cross-lingual directions. (2) The datasets for CLS experiments in bi-direction are 

382 different. The dataset used for English-Chinese CLS is En2ZhSum, and the dataset used for 

383 Chinese-English CLS is Zh2EnSum. The statistics are shown in Table 5. Their source, size, 

384 length of samples and other aspects have obvious differences. To sum up, it is quite normal for 

385 two different pretrained models to have big differences in experimental results on different 

386 datasets.

387 The size of En2Zh_Sum is shown in Table 10. To validate the quality of En2Zh_Sum simply and 

388 intuitively, we randomly sample the one-seventh of train set (400,000 samples) to fine-tune 

389 MBART and test on whole test set. The result is shown in Table 11. It shows that the CLS model 

390 can achieve good performance with only part of En2Zh_Sum, which proves that our dataset 

391 En2Zh_Sum is of high quality and the effectiveness and feasibility of our dataset construction 

392 method of CLS.

393 Choice of the pretrained model

394 We randomly sample five English texts from NCLS, and randomly select ten words from each 

395 text, as shown in Table 12. And we use five pre-trained models of BERT, ELECTRA, ERNIE, 

396 RoBERTa and ALBERT to predict the masked tokens. The average prediction accuracy is shown 

397 in Table 13.

398 The experimental results show that RoBERTa has the highest accuracy, which indicates that it 

399 has the optimal performance for predicting words. Table 14 shows some typical results of 

400 applying RoBERTa in TAPT. The result of the first text is the same as the original text, and the 

401 result of the second text is slightly different from the original text, which shows that RoBERTa 

402 can ensure both similarities and differences between the generated text and the original text to 

403 generate suitable new samples for augmentation.

404 One confusing result is that the performance of ERNIE is 0. Table 13 shows the average 

405 accuracy of predicted words equal to the masked words to measure the predictive power of the 

406 model. The average accuracy is the mean of the ratio of the number of predicted words equal to 

407 the mask words to the total number of mask words in all experimental samples. The real result of 

408 the experiment is that ERNIE don't get a single word right, so the average accuracy is 0. ERNIE 

409 is a very powerful pretrained model right, which improves MLM of BERT. Although the 

410 performance of ERNIE on various NLP tasks is greatly improved, the experimental result shows 

411 that its ability to predict words directly actually decreased, which is unsuitable for TAPT.

412

413 Conclusions

414 In this paper, we propose a dataset construction method of CLS that jointly supervises quality 

415 and scale, and build a high-quality and large-scale English-Chinese CLS dataset En2Zh_Sum. 

416 Our method uses MSF to remove low-quality MS samples from the perspectives of character and 

417 semantics to supervise quality, and TAPT which uses self-attention and MLM to increase 

PeerJ Comput. Sci. reviewing PDF | (CS-2022:10:78962:1:0:NEW 5 Jan 2023)

Manuscript to be reviewedComputer Science



418 samples to supervise scale. The experimental results show that our method can not only filter out 

419 low-quality samples comprehensively but also augment data scale flexibly and effectively to 

420 obtain a high-quality and large-scale CLS dataset at a lower cost.

421 Currently, there are few methods to evaluate and improve the quality of MS datasets. MSF is the 

422 first method to improve the quality of MS datasets by measuring the degree to which the 

423 summary reflects the content of its original text from the perspectives of character and semantics. 

424 It is simple and effective, and can be generalized to handle similar types of non-parallel text 

425 pairs. Compared with existing text augmentation algorithms based on pretrained models, TAPT 

426 utilizes self-attention to more rationally select words to be replaced. In the dynamic synonym 

427 replacement, TAPT uses a more powerful pre-training model to get the best performance of 

428 predictive words. TAPT encourages researchers to make reasonable use of the features of 

429 pretrained models, and can be used to augment texts for other tasks. Our dataset construction 

430 method is the first systematic method to build CLS datasets. In the process of construction, 

431 effective techniques are adopted to strictly supervise the quality and scale. It can be used to build 

432 more CLS datasets. The datasets constructed by our method can be directly used for future 

433 research.

434 In future work, we will follow the ideas of our method to optimize the supervision process of 

435 quality and scale. In terms of quality supervision, we intend to measure more accurately how 

436 well the summary reflects the content of the original text from the perspective of semantics. In 

437 terms of scale supervision, we will consider how best to leverage the capabilities of the 

438 pretrained model to expand samples with higher quality.

439
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Figure 1
The process of the collection method
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Figure 2
The process of the transformation method
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Figure 3
The process of the proposed dataset construction method of CLS
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Figure 4
The overall process of MSF
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Figure 5
The process of TAPT
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Table 1(on next page)

Samples of the LCSTS dataset.

The straight underline denotes keywords that appear in both the text and the summary. The
red text denotes content that appears in the summary but not in the text and is unrelated to
the text. The wavy underline denotes content that appears in the summary but not in the
text and reflects key information.
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Table 2(on next page)

An overview of CLS datasets.

*The dataset contains many sub-datasets with cross-lingual directions. The average size of all
sub-datasets is used to represent the size of this dataset.
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D������ Method Type Mode Scale Open Source

Ladhak et al. (2020) Collection Auto+Manual 18k* All

Nguyen & Daumé (2019) Collection Auto+Manual
gv-snippet: 1k*

gv-crowd: 0.2k*
All

Fatima & Strube (2021) Collection Auto+Manual
W-CLS: 51k

S-CLS: 48k
All

Ayana et al. (2018) Transformation Auto 3.8M Not

Duan et al. (2019) Transformation Auto 3.8M Some

Zhu et al. (2019) Transformation Auto
En2ZhSum: 371k

Zh2EnSum: 1.7M
All

1
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Table 3(on next page)

An overview of text augmentation algorithms.
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Algorithm Object Model Method

Wei & Zou (2019) Word -

synonym replacement,

random insertion,

random exchange,

random deletion

Kobayashi (2018) Word Bidirectional Language Model synonym replacement

Wu et al. (2019) Word BERT synonym replacement

Yu et al. (2018) Text - back-translation

Xie et al. (2019) Text - back-translation

Hou et al. (2018) Text Seq2Seq Model generate new texts

Anaby-Tavor et al. (2019) Text GPT-2 generate new texts

1
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Table 4(on next page)

Workflow of Whitening-h.
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Algorithm 1                         Whitening-h

Input: Existing embeddings  and reserved dimensionality h

1: compute Mean and variance  of 

2: compute ,  and 

3: compute 

4: for  do

5:    

66 end for

Output: Transformed embeddings 

1
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Table 5(on next page)

Statistics on the NCLS dataset.

1Num denotes the size of the dataset. 2SrcAvgToken denotes the average token number of

source language texts. 3SrcMaxToken denotes the maximal token number of source language

texts. 4TgtAvgToken denotes the average token number of target language summaries.
5TgtMaxToken denotes the maximal token number of target language summaries.
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En2ZhSum Train Valid Test Zh2EnSum Train Valid Test

Num1 364,687 3,000 3,000 Num1 1,693,713 3,000 3,000

SrcAvgToken2 942.7 949.1 930.2 SrcAvgToken2 73.4 73.3 73.6

SrcMaxToken3 12,498 7,547 8,635 SrcMaxToken3 134 113 119

TgtAvgToken4 70.0 70.1 69.9 TgtAvgToken4 20.6 20.6 21.5

TgtMaxToken5 593 242 260 TgtMaxToken5 70 48 53

1
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Table 6(on next page)

Key parameters of experiments.

1Tokenizer denotes the tokenize algorithm. 2En2Zh I/O length denotes the input/output

sequence length of model in English-to-Chinese CLS. 3Zh2En I/O length denotes input/output

sequence length of the model in Chinese-to-English CLS. 4Iter denotes the iterations at the
end of fine-tuning.
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Parameter Setup

CLS Tokenizer1 BPE

En2Zh I/O length2 550/100

Zh2En I/O length3 80/60

Iter4 100,000
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Table 7(on next page)

Human evaluation results on the three datasets.

1CR, CC, and FL denote the scores for correlation, conciseness, and fluency, respectively.
LCSTSMSF represents the samples left after MSF is used on the LCSTS dataset.
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Dataset Role Split CR1        CC1        FL1

Train 3.48        3.80        4.08

Valid 3.56        3.79        4.01LCSTS Source

Test 3.62        3.83        4.03

Train 4.10        3.77        4.05

Valid 4.05        3.84        4.09LCSTSMSF Intermediate

Test 4.09        3.81        4.02

Train 4.08        3.78        4.12

Valid 4.12        3.86        4.04En2Zh_Sum Final

Test 4.06        3.82        4.02
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Table 8(on next page)

Checking results of the uniqueness and overlap of En2Zh_Sum splits.
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Split Uniqueness Ratio Overlap Ratio

Train 1001 01 (with Valid)

Valid 100% 0% (with Test)

Test 100% 0% (with Train)
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Table 9(on next page)

The results of CLS experiments.

ROUGE F1 scores (%) on En2ZhSum and Zh2EnSum test sets. † denotes the previous best
performance. * denotes the results of fine-tuning MBART on the train subsets. The bold
number denotes the results of fine-tuning MBART on the augmented train subsets.
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English-to-Chinese CLS Chinese-to-English CLS
Method

R�����	 R�����
 R������ R�����	 R�����
 R������

-PiP�
��� m������-

TETrT� 262	�     102��     232
� 232��      72��     1827�

T���T� 302

     122
�     272�� 332�
      152�	    2�2��

����T� 282	�     112��     25277 242��      �2	�     202	�

����T� 322	7     132��     2�2�� 352��      162��    312
�

-En�������� m�������

N��� 362�
     1827
     332
� 382��      212��    352��

N���� � 402
�     222�
     362�� 402
�      222��    362
	

N���� � 382
�     202
�     427� 402��      222��    362��

XN������ 3�2��     242�7     282
� 382��      1�2��    332��

AT� 402�7     222
	     362�� 402��      242	
�    362�7

 �M� 432���    252�	�     2�2�� 412�
�     232��     372
��

R��X�! 422��     232��     3�2
�� -          -         -

 ��"� 422
7     242��     302�� 352��      162�7     312	�

C�� -         -          - 402��      212��     352��

-The P��P���� m������

 #"R����� 142��     42�	      102�7 027	       02��      027�

 #"R�f$-C�� 622
7*    382�	*     552	�* 432��*     242
�*    422
�*

( #"R�%M�"&f$-C�� 63.33     40.81     56.69 43.11      24.43     42.25
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Table 10(on next page)

Data size of the En2Zh_Sum.
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En2ZhE')+ Tr,-. V,/-0 Te34

Size 2,810,266 10,000 10,000
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Table 11(on next page)

ROUGE F1 scores (%) on the En2Zh_Sum test set.

PeerJ Comput. Sci. reviewing PDF | (CS-2022:10:78962:1:0:NEW 5 Jan 2023)

Manuscript to be reviewedComputer Science



English-Chinese CLS
Model

589:;<= 589:;<> 589:;<?

@AB5CFG-C?H 46IJK    23ILK     42IOQ
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Table 12(on next page)

The experimental data.

[MASK] indicates that the token at this position is masked.
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Text Masked token

According to [SUWYZ ll\]^\ _]`\]a^ nen^b the cdWd peghi] `pul\]u the n`jk]a oo 

il^`lg\h]^ in the q]rs]a ^tee\hrv [SUWYZ 12 del\t^ lru 58 inw`ah]^d On xahuly night 

loilg tij]b 30 [SUWYZ p]epg] n]a] [SUWYZ ho^ph\lghz]u oea trel\j]r\b [SUWYZ oo 

ntej n]a] in [SUWYZ ieruh\herd [SUWYZ 24-y]la{egu [SUWYZ |lj]^ Eglr 

}egj]^ i^ k]hrv interrogl\]u lru [SUWYZ je\hs] hl^ not [SUWYZ deterjhr]u y]\d 

Cojphg]u lru repea\]u ky C~�� |hlrv �hyhd

�\t]�b �l^�b �hrw`a]u�b 

�^\hgg�b ����b 

�iah\hilg�b ��t]�b 

�^`^p]i\�b �th^�b 

�k]]r�

_ekhr �]]b j]jk]a oo [SUWYZ CPPCC ~l\herlg Cojjh\\]] [SUWYZ CEO [SUWYZ 

Blhu`b [SUWYZ thl\ hi^ paepe^lg thi^ [SUWYZ jlhrgy [SUWYZ on `^hrv the Internet 

to ijpaes] the i`aa]r\ netnea� regi^\al\her ^y^\]jd }] [SUWYZ thl\ the re^\ahi\her^ 

on iejj]aihlg in^\h\`\her^ to [SUWYZ o`\ online regi^\al\her k`^hr]^^ in ^ej] 

[SUWYZ ^te`gu k] lio\]ub lru the lggeil\her oo j]uhilg [SUWYZ ̂ te`gu k] op\hjhz]u 

nh\t the help oo ^eihlg oeai]^

�\t]�b �lru�b �eo�b 

�a]s]lg]u�b �y]la�b 

�oei`^]u�b 

�^`vv]^\]u�b 

�ilaay�b �a]vher^�b 

�a]^e`ai]^�

Aiieauhrv [SUWYZ the nen^ on the 21^\b the ier\hr`e`^ rlhr^\eaj il`^]u [SUWYZ 

torrent^ l\ k806 � 500 oo nl\herlg highnly [SUWYZ in �`lrvy`lrb Siit`lrb lru 

^ej] rolu^ n]a] dljlv]ud At pa]^]r\b it i^ ijpe^^hkg] to pa]uhi\ the op]rhrv tij]d At 

lke`\ 6��� on the 21^\b ogl^t ogeeu^ [SUWYZ o`\ l\ Tl^tlr Bly on nl\herlg highnly 

212, [SUWYZ lke`\ [SUWYZ j]\]a^ oo l^ptlg\ ieria]\] ^`kvalu] nl^ nl^t]u lnlyb 

[SUWYZ loilg `pgho\ [SUWYZ the pls]j]r\ lru ^`k^hu]ri] oo the [SUWYZ Edited 

lru [SUWYZ ky CCT� ylrvtlrrhrvd

�\e�b �je`r\lhr�b 

�����b �kae�]�b 

�lru�b �����b �nh\t�b 

�eo�b �^`kvalu]d�b 

�a]pea\]u�

xaej non on, the S`rhihplg B`a]l` oo `aklr lru r`alg pglrrhrv [SUWYZ ll`rit]u 

[SUWYZ os]algg ieri]p\`lg pglrrhrv ̂ eghih\l\her li\hsh\y [SUWYZ 15 �hlrvwhlrvzte` 

i^glru^d The os]algg ieri]p\`lg pglrrhrv ^eghih\l\her oo �hlrvwhlrvzte` I^glru 

[SUWYZ tne [SUWYZ l\ the ^lj] tij]b [SUWYZ the Internl\herlg Soliih\l\her 

[SUWYZ neagu{igl^^ paeo]^^herlg de^hvr `rh\^ lru the ^eghih\l\her oea [SUWYZ 

^it]j]^� oea the p`kghid xea detlhg^b pg]l^] sh^h\ the ooohihlg n]k^h\] oo the S`rhihplg 

B`a]l` oo [SUWYZ lru r`alg [SUWYZ

�tl^�b �lr�b �oea�b 

�ep]r]u�b 

��itlrr]g^��b 

�rlj]gyb�b �oea�b 

��veeu�b �`aklr�b 

�pglrrhrvd�

�hlrv [SUWYZ l llny]a oaej Zhongl`r lln [SUWYZ ̂ `vv]^\]u thl\ o]jlg] [SUWYZ 

^te`gu [SUWYZ the peghi] l\ the oha^\ tij]d A^ oea the [SUWYZ oo lppgyhrv gl`] to 

long hlhab nthit i^ [SUWYZ inoahrv]j]r\ [SUWYZ pty^hilg right^ in ihshg llnb 

lg\te`vt it i^ klub it hl^ not ri^]r to the les]g oo iahj] in [SUWYZ It ilr only k] 

ijpe^]u nh\t lujhrh^\al\hs] p]rlg\h]^ [SUWYZ l^ ohr]^ lru iah\hih^j lru ed`il\her 

in liieaulri] nh\t [SUWYZ lln on p`kghi ^]i`ah\y lujhrh^\al\her lru p`rh^tj]r\d

�|hrvb�b �ohajb�b 

�shi\hj^�b �ilgg�b 

�li\�b �lr�b �eo�b 

�glnd�b �^`it�b �\t]�
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Table 13(on next page)

The average accuracy of predictions.
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Model Accuracy

BE�� 0���

E������ 0���

E���� 0

������� 0��

A����� 0���
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Table 14(on next page)

Results of the RoBERTa-based TAPT.

Red words denote the masked words. Green words denote the same prediction result as the
original words. Blue words denote a different prediction result from the original words.
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Original text ���� ¡¢�£ te¤¢

B¥ the end o¦ l¡§¢ ¥�¡ ¨ the ©¡ª¡�«� o¦ © ¬¡£ ­¬��¥ 

®¯°± in Chin¡ h¡£ re¡«²�£ ³´µ¶° trillion ¥·¡�¨ ¡�£ 

there ¸¡§ no do·©¢ th¡¢ it ¸¬·ª£ e¤«��£ one ©¹ªª¹¬� 

¥·¡�µ Thi§ ¦¹º· � i§ 1µ» ti­�§ th¡¢ o¦ the ¼�¹¢�£ 

St¡¢�§¨ 4µ³ ti­�§ th¡¢ o¦ Brit¡¹� ¡�£ 1µ´ ti­�§ th¡¢ o¦ 

½¡¾¡�µ Thi§ ¦¹º· � i§ «ª¬§� to ¡ ¿·¡ ¢�  o¦ the tot¡ª 

glo©¡ª ­¬��¥ §·¾¾ª¥µ It i§ no e¤¡ºº� ¡¢¹¬� to §¡¥ 

th¡¢ Chin¡ h¡§ ©�«¬­� the l¡ º�§¢ «¬·�¢ ¥ in the 

glo©¡ª ­¬��¥ §¢¬«À

B¥ the end o¦ l¡§¢ ¥�¡ ¨ the ©¡ª¡�«� o¦ © ¬¡£ ­¬��¥ 

®¯°± in Chin¡ h¡£ re¡«²�£ ³´µ¶° trillion ¥·¡�¨ ¡�£ 

there ¸¡§ no do·©¢ th¡¢ it ¸¬·ª£ e¤«��£ one ©¹ªª¹¬� 

¥·¡�µ Thi§ ¦¹º· � i§ 1µ» ti­�§ th¡¢ o¦ the ¼�¹¢�£ 

St¡¢�§¨ 4µ³ ti­�§ th¡¢ o¦ Brit¡¹� ¡�£ 1µ´ ti­�§ th¡¢ o¦ 

½¡¾¡�µ Thi§ ¦¹º· � i§ «ª¬§� to ¡ ¿·¡ ¢�  o¦ the tot¡ª 

glo©¡ª ­¬��¥ §·¾¾ª¥µ It i§ no e¤¡ºº� ¡¢¹¬� to §¡¥ 

th¡¢ Chin¡ h¡§ ©�«¬­� the l¡ º�§¢ «¬·�¢ ¥ in the 

glo©¡ª ­¬��¥ §¢¬«À

It ¸¡§ le¡ ��£ ¦ ¬­ ¡·¢²¬ ¹¢¡¢¹Á� §¬· «�§ ¥�§¢� £¡¥ 

th¡¢ ZhongÂÃ¡� online ¾ ¬¾� ¢¥ in§· ¡�«� «¬­¾¡�¥¨ 

Ä¬¹�¢ª¥ e§¢¡©ª¹§²�£ ©¥ Ali©¡©¡ÂÃ§ ½¡«À ¯¡¨ Ping 

AnÂÃ§ ½¡«À ¯¡ ¡�£ Ten«��¢ÂÃ§ ½¡«À ¯¡¨ h¡§ no¸ 

«¬­¾ª�¢�£ the reg·ª¡¢¬ ¥ ¡¾¾ ¬Á¡ª ¾ ¬«�§§µ It i§ 

e¤¾�«¢�£ th¡¢ the CIÅÆ ¸¹ªª o¦¦¹«¹¡ªª¥ i§§·� ¡� 

¡¾¾ ¬Á¡ª do«·­��¢ ¡¾¾ ¬Á¹�º it§ ¾ �¾¡ ¡¢¹¬� §¬¬�µ 

It i§ re¾¬ ¢�£ th¡¢ E· ¡§¹¡ Ping, ¡ ­¥§¢� ¹¬·§ ri«² 

©·§¹��§§­¡�, ¸¹ªª t¡À� the ¾¬§¢ o¦ «²¡¹ ­¡�¨ ¸²¹«² 

i§ Ä¬¹�¢ª¥ re«¬­­��£�£ ©¥ the Ç¢² �� hor§�§Ç Ç

It ¸¡§ le¡ ��£ ¦ ¬­ ¡·¢²¬ ¹¢¡¢¹Á� §¬· «�§ ¥�§¢� £¡¥ 

th¡¢ ZhongÂÃ¡� online ¾ ¬¾� ¢¥ in§· ¡�«� «¬­¾¡�¥¨ 

Ä¬¹�¢ª¥ e§¢¡©ª¹§²�£ ©¥ Ali©¡©¡ÂÃ§ ½¡«À ¯¡¨ Ping 

AnÂÃ§ ½¡«À ¯¡ ¡�£ Ten«��¢ÂÃ§ ½¡«À ¯¡¨ h¡§ no¸ 

«¬­¾ª�¢�£ the reg·ª¡¢¬ ¥ ¡¾¾ ¬Á¡ª ¾ ¬«�§§µ It i§ 

e¤¾�«¢�£ th¡¢ the CIÅÆ ¸¹ªª o¦¦¹«¹¡ªª¥ i§§·� ¡� 

o¦¦¹«¹¡ª do«·­��¢ ¡¾¾ ¬Á¹�º it§ ¾ �¾¡ ¡¢¹¬� §¬¬�µ It 

i§ re¾¬ ¢�£ th¡¢ E· ¡§¹¡ Ping, ¡ ­¥§¢� ¹¬·§ ri«² 

©·§¹��§§­¡�, ¸¹ªª t¡À� the role o¦ «²¡¹ ­¡�¨ ¸²¹«² 

i§ Ä¬¹�¢ª¥ re«¬­­��£�£ ©¥ the Ç¢² �� hor§�§Ç Ç
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