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Human behavior is greatly affected by emotions. Human behavior can be predicted by
classifying emotions. Therefore, mining people's emotional tendencies from text is of great
significance for predicting the behavior of target groups and making decisions. The good
use of emotion classification technology can produce huge social and economic benefits.
However, due to the rapid development of the Internet, the text information generated on
the Internet increases rapidly at an unimaginable speed, which makes the previous
method of manually classifying texts one by one more and more unable to meet the actual
needs. In the subject of sentiment analysis, one of the most pressing problems is how to
make better use of computer technology to extract emotional tendencies from text data in
a way that is both more efficient and accurate. In the realm of text-based sentiment
analysis, the currently available deep learning algorithms have two primary issues to
contend with. The first is the high level of complexity involved in training the model, and
the second is that the model does not take into account all of the aspects of language and
does not make use of word vector information. This research employs an upgraded
convolutional neural network (CNN) model as a response to these challenges. The goal of
this model is to improve the downsides caused by the problems described above. First, the
text separable convolution algorithm is used to perform hierarchical convolution on text
features to achieve the refined extraction of word vector information and context
information. Doing so avoids semantic confusion and reduces the complexity of
convolutional networks. Secondly, the text separable convolution algorithm is applied to
text sentiment analysis, and an improved CNN is further proposed. Compared with other
models, the proposed model shows better performance in text-based sentiment analysis
tasks. This study provides great value for text-based sentiment analysis tasks.
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16 Abstract

17 Human behavior is greatly affected by emotions. Human behavior can be predicted by 

18 classifying emotions. Therefore, mining people's emotional tendencies from text is of great 

19 significance for predicting the behavior of target groups and making decisions. The good use of 

20 emotion classification technology can produce huge social and economic benefits. However, due 

21 to the rapid development of the Internet, the text information generated on the Internet increases 

22 rapidly at an unimaginable speed, which makes the previous method of manually classifying 

23 texts one by one more and more unable to meet the actual needs. In the subject of sentiment 

24 analysis, one of the most pressing problems is how to make better use of computer technology to 

25 extract emotional tendencies from text data in a way that is both more efficient and accurate. In 

26 the realm of text-based sentiment analysis, the currently available deep learning algorithms have 

27 two primary issues to contend with. The first is the high level of complexity involved in training 

28 the model, and the second is that the model does not take into account all of the aspects of 

29 language and does not make use of word vector information. This research employs an upgraded 

30 convolutional neural network (CNN) model as a response to these challenges. The goal of this 

31 model is to improve the downsides caused by the problems described above. First, the text 

32 separable convolution algorithm is used to perform hierarchical convolution on text features to 

33 achieve the refined extraction of word vector information and context information. Doing so 

34 avoids semantic confusion and reduces the complexity of convolutional networks. Secondly, the 

35 text separable convolution algorithm is applied to text sentiment analysis, and an improved CNN 

36 is further proposed. Compared with other models, the proposed model shows better performance 

37 in text-based sentiment analysis tasks. This study provides great value for text-based sentiment 

38 analysis tasks.

39 Introduction

Abstract





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40     As an important carrier of information dissemination, the Internet has made self-media platforms an 

41 important way for more and more people to express their opinions and express their emotions. At the 

42 same time, more and more information carriers are available for the public to choose and use. The way 

43 people obtain information has changed from traditional media such as radio and television to new self-

44 media platforms such as Post Bar and Tik Tok. He has a lively discussion on the information and news 

45 events published on the Internet, and expresses his own opinions. At present, the self-media platform has 

46 occupied an irreplaceable leading position in the dissemination of social information. Currently, the data 

47 is showing explosive growth. We-media has become a vital way for current internet users to watch the 

48 world, comprehend society, investigate themselves, and express their needs. These features include 

49 convenience, autonomy, and equality. As the main force in the huge group of netizens, college students in 

50 adolescence not only have the characteristics of impulsiveness and sensitivity, but also are interested in 

51 new things and are easy to accept. However, due to incomplete ideology and single learning experience, 

52 college students are easy to be used. College administrators can only genuinely join the lives of students 

53 and design policies that are targeted at their needs if they have a current awareness of the ideological 

54 dynamics of college students as well as a comprehensive understanding of the concerns that college 

55 students have. It is of the utmost importance to gain an accurate understanding of the ideological 

56 dynamics of college students and to increase the monitoring and management of the concerns of college 

57 students [1-2]. 

58       Sentiment analysis of college students [3-5] is very important for schools to manage students, and the 

59 core of sentiment analysis is accurate emotion recognition. At present, the research related to emotion 

60 recognition has been relatively mature. In the aspect of sentiment classification based on sentiment 

61 dictionary, the literature [6] constructed a Japanese-based sentiment dictionary. Literature [7-9] used 

62 different machine learning algorithms [10-12] to integrate with emotion dictionaries to improve the 

63 accuracy of emotion recognition. Some scholars use machine learning algorithms alone for sentiment 

64 classification, which is faster. Literature [13] combined support vector machine and Bayesian machine 

65 learning models for sentiment analysis of text information. Literature [14] uses a naive Bayesian 

66 classification algorithm to perform sentiment analysis on microblog data. A method for cross-domain text 

67 sentiment analysis is proposed in the aforementioned piece of literature [15], and it takes into account the 

68 unique properties of texts from other domains. The issues of text noise characteristics and the size of the 

69 training set are both efficiently resolved with this strategy. It is also very common practice to apply deep 

70 learning algorithms when conducting sentiment analysis. An N-gram model is proposed in the 

71 aforementioned piece of scholarly writing (16), and it is classified by stacking three-layer neural network 

72 models. This significantly reduces the dimension of word vectors. The problem of sentiment classification 

73 is solved using the long-short-term memory model (LSTM) in the cited piece of literature [17]. LSTM has 

74 been enhanced based on RNN, and it is now able to successfully obtain contextual information. A 

75 combined model of neural networks is proposed in the aforementioned piece of literature [18]. When 

76 training word embedding representations using this model, the contextual information features learned by 

77 LSTM and the features gained by CNN are mixed in order to provide features that are more appropriate 

78 for the text. This approach is utilized in a variety of different categories of feelings. An innovative 

79 concept for further study has also been presented in addition to the substantial progress that has been 

80 made in the work.

81    There are several problems with the above text sentiment analysis methods. First, although the effect of 

82 sentiment analysis is relatively accurate, the model used is complex and the time complexity is high. 

83 Second, although the model is simple and easy to implement, the effect of sentiment analysis is general. 
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84 Third, the object of sentiment analysis is not aimed at specific groups and has no practical reference 

85 value. Based on the above situation, this paper intends to use an improved CNN model for text emotion 

86 recognition, so as to obtain a text emotion analysis system for college students. The following is a list of 

87 the primary contributions that this paper makes:(1) Use the text separable convolution algorithm to 

88 perform hierarchical convolution on text features to achieve refined extraction of word vector information 

89 and context information. Doing so avoids semantic confusion and reduces the complexity of 

90 convolutional networks. (2) The text separable convolution algorithm is applied to text-based sentiment 

91 analysis, and an improved CNN model is further proposed. 

92

93 Materials & Methods

94 Typical Text Sentiment Analysis Methods

95 The fundamental component of text sentiment analysis is the classification of sentiments according 

96 to the information that is expressed by text data. Standard approaches to sentiment analysis can be broken 

97 down into three distinct categories: those that are founded on sentiment dictionaries, those that are 

98 founded on machine learning, and those that are founded on deep learning. The use of sentiment 

99 dictionary method for sentiment classification is the most primitive technical means in text sentiment 

100 classification. The advantage of this method is its flexibility, because we can build different sentiment 

101 dictionaries according to different scenarios and different needs. However, as a result of advances in 

102 technology and shifts in social mores, the text is becoming progressively less structured, and the 

103 emotional underpinnings of the majority of texts are no longer readily apparent. The use of a sentiment 

104 dictionary for the purpose of sentiment classification has not produced the effect that users had 

105 anticipated; hence, at this time, the method of sentiment classification that is based on machine learning 

106 was developed and is now extensively utilized. The text sentiment analysis shown in Figure 1 is presented 

107 in the form of a schematic diagram based on sentiment dictionary.

108  However, each of these approaches do have some potential downsides. The update speed of the 

109 method of a sentiment dictionary is slow and cannot keep up with the times, which means that the 

110 accuracy of sentiment classification is closely related to the size of a sentiment dictionary and the 

111 accuracy of manual annotation. In addition, the size of a sentiment dictionary directly influences the 

112 accuracy of manual annotation. There is a significant amount of human processing effort involved in the 

113 feature engineering of sentiment categorization systems that are based on machine learning. When there is 

114 an excessive volume of data, the efficiency will be very poor or it may even be impossible to achieve. 

115 Despite the fact that the machine learning model is straightforward, it has a limited capacity for 

116 generalization and a weak classification effect. The text sentiment analysis based on machine learning is 

117 shown here by a schematic, which can be found in Figure 2.

118   Deep learning algorithms outperform sentiment dictionaries and machine learning algorithms in 

119 classification performance. However, deep learning algorithms also have their inherent problems, such as 

120 time-consuming algorithm operation, high algorithm complexity, too many parameters to be adjusted, and 

121 algorithm sensitivity to parameters. Scholars have also successively optimized and improved deep 

122 learning algorithms from the above levels to further improve their sentiment analysis effects on texts. 

123 Figure 3 presents the results of a sentiment analysis of text based on deep learning.

124

125 Convolutional Neural Network Model
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126 The CNN is an example of a feedforward neural network, which is a type of neural network that is 

127 highly representative of deep learning. Compared with other neural networks, the convolution and 

128 pooling structures of CNN require relatively few parameters to debug, and have excellent performance in 

129 sentence matching recommendation systems, semantic processing, text classification and other fields. In 

130 2014, Kim proposed the Text-CNN model, which uses multiple convolution kernels to extract features 

131 similar to N-gram for text, and achieved good results in the field of short text classification. The overall 

132 network architecture of the model is shown in Figure 4.

133 The Text-CNN model is made up of four distinct components, which are the input layer, the 

134 convolution layer, the pooling layer, and the fully connected layer. The matrix that corresponds to the 

135 document serves as the input for the model at the model input layer. Generally, the word is first mapped 

136 into a word vector with a fixed length of d through the Word2Vec model, and then the document is 

137 truncated or supplemented into a text with a length of l. In this way, the entire document can be 

138 represented in the form of a matrix of size l * d. The contextual N-gram features of sentences are then 

139 captured by convolutional layers. The difference from the commonly used image convolution kernels is 

140 that the Text-CNN model transforms the traditional k × k convolution kernels into k × d convolution 

141 kernels suitable for text classification, where k is the convolution kernel window size. This can ensure 

142 that the word vector information will not be truncated during the convolution process and maintain the 

143 integrity of the semantics. The feature map that is produced by the convolutional layer is then sent to the 

144 pooling layer, where the downsampling operation is used to select features and filter information in order 

145 to accomplish dimensionality reduction, the removal of redundant information, and the simplification of 

146 network complexity. 

147

148 Text sentiment analysis model based on improved Depthwise 

149 Separable Convolution Neural Networks

150 Improved Depthwise Separable Convolution Neural Networks

151

152 A word vector is a comprehensive reflection of the meaning of a word. Unlabeled data training is 

153 destined to be a semantic representation that combines polysemy and all contextual information. So even 

154 the simplest linear model, such as Fast-Text The model can also achieve good classification results. In 

155 view of the problem that the existing deep learning model cannot make full use of the word vector 

156 features and the model complexity is too high, this research divides the traditional convolutional layer 

157 into two layers, one layer performs word embedding convolution, extracts word vector features, and the 

158 other layer Perform regional convolution to extract contextual features. 

159 The depthwise separable convolution algorithm first appeared in the Mobile Net [19] model in the 

160 field of image classification. In [20], a decomposable convolutional network is used to realize the 

161 lightweight conversion of the traditional SSD network, which greatly reduces the complexity of the 

162 network. Figure 5 presents the depthwise decomposable convolution structure in the Mobile Net model. 

163 The model employs depthwise convolution filters and 1×1 convolution filters instead of traditional image 

164 standard convolution filters. But the image convolutional network structure is not suitable for text. Since 

165 for an image, the correlation between any pixel and surrounding pixels is probabilistically equal, it is 

166 feasible to use a convolution kernel of size Cw × Cw. But for text, the word vector of a word and the 

167 context in which the word is located are completely different considerations, and the two cannot be 
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168 confused. Therefore, it is inappropriate to use a convolution kernel of size Cw × Cw or Cw × d, where Cw 

169 represents the size of the convolution kernel, and c represents the dimension of the word vector. 

170 Aiming at the structural features of text and the idea of depthwise separable convolution, this study 

171 proposes a separable convolution algorithm suitable for text. First, the text separable convolutional 

172 network retains the advantage of low complexity of the image separable convolutional network. Second, 

173 the model realizes the hierarchical extraction of text features, which ensures the integrity of the word 

174 vector information during the convolution operation. It can make full use of text features and reduce the 

175 semantic ambiguity caused by polysemy and other phenomena. Figure 6 shows how the standard text 

176 convolution filters are decomposed into word embedding convolution filters and region convolution 

177 filters.

178 First, after text preprocessing and vectorization operations, the size of the sentence is m × c × 1. The 

179 standard text convolution kernel size is Cw × c × 1 × S, where m is the text length, c is the word vector 

180 dimension, and Cw is the window size of the convolution kernel, S is the number of output channels. 

181 Therefore, the computational cost of text standard convolution is 

182                      (1)1 1wm c C c S     
183 The text separable convolution algorithm emphasizes that the connection between the dimensions of 

184 the word vector is different from the contextual connection between words. Second, regional convolution 

185 is applied to obtain regional features of each word to analyze the local content of its context. The word 

186 embedding convolutional layer uses a convolution kernel with a size of 1× c ×1×T, and the calculation 

187 amount of the convolution process is:

188                       (2)1 1 1m c c T     
189 After the first iteration of the convolutional algorithm, the size of the feature map that is obtained is 

190 1×1×T.. In the second step, the size of the regional convolution kernel is calculated as follows: Cw × 1 × T 

191 × S, where T is the number of word embedding convolution kernels and S is the number of regional 

192 convolution kernels. In other words, the size of the regional convolution kernel is determined by the 

193 product of these two numbers. Applying this to the feature map above, the computational cost of this 

194 convolution process is: 

195                  (3)1 1 1wm T C T S      
196 Therefore, the total computational cost of the text decomposable convolutional network is:

197                     (4)wm c c T m T C T S       
198 By simplifying Eq.(1), the complexity of the traditional text convolutional network becomes:

199                           (5)wm c C c S   
200 Therefore, by expressing the traditional text convolution as a two-step convolution process of word 

201 embedding convolution and region convolution, the reduction in computation is as follows:

202          (6)w

w w

m c C c S T T

m c c T m T C T S S C c c

   
 

         
203 Taking S=T, and S is the same order of magnitude as c, and Cw is much smaller than c, Eq. (6) is 

204 simplified as follows:

205                        (7)
1

w w

T T

S C c c C
 

 
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206 Eq. (7) shows that the complexity of the text separable convolution algorithm is  of the 
1

wC

207 traditional convolution algorithm. This shows that the practical application value of the separable 

208 convolution network in the field of text analysis and processing is much higher than that of the traditional 

209 convolution algorithm from the perspective of mathematical analysis. Traditional Convolutional 

210 Networks. Therefore, from the perspective of model complexity, the text sentiment analysis model based 

211 on separable convolutional network is more superior than other deep learning models.

212

213 Text sentiment analysis model

214 A model for analyzing the sentiment of text is built by combining the detachable convolutional 

215 network described in Section 3.1 with Softmax. Figure 7 provides a visual representation of the structure 

216 of the text sentiment analysis model.

217 The conventional CNN methodology is used for the processing of the first input layer here. The 

218 preprocessed sentence is mapped into a vector matrix through the Word2Vec model, which is convenient 

219 for subsequent convolution operations. Let  denote the word in the sentence with the ith vector of 
c

ix R

220 dimension c. denote the input sentence with sentence length m. Therefore, the training text of 
m cx R 

221 length m can be expressed as:

222                              (8) 1 2, ,..., mx x x x

223 The purpose of the second layer of word embedding convolutional layers is to handle word sense and 

224 contextual meaning separately. Doing so enables the convolution kernel to focus on analyzing the 

225 semantic content of words, thereby extracting fine-grained textual features. This part of the word 

226 embedding convolution operation weight . A convolution kernel is applied to a single word 
11 cZ R 

227 vector to generate new features that contain only information about the single word. As an illustration, a 

228 word feature f1 is produced when a word xi is used:

229                        (9) 1 1 1i if h Z x g  

230 where is the bias term, which is mainly used for the word embedding convolution kernel. h 1g R
231 refers to nonlinear functions such as tangent, sigmoid, etc., because RELU can avoid gradient explosion 

232 and gradient disappearance within a certain range. In the model, RELU is used as the activation function 

233 h. Eq. (9) is applied to all word embedding convolution kernels to generate feature map f1:

234                           (10)1 21 [ 1 , 1 ,..., 1 ]mf f f f

235 , where f1 represents the word vector information feature of the text after word embedding 1 mf R
236 volume. The third layer is the regional convolution layer, whose purpose is to obtain the contextual 

237 features of words based on the word information of the previous layer. The filter of this 
1

2 wC
Z R


238 partial region convolution operation is applied to the c1 feature map to capture the contextual features of 

239 each word. For example, feature f2i is generated from window  by Eq.(11):11 ,..., 1
wi i Cf f    

240                                   (11) : 12 2 [ 1 ] 2
ci i i Wf h Z f g   

241 g2 is a bias term for the f1 feature map. The activation function h adopts the RELU function. The 

242 filter is applied to each possible window of the word embedding feature, and the resulting feature map is 

243 as follows 
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244                                       (12)1 2 12 [ 2 , 2 ,..., 2 ]
cm Wf f f f  

245 Where , which represents all the contextual information features of the text after 
1

2 wm C
f R

 
246 regional convolution. 

247 The fourth layer of pooling layer, its purpose is to further extract f2 features and realize feature 

248 dimensionality reduction. Improve model generalization ability by reducing model complexity. The most 

249 common pooling operations are average pooling and max pooling. In this paper, the maximum pooling is 

250 selected, that is, the maximum value in the feature map is selected as the final value after pooling in this 

251 area, because the maximum pooling can reduce the estimated mean shift caused by the error of the 

252 convolutional layer parameters. Through the pooling layer, the most important context information is 

253 selected to represent the entire text feature, and several one-dimensional vectors are obtained. is used 2f%

254 to represent the max pooling feature: 

255                                                      (13) 2 max 2f c%

256 Due to the existence of the number of regional convolution kernels, .  characterizes the 2 Nf R% 2f%

257 finally obtained comprehensive text features. The last layer is the fully connected layer. The  feature 2f%

258 applies dropout to the fully connected layer, and the layer weight vector Z3 is constrained by L2 

259 regularization. Dropout can make the activation probability of some neurons fixed on the e value, and the 

260 e value ranges from 0 to 1. Therefore, the model does not depend too much on some local features in the 

261 forward transmission process, which makes the model more robust and generalizable. Added L2 

262 regularization to prevent overfitting more effectively. That is, Eq.(15) can be used instead of Eq.(14) to 

263 represent the output unit y of the forward transmission. 

264                                                (14)3 2 3y Z f g  %

265                                         (15) 3 2 3y Z f v g   %

266 where g3 is also a bias term. is the element-wise multiplication operator. is the masking  Sv R
267 vector of the Bernoulli random variable. A probability of 1 indicates dropout, realizing that gradients are 

268 propagated only through unmasked units. Finally, the output unit y gets the final classification label 

269 through the Softmax classifier. 

270

271 Experimental Analysis and Discussion
272 Experimental setup

273

274 This paper plans to grasp the emotional state of college students through text emotion recognition, so as 

275 to better assist colleges and universities to manage college students' study and life in school. As a result, 

276 the text sentiment data of college students was compiled by the authors of this research in order to 

277 validate the usefulness of the model that was applied. Whether it be an experiment using a publicly 

278 available dataset or one with a dataset that the author has created themselves, the experimental 

279 environment described in this study adheres to the environment provided in Table 1:

280

281 Public dataset experiments
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282 The public dataset used in this article is Chnsenticorp. The number of sentiment classifications for 

283 this dataset is 2, positive and negative. The sentiment label of positive text is 1, and the sentiment label of 

284 negative text is 0. Some experimental data samples are shown in Table 2.

285 60% of the dataset is used as the training dataset and 40% as the test dataset. The evaluation 

286 indicators use Accuracy, Precision, Recall. Several classic deep learning models are selected for the 

287 comparison model, namely CNN[21], Recurrent Neural Network (RNN[22], LSTM[23], BiLSTM[24], 

288 Text-CNN [25]. Table 3 displays the results of the experiments conducted on each model using the 

289 publicly available dataset:

290   Following are some of the findings that can be drawn from an examination of the data shown in Table 3: 

291 (1)For the Accuracy indicator, the results obtained by each model exceeded 0.85. The experimental data 

292 obtained by several classical algorithms such as CNN, RNN, LSTM, and BiLSTM were similar, and the 

293 BiLSTM model obtained the best results. BiLSTM adds a gate mechanism and memory unit on the basis 

294 of RNN, which effectively prevents gradient explosion and gradient disappearance. At the same time, it 

295 better captures long-distance dependencies, and BiLSTM can capture bidirectional semantic 

296 dependencies. This does, in fact, result in an improvement in the overall performance of the model. 

297 (2) The Precision index values obtained by each model are lower than the Accuracy value. The reduction 

298 of RNN is significantly lower than that of CNN, which is why this paper chooses CNN as the basic 

299 model. For the Text-CNN model that performs well on the Accuracy indicator, its Precision indicator 

300 value is obviously not ideal. The model used in this paper is improved by 3.08% on the basis of Text-

301 CNN.

302 (3) For the Recall indicator, the proposed model is improved by 8.29%, 6.8%, 8.3%, 7.1%, and 4.21%, 

303 respectively, compared with CNN, RNN, LSTM, BiLSTM, and Text-CNN. Good performance shows 

304 that the model has good robustness.

305

306 Self-made dataset experiment

307 This study crawled the data in the on-campus post bar of a university in Jiangsu Province, and 

308 randomly selected 1000 posts from the data. 4 people categorize posts sentimentally into two categories, 

309 positive and negative. This post data is kept only if 4 people give the same category tag, otherwise, the 

310 post will be discarded. Finally, 16,268 posts were retained as experimental data. There are 12000 posts 

311 that are chosen at random to be used as training data, while the remaining posts are used as test data. The 

312 comparative model agrees with the model that was utilized in the experimental data that is freely available 

313 to the public. The results of the experiments performed on the data collected by oneself are presented in 

314 Table 4 as follows:

315 RNN has the worst performance when it comes to the recognition performance of the self-made 

316 dataset. The experimental findings achieved by the BiLSTM model are comparable to those obtained by 

317 Text-CNN. The suggested model exhibits an increased accuracy of 2.55% and 2.27% when compared to 

318 the BiLSTM and Text-CNN models, as well as an improvement in precision of 2.21% and 2.19%, and an 

319 increase in recall of 4.5% and 3.95% respectively. All three of the assessment indexes point to the fact 

320 that the suggested model has the most successful influence on emotion recognition in written text. This 

321 shows that the proposed model performs hierarchical convolution on text features, and can indeed achieve 

322 refined extraction of word vector information and context information. Doing so avoids semantic 

323 confusion and reduces the complexity of convolutional networks. The improvement of the model can 

324 solve the text sentiment analysis task well, which further verifies the effectiveness of this work. 

325
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326 Conclusion
327       For a long time, understanding and mastering the thoughts and emotions of college students in a 

328 timely manner is a content that college administrators are very concerned about. It is a popular trend to 

329 understand the concerns of college students by mining social data of college students. With the explosive 

330 growth of massive data, self-media platforms have gradually become the main place for college students 

331 to disseminate information around them in a timely manner, and to publicly publish their life experiences 

332 and speeches in colleges and universities. Therefore, it is of great significance to conduct sentiment 

333 analysis on the concerns of college students. A text sentiment analysis method is proposed in this paper in 

334 order to achieve a deeper understanding of the psychological and emotional dynamics that are present 

335 among college students. The classification of the sentimental tendencies of text data is accomplished by 

336 the utilization of an enhanced convolutional neural network by the system, which in turn allows for an 

337 analysis of the emotional dynamics of the individuals who published the text. The most important points 

338 discussed in this article can be summed up as follows: In order to accomplish the refined extraction of 

339 word vector information and context information, the text features are first convoluted hierarchically by 

340 using the text separable convolution technique. When this is done, semantic confusion can be avoided, 

341 and the complexity of convolutional networks can be reduced. Second, an enhanced convolutional neural 

342 network model is proposed, and the text separable convolution technique is used to the process of 

343 analyzing the sentiment of text. When compared to other models, the performance of this model in the 

344 text sentiment analysis task is significantly superior. However, there are several issues that still need to be 

345 improved upon in this paper in order to make it more optimal. 

346
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Description of experimental environment
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1

2 Table 1 Description of experimental environment

Experimental Environment Details

software Programming language: Python3.7

Development platform: Anaconda3

Third-party libraries: jieba, Numpy, Pandas

hardware Operating System: Windows 10 Professional

Processor: Intel(R) Core(TM) i3-3120M CPU @2.50 GHZ

Memory: 8G

Hard disk: 1T

3
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Table 2(on next page)

Example of experimental data
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1 Table 2 Example of experimental data

T��� Details S�������� Labels

Very nice hotel, I have stayed many times. 1

The hotel facilities are very old, the bathroom is 

really dirty, and there is no elevator.

0

The room is too small, other facilities are average. 0

2
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Table 3(on next page)

Experimental results on public datasets
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1 Table 3 Experimental resr��� on prp�	
 datasets

II��
������ C�� RNN LL�� B��L�� ��
��C�� ��������

AAA���A� 0.8576 0.8632 0.8465 0.8617 0.8963 0.9136

P��A����I 0.8375 0.8376 0.8326 0.8485 0.8694 0.8962

ReA��� 0.8023 0.8135 0.8022 0.8112 0.8337 0.8688

2
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Table 4(on next page)

Experimental results on self-made datasets
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1 Table 4 Experimental res�� ! on selfs"#$% datasets

I&'()*+,'(- .// RNN L01+ 25601+ 1()78.// 9:,9,;('

A<<=:><? 0.9127 0.9032 0.9195 0.9338 0.9363 0.9576

@:(<5;5,& 0.8994 0.8839 0.9011 0.9296 0.9297 0.9501

Re<>-- 0.8835 0.8787 0.8940 0.8961 0.9008 0.9364

2
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Figure 1
Schematic diagram of text sentiment analysis based on sentiment dictionary
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Figure 2
A diagram of how machine learning is used to analyze the mood of text
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Figure 3
A diagram of how deep learning is used to analyze the mood of text
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Figure 4
Text-CNN structure
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Figure 5
Image decomposable convolution structure
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Figure 6
Text decomposable convolutional structure
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Figure 7
Structure of text sentiment analysis model
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