Rebuttal Letter for MLitB

We thank the reviewers for taking the time to review our manuscript and their many useful comments.  They have certainly helped us improve our manuscript.

We have attempted to address as many concerns as possible with this revision.  In particular, we have 

1) Refocused the contribution into two parts: a vision (what we want but haven’t fully reached) and a prototype (what is working and achieved).

2) Included a scaling experiment using up to 96 clients, and included discussion about limitations of the prototype

3) Added discussion of design choices

We address reviewer comments below.  We have highlighted changes to the manuscript.

Reviewer Comments

Reviewer 1 (Cristian Mihaescu)

Basic reporting

The main drawback of the presentation regards clear presentation of client and server side. It was somehow difficult to figure out exactly which parts are on the server side and which are on the client side.
We have clarified these points in the manuscript.


For example:
- The Boss is a data worker and/or a web worker?
The boss is a Web Worker that interacts with the data server on behalf of the other workers on a slave node.


- Both Master Server and Data Server are on the same server machine? 
Not necessarily.


- Is Hadoop used in this project? Where? On Master Server and/or Data Server?
No.  We implement a bespoke map-reduce like event loop.


- Did authors use an already existing implementation of MapReduce, like Hadoop? ... and if yes, how does it integrates with JavaScript?
No. MLitB is built from the ground up using Web Workers, Web Sockets, and nodejs.

Experimental design

The experiments are fine although more accuracy and performance metrics may be required.

Validity of the findings

Yes, the findings are valid but may be a little preliminary. More structured experimental results may be needed.

In Section 3.5 of the revised manuscript, we have added a major experiment where we scaled the number of nodes in the network from 1 to 96.  We found good scaling performance up to 64 nodes, at which point latency issues become detrimental.  We follow up the experiment with discussion on how to improve this behavior with asynchronous updates, partial gradient updates, etc.

Comments for the author

The paper needs two improvements:
- refine the presentation of the architectural decisions for a better understanding

We have clarified the earlier concerns and also reorganized and added a subsection Design Considerations in section 3.2


- more structured experimental results (accuracy metrics and performance assessment) may be needed.

Please refer to Section 3.5 for the experiment and 3.7 for discussion of limitations.

Reviewer 2 (Anonymous)

Basic reporting
In the introduction, the authors should clearly clarify the three objectives that are later mentioned in Section 2. 

Done.

Additionally, it is important to clearly state the motivation and justification of the paper. In this sense, research questions are missing. The paper should be more focused on the scientific side, but it mostly covers technological aspects.

We agree that this should have been clearer.  We have refocused the research side of the paper into two aspects: a vision of what objectives (any) MLitB should fulfill, and a light-weight prototype showing how many of the objectives can be met, at least partially, with standard/open technologies.  We have added experiments in section 3.2 to justify this.  (Incidentally, MLitB was also demonstrated at Neural Information Processing Systems 2014, in Montreal, with many users in a very challenging environment.  We understand this doesn’t qualify as a scientific result.)



Please describe the organisation of the paper uniformly. For example, Section 3.2 is described but section 3.1 is not even mentioned. Mentioning the main sections is more than enough.

Done.

Please, avoid including explanatory text in captions (Fig. 1 to 3). Such pieces of text should be incorporated to the section.

We have shortened and moved caption text to the main text whenever possible.


All the acronyms should be explained (e.g. SGD, etc.)

Done.

Experimental design

The paper is not properly motivated and the experimental framework presented is weak. For example, how did the authors reach this approach? 

We have restructured our introduction and added design choice discussions to address this.  The main motivation for the design choices was:  how do we build the most successful prototype with limited human resources?  This means using a map-reduce like event loop (which we acknowledge has limitations at scale) and harnessing existing browser technology as much as possible (see below).

Which design choices were made? Which limitations have their solution and how were they neutralised? Are other solutions (e.g. using services) viable in this case? 

We have added extra discussion of design choices in section 3.2 and some of their limitations in 3.7.  We of course focus on the limitations that a synchronized event loop presents, along with other issues such as bandwidth etc.  These are issues that are just beginning to be addressed in the ML community, and therefore for a first prototype, state-of-the-art ML algorithms were not the focus.


The technological contribution is notorious and technically sound, but the scientific side should be conducted more precisely. Additionally, technological choices should be plenty justified as well, e.g., why node.js? 


As we discuss in the manuscript, we chose pragmatically from available open and web standards (Web Workers/Sockets, node, JavaScript, JSON).  It turns out that theses are the same choices and motivation for other research (as we refer to in the manuscript).  We want to be very clear: we are agnostic to the choices as long as they attain the vision, however, the choices we made were not limiting.  The most important limitations, which we discuss in the manuscript, are due to algorithmic design (and are active areas of ML research), not technology choices (though surely better technology will be necessary for very massive, global MLitB).  As far as technology choices go, there are surprisingly few alternatives that will work across browser vendors, but the ones that do, which we used, are very good.



A more detailed comparative framework with both other design alternatives and other previous solutions would be required. 

We are satisfied that a synchronized version of MLitB is the easiest first prototype to present.  We have since developed new asynchronous algorithms, but this is ongoing.  These are ML algorithms and not software design issues, though they of course are closely entwined.  See above for technology choice discussion.

All the implementation and contribution seems to be focused on a given problem domain. What if the library should be scaled, integrated within other system or just a single module would be reused? How is it done? I am afraid that it would be not that simple, and most of the current modules should be adapted or reimplemented, e.g. to add preprocessing capabilities, data and result handlers, new algorithms, etc. Who is in charge of extending the library? Can an external developer to add new features or should we depend on the releases provided by a development team? If it is considered extendable, then please include evidences (case studies, a further discussion, etc.) All these aspects should be explained in detailed so the real contribution is clearer.

We agree with the reviewer that this is not a simple task.  It is true that we have not written a completely versatile and modular software package, but instead a prototype framework that works with arguably the most important ML use case, deep neural networks.  We are completely open about the limitations this presents for MLitB (in fact, DNNs are the most demanding of ML models as well, so it is a good test).  In section 6.2 we acknowledge that we still need to separate MLitB networking with the convnet prototype.  Once this is done, it would be quite possible for other research groups to add modules.  This is done for Scikits, for example, and has been quite successful.  The goal of our manuscript is not to software release.

The experimental framework should be clearly defined. Important information is missing to support the scalability of this approach. Which is the largest amount of data supported? Which technical/performance limitations have the authors found in their approach? Any limitation regarding data (type, size, etc.)?
Please see our scaling experiment in section 3.2 and discussion of limitations in 3.7.

Validity of the findings

The paper makes some strong assumptions without any substantial and precise scientific support. For example, in Section 2.1, the authors mention that “to make ML truly ubiquitous requires ML writing models and algorithms with web programming languages and using the browser as the engine”. This should be supported by references.

We do say: “We argue, …”, beforehand.  We agree this is an assertion without support, but we stand by it.  

In fact, a major issue is that the authors often make use of subjective references to endorse their work and assumptions. It is clearly lacking of rigour. References to particular blog entries or subjective articles should be avoided. Please cite instead peer-reviewed works and other precise sources of information. If assertions are not properly founded, they become speculation.

We agree.  We have removed references to blog entries and added peer-reviewed citations.

Another strong issue is that the paper is not clear about what is really done and what is to be. For example, the abstract seems to indicate that GPU capabilities are already provided (“MlitB offers [..] including: development of distributed learning algorithms, advancement of web GPU algorithms [..]”. Until Section 2 we do not know whether it is really implemented or not. In fact, the last paragraph of Section 2.2 should be moved to Future Work.


Please, clearly differentiate the current contribution from future work. 
It also happens with Objective 2 and 3, described in Section 2, which are not properly developed later.

We hope that the restructure of the introduction makes this clear.  The vision as a roadmap and the prototype as the working framework.


Section 2.3 explains how important is to provide mechanisms to make reproducibility easier. I totally agree. However, it seems to be an item in our wish list, because how to make it with the library is not properly explained in the paper. In this sense, it is likely that the contribution of Dr. Antonio Ruiz and Dr. Jose Antonio Parejo (University of Seville, Spain) about reproducibility in the field of ML (they are building some sort of framework in this context) would be of interest.

We agree this could be made clearer.  Our vision outlines what we want in terms of research closures and our prototype, which archives a JSON object with parameters and model specification.  We have avoided imposing a true specification for research closures because we think it would be premature and speculative.  For the moment, JSON provides a lot of flexibility and as an open standard it satisfies much of the reproducibility requirements be default.   We searched for contributions by Ruiz and Parejo that would be relevant, but honestly could not find any.  We would be happy to include them if they improve the manuscript.  

A performance analysis is required so that we can really compare this approach and know whether it would be a viable choice. Citing other external works about the language performance is not enough. Please, design and include a comparative performance study of your own proposal. This becomes especially important in the field of ML because of its increasing computational requirements.
We have not included comparison of using an alternative to JavaScript (is this what the reviewer suggests?).  Of course, we could use different code for the clients depending on there device, resources etc, but we wanted to make a universal framework, so we honestly do not see any alternative to JS.   External references to JS optimization is important for the reader because it 1) prevents readers from assuming that JS is very slow and therefore dismissing the work, and 2) it reminds readers that the scaling performance is what is important for MLitB (and in general its ability to work on any device, which is not unimportant).  We have limited human resources that prevent us from fulfilling all aspects of our vision and maximizing performance.

In a real environment, how many users could it support? How would the increase of users affect the performance?
We have added a scaling experiment to address this.  We have included discussion of design limitations as well.

Comments for the author

In general, my view on this work is very positive. The idea is really interesting and the work, promising and challenging. However, I regret to say that, according to the criteria given to the reviewers by PeerJ, the manuscript seems to be immature yet and requires an important rewriting effort. The experimental framework and its validation from a scientific perspective are weak. 


We thank you for your positive take!  We hope that the revised manuscript addresses your concerns.


Web workers and web sockets should be explained. Discuss why they are the best choice would be interesting (limitations, characteristics, etc.)


We have added more discussion in Design Considerations.  As we mention above, there are very few choices.


In Fig. 5, what does “Probability” means? It is not a precise measure. 

This is the class-conditional probability made by the NN.   We have added this to the manuscript.



Figure 6 is unreadable.

Changed.

I cannot see Section 5.3 as an opportunity. It should be presented as future work, right?

We are not entirely sure what the reviewer means.  We have spent time reorganizing challenges and opportunities, so hopefully we have addressed this.


Section 7.2 does not provide a significant contribution. Please extend to a better clarification.

Done.



How are new developments incorporated to the server?

We do not fully understand the question.  Do you mean communication:  Communication is by Web Sockets / XHR.  Web Sockets inform the server of new/lost connections and other events.

What would happen if the browser is suddenly closed?
If is it a client, the client is lost, but the network is ok.  If it is the master, then the network is lost.  We have added this to manuscript.

Is there any domain/s to which this library is especially well-suited?
We think that field computing is an interesting area where users can sue their cameras to take images, classify them, add to the training set, etc, is very interesting.  The other is privacy preserving computing, where locally stored images are used to train collaboratively while not disclosing any sensitive information.   This is a major research topic in ML and MLitB is a simple framework for testing it.  In general, there are a lot of researchers in non-ML fields that could benefit from powerful prediction models and MLitB is framework that can provide this, albeit for a particular use case.
