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ABSTRACT11

Open text data, such as Þnancial news, are thought to be able to affect or to describe stock market
behavior, however, there are no widely accepted algorithms for extracting the relationship between
stock quotes time series and fast-growing textual representation of economic information. The Þeld
remains challenging and understudied. In particular, topic modeling as a powerful tool for interpretable
dimensionality reduction has been hardly ever used for such tasks. We present a topic modeling
framework for assessing the relationship between Þnancial news stream and stock prices in order to
maximize traderÕs gain. To do so, we use a dataset of economic news sections of three Russian national
media sources (Kommersant, Vedomosti, and RIA Novosti) containing 197, 678 economic articles. They
are used to predict 39 time series of the most liquid Russian stocks collected over eight years, from 2013
to 2021. Our approach shows the ability to detect signiÞcant return-predictive signals and outperforms
26 existing models in terms of Sharpe ratio and annual return of simple long strategy. In particular, it
shows a signiÞcant Granger causal relationship for more than 70% of portfolio stocks. Furthermore, the
approach produces highly interpretable results, requires no domain-speciÞc dictionaries, and, unlike most
existing industrial solutions, can be calibrated for individual time series. This makes it directly usable
for trading strategies and analytical tasks. Finally, since topic modeling shows its efÞciency for most
European languages, our approach is expected to be transferrable to European stock markets as well.
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INTRODUCTION28

Stock market prediction remains an important and challenging task in econometrics and Þnance. Stock29

quotes are highly volatile over time and contains a stochastic component. However, unstructured textual30

data often contains valuable information about economic events, predicting and explaining the correspond-31

ing time series. In Þnancial domain, automated machine learning techniques for stock trend prediction32

allow investors to consider the news background in predictive and descriptive tasks, saving time and labor33

costs for Þnding important information in a large amount of unstructured text data. In the end, external,34

interpretable, and signiÞcant information signals help investors to minimize investment risks.35

Shallow feature based methods of text processing play a special role in predicting the direction of36

different types of Þnancial movement, such as stock or commodity prices, with unstructured text data, such37

as news or user-generated content. Most often, these methods do not require markup (unlike approaches38

based on sentiment analysis) and do not need updating their parsing algorithms (unlike event extraction39

methods). The general procedure of building such algorithms begins with preprocessing of the source40

texts, then passes to constructing vector representations, or embeddings of these texts (e.g. TF-IDF, BoW,41

Doc2Vec, DL-based embedding) and Þnally incorporates these embeddings in machine learning (ML)42

techniques to predict stock trends. The main disadvantage of such approaches is low interpretability of43

vector text representations as predictors. Meanwhile, topics generated by probabilistic topic models are44

easily interpreted by humans based on the lists of most probable words, but are mostly missing from the45

relevant literature reviews (Usmani and Shamsi, 2021; Jurczenko, 2020; Shah Dev and Zulkernine, 2019).46
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Other dimensionality reduction methods that do Þnd their way into Þnancial movement prediction domain47

are mostly based on hard clustering approaches, e.g K-Means (Babu et al., 2011). This is suboptimal for48

classiÞcation of texts that usually belong to more than one topical cluster. Additionally, such clusters49

are difÞcult to interpret as they are delivered unlabelled. As topic modeling co-clusters both texts and50

words by topics, top words can be used as natural cluster labels, while simple clustering yields nothing51

except lists of items grouped into the unlabelled clusters. Although K-Means-based approaches can be52

ideologically adapted to fuzzy logic and to the logic of simultaneous co-clustering of items and their53

features, we are unaware of such applications in the sphere of stock market prediction.54

In this paper, we propose a new method for predicting stock price movement direction based on topic55

modeling. Our algorithm is highly interpretable, requires no Þxed markup or pre-existing sentiment56

dictionaries, and at the same time remains an end-to-end solution within the paradigm of machine learning57

techniques for stock prediction using numerical and textual data. Our approach achieves high predictive58

power in the weekly price trend prediction task, where stocks of the largest Russian companies are59

considered as time series (spanning eight years between 2013 and 2021), and economic news of the three60

largest Russian-language news agencies are used as textual data. We use the Granger causality test to61

evaluate statistical signiÞcance of the obtained predictions. In addition, we consider a simple trading62

strategy and evaluate the success of a portfolio calibrated on the obtained predictions through Sharpe ratio63

and annual return. In doing so, we consider portfolios derived from predictions of various ML-models64

(Random Forest, Logistic Regression, Gradient Boosting Machine, Support Vector Machine, 3-layer65

Neural Network) and using different embeddings (average Word2Vec, Navec, Doc2Vec, FastText) of the66

news title, of its entire text, and of its Þrst paragraph. We also considered the quality of the strategies67

of the mentioned ML models built on endogenous data (5 lags of the time series). We compare on our68

approach to SESTM model (Ke et al., 2020) that has shown promising results for the US stock market69

and English-language news and that, according to its authors, outperforms RavenPack algorithms (the70

industry-leading commercial vendor of Þnancial news sentiment) in terms of Sharpe ratio scores. We71

show that our approach yields the best results more often than other included in the comparison. As72

topic modeling performs universally well across all European languages, our approach is expected to be73

applicable to all European stock markets, respectively.74

The rest of the paper is structured as follows. The ÔRelated WorkÕ section reviews approaches based75

on interpretive sentiment analysis, methods based on combinations of embeddings and ML models,76

and topic models that are conceptually close to our framework. Section ÔMethodologyÕ introduces the77

proposed method. Section ÕDatasets and preprocessingÕ describes the data used in the current study. The78

ÔMetricsÕ section describes the return and risk metrics for portfolios obtained using various approaches79

discussed in this article. Section ÕExperimentsÕ contains a description of the procedure for forecasting80

and constructing various schemes for stock trend modeling. Section ÔNumerical resultsÕ contains the81

results of our experiments. Section ÔDiscussionÕ interprets the obtained results and reviews the possible82

limitations of the new proposed approach. Section ÕConclusionÕ summarizes our Þndings and discusses83

the possibilities for further framework improvements. Appendix A is devoted to a qualitative analysis84

of the results of topic modeling. This part of the paper, Þrst of all, compares the results of different85

topic models with each other. Second, it shows which topics are most frequently covered in the main86

federal media and in the trading terminal news. Finally, the temporal saturation of the market with new87

information is shown. Appendix B contains supplementary materials of this article, such as illustration of88

data and models, cumulative divergence of topic proÞles, coherence scores and tables with the Granger89

causality test values.90

RELATED WORK91

Much research exploring the relationship between textual information and Þnancial time series relies on92

sentiment dictionaries, such as the Harvard-IV-4 dictionary and Loughran—McDonald Financial Dictionary93

(Loughran and Mcdonald., 2016). For instance, Li et al. (2014) use both of the mentioned dictionaries to94

create a sentiment-based model for stock market prediction tasks. Kim et al. (2014) assign a sentiment95

score to a textual data stream using a dictionary and rules, after which the authors identify signiÞcance of96

correlations between this news stream and stock market ßuctuations. Li et al. (2018) extract sentiment97

information using Loughran-McDonald, Harvard IV-4, and SenticNet 3.0 in their research. Picasso98

et al. (2019) use McDonald dictionary and AffectiveSpace 2 (Cambria et al., 2015) to evaluate sentiment99

information from Þnancial news for twenty most capitalized companies listed in the NASDAQ 100100
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index. However, dictionary approach is hard to customize to speciÞc data and prediction tasks. Existing101

dictionaries still require being extended to the Þnancial domain. Moreover, sentiment dictionaries are102

still underdeveloped for less resourceful languages, including the Russian language and are the subject of103

recent research (Panchenko, 2014; Koltsova et al., 2020).104

Other related works exploit various machine learning approaches (Rundo et al., 2019; Thakkar and105

Chaudhari, 2021) combined with different encoding procedures used to assign vector representations to106

documents; these procedures include tf-idf features (Bing et al., 2017), word-embeddings (Mahmoudi107

et al., 2018) and deep learning methods (Matsubara et al., 2018; Xu et al., 2020), among others. These108

vector representations, sometimes combined with other Þnancial numerical features (Gu et al., 2020; Li109

et al., 2020) are used as an input for classiÞcation or regression models, depending on the time series110

problem statement (Henrique et al., 2019). For example, Khedr et al. (2017) propose the model that111

predicts the rise and fall of shares of companies traded at NASDAQ based on economic news. They112

combine stemming, n-gram, tf-idf, and numerical features with Na‹ıve Bayes and KNN algorithms. Manela113

and Moreira (2017) use n-gram features with the SVR model to estimate the relationship between the114

front-page text of The Wall Street Journal and the VIX volatility index. Weng et al. (2018) extract public115

information from Google and Wikipedia with Random Forest model (while simultaniously testing NN,116

SVR and boosted regression tree) to predict the 1-day ahead price of 19 additional stocks from different117

industries. Such approaches are difÞcult to interpret by a potential investor: it is often hard to understand118

why the vector representation model learned a certain word embedding and what effect it had on the Þnal119

result, as well as to explain why the ML model chose a speciÞc combination of non-transparent features120

as signiÞcant.121

Latent Dirichlet Allocation (LDA) is one of the most popular topic-modelling techniques using a122

Bayesian approach for generating topics (Blei et al., 2003). Topics derived from topic modeling can be123

good predictors of Þnancial time series. For instance, Chester Curme and Preis (2017) show that the124

forecasts of trading volume can be improved by accounting for news topical diversity which they measure125

as the Shannon entropy of a topic distribution yielded by a topic modeling algorithm run over daily126

corpora of Financial Times news. Also, there are natural extensions to the LDA model with the temporal127

structure of texts: DTM (Blei and Lafferty, 2006) and DIM (Gerrish and Blei, 2010). These models128

allow tracing temporal evolution of topics and their lexical composition and reveal the most inßuential129

documents. Other papers integrate text and time-series data into a single probabilistic model expanding130

DTM or LDA (Park et al., 2015; Kanungsukkasem and Leelanupab, 2019). In these papers, researchers131

carry out a qualitative analysis of topics associated with time series and evaluate the predictive power132

of the respective model. Kim et al. (2013) develop Topic Modeling with Time Series Feedback model133

(ITMTF) that infers topics iteratively while optimizing their correlation with time-series data in terms of134

its strength and direction. The latter means that topics are gradually re-deÞned so that to include only the135

words that affect the predicted time series in the same way (either negative or positive). This approach136

yields more causal topics than the baseline LDA in terms of Granger causality and more pure topics in137

terms of coherence of the effectÕs direction. However, ITMTF model uses the time series data from a138

very limited pool of only three US companies, Apple and two airlines, and only for six months. Another139

important approach ideologically close to ours is SESTM - Sentiment Extraction via Screening and Topic140

Modeling (Ke et al., 2020). Its authors use a supervised topic model with two topics — one being assigned141

the words that have a positive impact on asset returns, and the other with the words having a negative142

impact — to calculate word-level predictive scores (termed sentiment scores) that are later transformed143

into text-level predictive scores. These latter scores are used to optimize investment portfolio construction144

whose quality is assessed in terms of Sharpe ratio and annual return metrics.145

METHODOLOGY146

We propose Stock Tonal Topic Modeling approach (STTM) by introducing an index that reßects the147

association between topics occurring in news stream and the stock prices movement. This index, hereafter148

termed STTM index, is positive if the overall association of all the topics in the news stream of a given149

time period with the stock movement is positive (i.e. it predicts stock growth), and negative in the150

opposite case. Further, we use the STTM index to optimize investment portfolio construction and show151

its efÞciency.152

The proposed procedure of computing STTM index has several stages. First, we perform topic153

modeling of the news ßow and calculate the salience of each topic at each time point of a pre-selected154
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period, thus receiving a distribution of saliences for each topic over time. This distribution is further155

referred to as topic stream. Similarly, we obtain the word stream for each word as a distribution of word156

frequencies in our news ßow over time. Second, we compute the tone of each word as the value of an157

association measure (in our case — Pearson correlation) between the word stream and the target time158

series (in our case — stock prices). Words found to be positively associated with the target time series are159

considered to have positive tone, and visa versa. Third, topic-level tone is computed based on the tones160

of high-probability words from each topic, according to a procedure described further below. Finally,161

topic-level tones are aggregated over all topics into a distribution termed tonal topic stream, which in turn162

is aggregated over time into a single value — STTM index. This index, thus, reßects the strength and the163

direction of the aggregated impact of all topics on the stock price movement.164

Figure 1. Stock Tonal Topic Modelling (STTM): framework structure

More formally, let us denote textual data stream as collection D = (d1, td1), . . . ,(dm, tdm), where165

di - document, tdi - date and time of document release. Let us also denote Þnancial time series as166

pt = (p1, t1), . . . ,(pN , tN), where pi - value, ti - corresponding time stamp. Our key problem is predicting167

P(rt ! 0), where rt = pt"pt"1
pt"1

, with STTM index based on textual data ßow between t and t "1 as feature.168

In our notation, we normalize the raw STTM index to the range [0;1], so that STTM # 1 and STTM # 0169

mean that the textual information pulls the time series pt up and down, respectively. Below we give a170

detailed description of the entire procedure whose graphical representation can be found in Figure 1.171

Data Preprocessing172

First of all, we preprocess input text data. Each text is subject to tokenization and lemmatization, removal
of stop-words, and punctuation symbols. Next, we calculate idf-parameter - inverse document frequency,
part of tf-idf feature, for each unique word w in D:

idf(w,D) = log
|D|

|{di $ D | w $ di }|
, (1)

where |D| Ñ number of documents in collection; |{di $ D | w $ di }| Ñ number of documents from D173

collection, where the word w occurs. After that, we remove words in the upper and lower quantiles of the174

!-level from the text data 1. Thus, we do not consider the most rare or the most frequent words. Then, we175

transform the resulting text data into a bag-of-word representation.176

Topic Modeling177

We feed the preprocessed text data as an input to the topic model for generating probabilistic topics:
T1, . . . ,Tn. The topic model can be LDA, DTM, DIM, ITMTF or any other technique 2. It can be pre-
trained in advance or online-trained on the textual data stream D. As a result of topic modelling procedure,
each document d is represented by n - dimensional vector of topicsÕ probabilities: " (d) = ("d,1, . . . ,"d,n).
We numerically estimate the salience of each topic Tj in each time unit ti of the textual data stream D as

1We use the standard 95%-quantile as a default value for !-level.
2In this work, the LDA and DTM algorithms were used.
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follows:

! j
i = "

%d in ti
" d

j (2.1)

Topic stream TS j of each topic Tj is thus deÞned as a set of all salience scores of this topic in a given time
period:

TS j = ! j
0, . . . ,! j

N (2.2)

Consequently, we associate each topic Tj with the time series of its stream TS j.178

Topic Tonality Based on Word-level Tone179

By analogy with topic stream, to deÞne word stream, for each word w we Þrst calculate its frequency as180

the sum of its occurrences over all documents d that have appeared in our stream in a given time point ti:181

cw
i = "

%d in ti
c(w,d) (3.1)

Thus word stream WSw is deÞned as a set of word frequencies in a given time period:182

WSw = cw
0 , . . . ,cw

N (3.2)

Consequently, we associate each word w with the time series of its stream WSw. In general, c(w,d) can be183

any additive function of the number of words w in the document d. The tone of the word w is determined184

as a function of target time series and word stream:185

#w = fw(pt ,WSw) (4.1)

Function fw can be any regression evaluation metric or any time series proximity metric. We use the
Pearson correlation coefÞcient:

fw = rpt ,WSw , (4.2)

if the signiÞcance less than # 3 and

fw = 0, (4.3)

in other cases. Since each topic Tj is a probability distribution in each time unit ti over a dictionary V :
Tj,i = (w1,$ j,i

w1 ), . . . ,(w|V |,$
j,i

w|V |), we deÞne the topic tone as a function of the wordÕs probabilities in the
topic $ j,i

W and the corresponding wordÕs tone #W for each time point ti:

% j,i = fTj,i($
j,i

W ,#W ), (5.1)

The overall tonality of topic Tj is deÞned as a set of its tones in a given time period:

$Tj = % j,0, . . . ,% j,N . (5.2)

We implement function fTj,i as follows:186

1. The number of the most probable words in the topic Tj at time point ti (i.e. the words for which
the tone will be calculated) is selected so that the sum of their probabilities does not exceed the
speciÞed threshold C j

4:

"
w sorted by probability

$ j,i
w & C j, (5.3)

3We use standard level of signiÞcance 5 %
4As default value for C j we use 0.3
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2. The variables pProb and nProb are calculated. The calculations involve only words selected in the
previous step:

pProb =
"#w!0 #w$ j,i

w

" |#w$ j,i
w |

,nProb =
"#w<0 |#w$ j,i

w |

" |#w$ j,i
w |

(5.4)

If the signiÞcance level rpt ,WSw of all the selected words is higher than # , then we deÞne:

pProb = 0,nProb = 0 (5.5)

The Þnal topic tonality is expressed as the difference between pProb and nProb:

fTj,i = pProb" nProb (5.6)

Tonal Topic Stream187

At the next step, we calculate the tonal topic stream (TTS) as a product of topic tonalities and topic
streams for each time point:

TTS =

!

"#

!0
0 Æ %0,0 !0

1 Æ%0,1 . . .
...

. . .
!n

0 Æ %n,0 !n
N Æ%n,N

$

%& (6)

Thus TTS is a matrix, where rows correspond to the topics and columns correspond to the time points.188

Each element of this matrix, TTS j,i, is the value of tonal topic stream for the topic Tj at time point ti.189

STTM Index190

Finally, STTM index as the overall tonality of all topics over a given period of time is deÞned as a time
aggregate from the TTS matrix:

STTM = aggregatet(TTS) (7)

The aggregation function can be a simple or weighted mean, median, or sum. We use simple sum by191

default. The tonality of each speciÞc news item d is, analogously, the aggregate over the products of192

topic probabilities of news item " (d) and its topic tonalities %(d) at time point td . As noted above, for193

comparability purposes we normalize the STTM index to the range [0,1] based on sigmoid regressor.194

Figure 2. Scheme of the procedure for forecasting market movement based on STTM

DATASETS AND PREPROCESSING195

In this section, we describe in detail our datasets. We collect two types of data: Þnancial time series data196

and textual data stream. We consider stocks included in the MOEX Russia index as the time-series data197

and Russian-language news from the largest and most inßuential economic media as a textual data stream.198

In addition, we describe the required raw data preprocessing.199
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MOEX Russia Index200

MOEX (Moscow Exchange) Russia Index (see Fig. 3) is a capitalization-weighted composite index201

serving as the primary ruble-denominated benchmark of the Russian stock market. It is calculated as202

the sum of the prices of 39 most liquid Russian stocks weighted by expert assessments of their impact203

on the Russian economy. These stocks are pre-selected by experts from among the largest and the204

most dynamically developing Russian issuers with economic activities in the leading sectors of the205

Russian economy. MOEX Russia Index is used as one of the baseline investment portfolios in this206

research. The shares time series from 2013 to 2021 included in MOEX Russia Index (available at:207

https://www.moex.com/en/index/IMOEX) listing constitute our times series dataset analyzed in this paper.208

Figure 3. Dynamics of MOEX Russia Index

There is 39 main time series with the following tickers:209

SBER, SBERP, GAZP, LKOH, YNDX, GMKN, NVTK, SNGS, SNGSP,210

TATN, TATNP, ROSN, POLY, MGNT, MTSS, FIVE, MOEX, IRAO,211

PLZL, NLMK, ALRS, CHMF, VTBR, RTKM, PHOR, TRNFP, RUAL,212

AFKS, MAGN, DSKY, PIKK, HYDR, FEES, QIWI, AFLT, CBOM,213

LSRG, RSTI, UPRO.214

Each time series of the mentioned shares is converted to the weekly returns rt :215

rt ’ pt"pt"1
pt"1

,216

where pt is the closing price of the shares time series, t - weekly timestamp.217

Economic News218

Our text dataset of daily news includes three Russian national media sources: Kommersant, RIA Novosti,219

and Vedomosti.220

Table 1. Summary Statistics of Collected Daily News

News Agency Name Number of Articles Dates
Kommersant 26, 132 01.01.2013 - 31.12.2021
RIA Novosti 168, 285 01.01.2013 - 31.12.2021
Vedomosti 3, 261 01.02.2015 - 31.12.2021

Kommersant (The Businessman, available on the website: https://www.kommersant.ru) is a nationally221

distributed daily newspaper devoted to politics and business. RIA Novosti (Russian Information Agency,222

available on the website: https://ria.ru) is one of the principal state-owned news agencies publishing223

news and opinions of social, political, economic, scientiÞc, and Þnancial subjects. Vedomosti (The News,224

available on the website: https://www.vedomosti.ru) is a national daily newspaper specializing in business.225

In each media outlet we consider the texts from the economy section only. Consequently, it contains a226

7/34PeerJ Comput. Sci. reviewing PDF | (CS-2022:07:75476:0:1:NEW 22 Jul 2022)

Manuscript to be reviewedComputer Science



signiÞcant number of editorials, analytical reviews, and expert opinions, affecting the estimated textual227

data ßow. Table 1 illustrates the amount of collected data and the date intervals corresponding to it. Figure228

4 shows the main statistics about the Kommersant newspaper.229

Figure 4. Kommersant: The total number of articles by calendar week and the empirical distribution of
the number of the symbols

The top panel of the Þgure plots the histogram of the number of articles (ordinary news and analytical230

reviews) vs the number of characters. The bottom panel shows the distribution of the weekly number of231

articles over eight considered years. The drops in the number of news correspond to public holidays and232

weekends. The graphs for the other daily sources can be found in the supplementary materials B1 and B2.233

News Preprocessing Pipeline234

We use a common natural language preprocessing pipeline. We begin with the tokenization 5 by breaking235

each text into sentence components and then into word components. Next, we normalize all tokens in236

each article to lower case letters, remove punctuation, non-alphabetic, and non-Cyrillic symbols, and237

perform lemmaization with Yandex MyStem - an instrument developed specially for the Russian language238

and based on extensive morphological analysis 6. Finally, we remove stop words, such as prepositions,239

participles, interjections, numbers 7 and the tokens in the upper and lower quantiles of the !-level idf-240

parameter. We use the standard 95%-quantile as a default value for !-level. Finally, we convert each241

news item into a vector of word counts.242

METRICS243

We consider two approaches to assessing the results obtained. First, we explore the relationship between244

the stock market movement and news ßow impact of the proposed tonal topic modeling procedure through245

correlation analysis using GrangerÕs causality test (Deveikyte et al., 2020). Second, we introduce a simple246

trading strategy of calibrating investment portfolios based on the predictions of the model and evaluate247

the performance of this strategy with the Sharpe ratio and the annual return of the portfolio (Ke et al.,248

5We use the natural language toolkit (NLTK) in Python for tokenization tasks: https://www.nltk.org
6We use a Python wrapper for an morphological analyzer for Russian language produced by Yandex Mystem for lemmatization
task: https://pypi.org/project/pymystem3/

7List of stop words is available from item 70 on https://www.nltk.org/nltk data/
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2020). Economic metrics for evaluating the success of a calibrated portfolio appear to be more suitable249

for the stock trend prediction problem than standard classiÞcation metrics, such as accuracy, Receiving250

Operating Characteristics (ROC), and area under the curve (AUC). This is due to the following reasons.251

Standard classiÞcation quality metrics for one time series may not give high results. However, economic252

metrics work on many time series, so in this case we can get a good Þnancial result.253

Granger causality test254

The Granger causality test 8 is a statistical hypothesis test for determining whether one time series is
useful in forecasting another. Granger causality requires time series stationarity. Let yt and xt be two time
series. To see if xt ÕGranger causesÕ yt with maximum q time lag, the following regression is performed:

yt = a0 +a1yt"1 + ... +aqyt"q +b1xt"1 + ... +bqxt"q. (8)

Then, F-tests are used to evaluate the signiÞcance of the lagged x terms. The coefÞcients of lagged x255

terms estimate the impact of x on y. The null hypothesis that x does not Granger-cause y is accepted if256

and only if no lagged values of x are retained in the regression. Since in our case the time series has257

shown non-stationary behavior, as determined by the Dicky-Fuller unit root test 9, a Þrst-order and, where258

necessary, a second-order differentiation was performed to achieve stationarity.259

Sharpe ratio and annual return260

The Sharpe ratio 10 measures the performance of an investment,261

Sharpe ratio =
Rp " R f

&p
, (9)

where Rp - return of portfolio, R f - risk-free rate, &p - standard deviation of the portfolioÕs excess return.262

As a risk-free asset for the Russian market, we use government bond yields (available on the website:263

https://www.cbr.ru/eng/hd base/zcyc params/). A Sharpe ratio of less than one is usually considered264

unacceptable or bad. It means that the risk of portfolio encounters is being offset well enough by its265

return.266

Annual return or Compounded Annual Growth Rate (CAGR) 11 is the rate of return (RoR) that would267

be required for an investment to grow from its beginning balance to its ending balance, assuming the268

proÞts were reinvested at the end of each period of the investmentÕs life span. More formally,269

Annual return = (1+
EV " SV

SV
)

1
n " 1, (10)

where EV - ending value, SV - start value, n - number of years.270

EXPERIMENTS271

In this section, we describe our experimental procedures. The subsection ÔSTTMÕ describes how to build272

and evaluate the quality of models based on the proposed framework. The ÕSESTMÕ subsection describes273

how to build a topic model that outperforms RavenPack, the industry-leading commercial vendor of274

Þnancial news sentiment. The subsection ÕShallow feature based methods of text processingÕ describes a275

scheme for building models based on embedding news. The subsection ÔEndogen modelsÕ reveals a way276

to build simple endogenous models on time series lags. The subsection ÔEvaluation procedureÕ describes277

the scheme for splitting the initial data into training and test samples to evaluate quality metrics.278

8We use Granger causality test from statsmodel python-package: https://www.statsmodels.org
9We use Augmented Dickey-Fuller unit root test from statsmodel python-package: https://www.statsmodels.org

10We use Sharp-ratio calculation from empyrical python-package: https://github.com/quantopian/empyrical
11We use annual return calculation from empyrical python-package: https://github.com/quantopian/empyrical
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STTM279

As mentioned before, our Stock Tonal Topic Modeling (STTM) approach can have any basic topic model280

as its core. In this paper, we implement two models: LDA 12 and DTM 13. Qualitative analysis of these281

models is presented in the section ÕQualitative Analysis of Russian Economic News Topic ModelingÕ in282

Appendix A. DTM extends LDA by allowing word probabilities in a topic to change over time. We have283

chosen to update them in the increments of one month. Further, we select the number of topics so as to284

avoid solutions with either a large number of too granular topics or a small number of too broad topics. To285

do so, we optimize topic coherence with RoderÕs Cv metric ((R‹oder et al., 2015)). Although the dynamics286

of coherence change with the increase of the number of topics is somewhat different for different news287

sources (see Figures B4, B5 and B6 in supplementary materials), the overall optimum appears at n=20,288

where Cv curve reaches its maximum before ßattening out for all national media sources. This optimum289

is the same for both LDA and DTM. We run a topic model on the training dataset and apply it to the290

test dataset. The datasets are constructed according to the procedure described in ÕEvaluation procedureÕ291

section below. Topic tonality based on word-level tone is calculated from the solution obtained on the292

training set. Topic stream is calculated from the the test set, and topic tonality based on word-level tone293

is applied to it. STTM hyper-parameters are selected based on optimization of ROC-AUC metrics the294

grid-search on the training set for each time series independently. Examples of the STTM index, the stock295

time series, news, topics, words and also their tonalities and tones, as well as an example of a tonal topic296

stream are presented in Figures B9, B10, B11, B12 in Appendix B. It can be seen that results of proposal297

procedure are highly interpretable. Since topic modeling possesses a certain level of instability leading to298

ßuctuations in the word probabilities, we repeat all calculations for trading strategy performance at least299

ten times. After that we estimate the mean and variance of each of the considered economic metrics.300

SESTM301

We implemented the Sentiment Extraction via Screening and Topic Modeling (SESTM) procedure (Ke
et al., 2020) as a baseline topic model. We apply it for each time series from the MOEX Russia Index
for three national news sources. SESTM approach infers only two topics - containing words that have
either negative or positive effect on the target time series, the composition of these topics being optimized
iteratively based on an association metric. The process consists of three steps: 1. isolating a list of
sentiment terms via predictive screening 2. assigning sentiment weights to these words via topic modeling
3. aggregating terms into an article-level sentiment score via penalized likelihood. The main assumption
of the model is that the news is generated from the following mixture multinomial distribution:

di,[S] ( Multinominal(si, piO+ +(1" pi)O"), (11)

where si is the total count of sentiment-charged words in article di, pi is the sentiment score, O+ and302

O" are a positive and negative topics, respectively, which is probability distributions over words. The303

objective of SESTM procedure is to learn the model parameters O+, O" and pi. SESTM algorithm304

has three hyper-parameters of screening for sentiment-charged words and one hyper-parameter for305

regularization in learning-optimization problem. All hyper-parameters are tuned through the time cross-306

validation procedure with l1-norm of the differences between estimated article sentiment scores and the307

corresponding standardized return ranks as a loss function. Figures B13 (B14) in Appendix A: B13 -308

B14 contain examples of the most common words with cumulative positive (negative) tones, and the309

most cumulatively positive (negative) tonal words for VTB (VTBR) share prices. It can be seen that the310

contents of these topics is mixed and broadly uninterpretable.311

Shallow feature based methods of text processing312

To compare our approach to the models with shallow features based methods of text preprocessing,313

we apply a speciÞc pipeline shown on Figure 5. For each economic news from the considered news314

agencies (Kommersant, Vedomosti, RIA Novosti), various textual components are extracted (full text,315

Þrst paragraphs, titles). After that, each component is preprocessed as described in section ÕDatasets316

and preprocessingÕ. Further, various techniques for obtaining embeddings are applied to each news item:317

12We use LDA realization from gensim python package: https://radimrehurek.com/gensim/
13We use C-language DTM realization: https://github.com/blei-lab/dtm with python-wrapper from gensim python-package:

https://radimrehurek.com/gensim/

10/34PeerJ Comput. Sci. reviewing PDF | (CS-2022:07:75476:0:1:NEW 22 Jul 2022)

Manuscript to be reviewedComputer Science



Figure 5. Pipeline for constructing shallow feature based methods of text processing

Word2Vec, Navec, Doc2Vec, FastText 14 (all embeddings models trained on the Þrst two years of texts for318

each news outlet separately). The resulting embeddings of news (where all the news for the same week are319

treated as one document) are fed as the input features to the following machine learning models: Random320

Forest (RF), Logistic Regression (LR), Gradient Boosting Machine (GBM), Support Vector Machine321

(SVM), and 3-layers Neural Network (NN) 15. The target variable for all models is the sign of returns for322

each ticker included in MOEX Russia Index, which equals 1 for the growing times series and 0 otherwise.323

Endogenous models324

Figure 6. Pipeline for constructing endogen models

In addition, we compare the proposed framework with simple endogenous models: Random Forest (RF),325

Logistic Regression (LR), Gradient Boosting Machine (GBM), Support Vector Machine (SVM), and326

3-layers Neural Network (NN), where weekly return lags are used as features, and the target variable is327

the same as in shallow-feature-based models. Figure 6 shows the pipeline we used for construction of328

such endogenous models.329

Evaluation procedure330

As for time series data, test and train datasets have to be deÞned as subsets covering uninterrupted periods331

of time, we use an iterative expanding cross-validation scheme (visualised in Fig. 7) in which we expand332

the time window of the training set by one year at each iteration, starting from two years and ending with333

six years, while test set window is kept stable at the length of one year across all iterations. Topic model334

obtained on the training set is retrained at each iteration and then applied to the test set. We estimate our335

models on all economic news between stock market start time each Monday and its end time each Friday.336

Considered target variable is movement direction sign(rt) between the closing price on Friday and the337

opening price on the previous Monday for each share in the MOEX Russian Index.338

For the proposed STTM approach, we compute a Granger causality test between the weekly value339

of STTM index and the weekly stock price of each ticker included in MOEX Russia Index for each test340

interval separately. For each ticker and for different topic models (LDA and DTM), including STTM, we341

evaluate the weekly trading strategy performance. We use a straightforward long strategy. For this trading342

strategy each Friday at the time of the closure of the stock market we select the top 20 percent of stocks343

with the highest value of the model prediction for the current week. These stocks are the most likely to344

14We use Word2Vec and Doc2vec realization from gensim python-package: https://radimrehurek.com/gensim/, Navec realization
from natasha python-package: https://github.com/natasha/navec, FastText realization as python-package from: https://fasttext.cc/

15All models realization from sklearn python-package: https://scikit-learn.org/stable/
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Figure 7. Train-test splitting: expanding window scheme

demonstrate price gains in the upcoming week. We then evaluate our strategy with the annual returns and345

Sharpe ratio metric introduced before.346

NUMERICAL RESULTS347

Granger causality tests348

In this section, we provide numerical results for the Granger causality test between STTM index and349

FridayÕs prices for each of 39 tickers included in MOEX Russia Index; this is done for two topic models350

employed (LDA and DTM) and for three different news sources. Calculation details can be found in351

Appendix B, tables C0-C5. Figure 8 shows the proportion of the assets in our sample for which the STTM352

index has signiÞcant Granger predictive power in each of the studied years.353

Figure 8. Number of signiÞcant Granger correlations as a percentage of portfolio size for different
models and news sources

Weekly Trading Strategy Performance354

In total, we compare the performance of 28 different portfolios: Þve endogenous model based portfolios,355

20 portfolios using shallow feature based methods of text processing, two portfolios based on the proposed356

STTM approach, and one based on SESTM. Each of these mentioned portfolios is constructed for three357

different news sources independently. Given that we have 39 tickers in our analysis, in total we obtain358

2886 different models validated on six train / test splits each.359

Table 4 presents the results for the endogenous models, Table 3 contains the results for shallow360

feature based methods of text processing, and Table 2 demonstrates the results for topic modeling based361

approaches. Figure 9 A-C shows portfolio returns for three different information sources; Figure 9 D362

contains the best models that have a Sharpe Ratio greater than one.363
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Figure 9. The Þgure shows the out-of-sample cumulative returns of one-week-ahead strategies where
portfolios sorted on modelÕs score. The Þgures A, B, C represents returns of strategies based on STTM
(LDA), STTM (DTM), SESTM approaches, MOEX Russia Index and Þve best returns of strategies built
on Shallow feature based methods of text processing and endogenous models for Kommersant, RIA
Novosti and Vedomosti respectively. The Þgure D illustrate the returns of strategies with Sharpe-ratio
more then one and also MOEX Russia index as economic baseline.

Kommersant
STTM (LDA) STTM (DTM) SESTM

Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return
1.3706– 0.0907 0.3612 – 0.0212 1.0798– 0.0653 0.2845 – 0.0201 0.4830 0.1598

Vedomosti
STTM (LDA) STTM (DTM) SESTM

Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return
1.1059– 0.0665 0.2840 – 0.01853 0.7941 – 0.0452 0.2095 – 0.0319 0.3370 0.1296

RIA Novosti
STTM (LDA) STTM (DTM) SESTM

Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return
1.0140– 0.0572 0.2755 – 0.0157 0.9691 – 0.0570 0.2675 – 0.0183 0.6433 0.2050

Table 2. Trading strategy performance for topic modelling approaches: STTM (LDA), STTM (DTM)
and SESTM for Kommersant, Vedomosti and RIA Novosti economic news sources. Values of the Sharpe
metric greater than one are marked in bold.
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Kommersant

Scheme First paragraph Text Title
Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return

GBM + Doc2Vec 0.3221 0.1301 0.9141 0.2614 0.3199 0.1294
GBM + FastText 0.7707 0.2173 0.5149 0.1675 0.3854 0.1419
GBM + Navec 0.471 0.1612 0.6731 0.1994 0.4041 0.1457

GBM + Word2Vec 0.465 0.1616 0.5807 0.1806 0.1637 0.0964
LR + Doc2Vec 0.516 0.1669 0.6622 0.1991 1.0056 0.2746
LR + FastText 0.7131 0.2059 0.9137 0.2529 0.8933 0.2507
LR + Navec 0.4284 0.1514 0.4553 0.1564 0.5462 0.1785

LR + Word2Vec 0.5052 0.1644 0.8237 0.2329 0.586 0.1867
NN + Doc2Vec 0.5267 0.1731 0.2439 0.1128 0.8192 0.236
NN + FastText 0.7926 0.2278 0.401 0.1449 0.6687 0.2052
NN + Navec 0.551 0.1767 0.5506 0.1719 0.44 0.156

NN + Word2Vec 0.6792 0.1994 0.3565 0.1356 0.401 0.1449
RF + Doc2Vec 0.0502 0.0747 0.6528 0.2056 0.6221 0.1894
RF + FastText 0.6838 0.2022 0.4175 0.1493 0.499 0.1641
RF + Navec 0.7199 0.2137 0.1372 0.0919 0.3583 0.1355

RF + Word2Vec 0.3072 0.1262 0.4723 0.1578 0.203 0.1047
SVM + Doc2Vec 0.5142 0.1742 0.6416 0.1998 0.6 0.1895
SVM + FastText 0.1371 0.0911 0.551 0.1815 0.2911 0.1246
SVM + Navec 0.5364 0.175 0.618 0.1933 0.3577 0.1385

Vedomosti

Scheme Text Title First paragraph
Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return

GBM + Doc2Vec 0.1629 0.0825 -0.0552 0.0375 0.7428 0.2093
GBM + FastText -0.0522 0.0397 0.2586 0.1025 0.2487 0.1004
GBM + Navec 0.7793 0.2143 0.216 0.0941 0.7344 0.2096

GBM + Word2Vec 0.0747 0.064 -0.3653 -0.0164 0.3274 0.1161
LR + Doc2Vec 0.3098 0.1149 0.564 0.1672 0.1519 0.0806
LR + FastText 0.1202 0.0709 0.1435 0.0794 0.2406 0.1001
LR + Navec 0.5791 0.1789 0.3249 0.1198 0.3092 0.1145

LR + Word2Vec 0.2298 0.0974 0.3287 0.1168 0.5277 0.166
NN + Doc2Vec 0.2259 0.0954 0.8721 0.2384 0.2487 0.1018
NN + FastText 0.2525 0.1024 0.3038 0.1133 0.1523 0.0798
NN + Navec 0.7775 0.2111 0.5409 0.1661 0.3324 0.1207

NN + Word2Vec 0.1523 0.0798 0.3735 0.1266 0.1523 0.0798
RF + Doc2Vec 0.0259 0.054 0.5677 0.1704 0.6729 0.1908
RF + FastText -0.209 0.0048 0.1558 0.0815 -0.2493 0.0052
RF + Navec 0.449 0.1437 0.345 0.1264 0.3384 0.1191

RF + Word2Vec 0.0329 0.0535 0.2996 0.1114 0.1973 0.0898
SVM + Doc2Vec 0.4038 0.1384 0.1014 0.0681 0.0764 0.0654
SVM + FastText 0.3401 0.1186 0.5436 0.1643 0.2105 0.0929
SVM + Navec 0.0825 0.0668 -0.0008 0.0475 0.3267 0.1183

RIA Novosti

Scheme Text Title First paragraph
Sharpe ratio Annual return Sharpe ratio Annual return Sharpe ratio Annual return

GBM + Doc2Vec 0.8347 0.2414 0.9204 0.2653 0.6241 0.1953
GBM + FastText 0.8641 0.2454 0.8971 0.2624 0.3022 0.1264
GBM + Navec 0.3561 0.1382 0.3561 0.1382 1.1917 0.3284

GBM + Word2Vec 0.71 0.2172 0.71 0.2172 0.602 0.1912
LR + Doc2Vec 0.2994 0.126 0.2994 0.126 0.8791 0.2538
LR + FastText 0.4763 0.1633 0.4763 0.1633 0.8888 0.2655
LR + Navec 0.401 0.1485 0.401 0.1485 0.7374 0.2227

LR + Word2Vec 0.4652 0.1612 0.4652 0.1612 0.5586 0.183
NN + Doc2Vec 0.2146 0.1074 0.2034 0.1051 0.4429 0.1541
NN + FastText 0.4065 0.149 0.4065 0.149 0.5885 0.1857
NN + Navec 0.427 0.1518 0.427 0.1518 0.5871 0.19

NN + Word2Vec 0.3289 0.1317 0.3289 0.1317 0.5885 0.1857
RF + Doc2Vec 0.5385 0.1806 0.8189 0.2462 0.7877 0.2307
RF + FastText 0.3982 0.1449 0.3982 0.1449 0.9746 0.2831
RF + Navec 0.3774 0.1409 0.3774 0.1409 0.5307 0.1798

RF + Word2Vec 0.2479 0.1144 0.2479 0.1144 0.2759 0.1205
SVM + Doc2Vec 0.5084 0.1704 0.5055 0.1698 0.7373 0.2166
SVM + FastText 0.3764 0.1434 0.3764 0.1434 0.611 0.1944
SVM + Navec 0.431 0.1535 0.431 0.1535 0.4775 0.1594

Table 3. Trading strategy performance for shallow feature based methods of text processing constructed
on the full texts, title and the Þrst paragraphs of news from Kommersant, Vedomosti and RIA Novosti
economic news sections. Top Þve values of the Sharpe ratio and annual return index for each news agency
are marked in bold.
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Endogen model Sharpe ratio Annual return
GBM 0.7125 0.2135
LR 0.6010 0.1851
NN 0.6347 0.1952
RF 0.4693 0.1617

SVM 0.6213 0.1904

Table 4. Trading strategy performance for approaches based on Þve-lags endogenous models.

DISCUSSION364

In this section we interpret the obtained results and review the possible limitations of the proposed365

approach.366

Granger causality tests367

Figure 8 shows that, as the time passes and the volume of the training data increases, the proportion of368

tickers for which our STTM approach turns to be Granger-causal tends to increase as well. An exception369

is a sharp fall of the predictive power for the majority of models in 2018. It can be seen that, according370

to the Granger causality test, the proposed STTM index can be signiÞcant for as much as 70% of stock371

quotes listed in the MOEX Russia Index if the data is sufÞcient to calibrate the model.372

Weekly Trading Strategy Performance373

The D facet of Figure 9 illustrates one-week-ahead performance of most economically successful portfolios374

(Sharp ratio more than one), as well as the MOEX Russia Index. The top models in terms of the success375

of the investment portfolio built on them are as follows: STTM (LDA) on Kommersant with mean Sharpe376

ratio 1.3706 (Annual Return 36.12%), GBM + Navec based on RIA Novosti Þrst paragraph with Sharpe377

ratio 1.1917 (Annual return 32.84%), STTM (LDA) on Vedomosti with mean Sharpe ratio 1.1059 (Annual378

return 28.40%), STTM (DTM) on Kommersant with mean Sharpe ratio 1.0798 (Annual return 28.45%),379

STTM (LDA) on Ria with mean Sharpe ratio 1.0140 (Annual return 27.55%), and LR + Doc2Vec based380

on KommersantÕs titles 1.0056 (Annual return 27.46 %). Portfolios built on the models mentioned above381

are also the most proÞtable. So out of 69 different approaches to stock trend prediction, only six turned382

out to be economically viable. Among them, four are built on our novel proposed approach STTM and383

only two are derived using shallow feature based text processing methods. Three out of six are based on384

Kommersant news agency data, two are based on RIA Novosti data, one is based on Vedomosti.385

Now let us take a closer look at the best models for each individual news agency. A, B, C facets of386

Figure 9 display performance for news sources Kommersant, RIA Novosti and Vedomosti, respectively.387

Each facet includes all topic modeling based approaches and Þve most successful models out of the388

remaining approaches (shallow feature based methods of text processing and endogenous models). For the389

Kommersant news agency, the STTM (LDA), model takes the Þrst place (Sharpe ratio 1.3706 and Annual390

return 36.12%), followed by STTM (DTM) (Sharpe ratio 1.0798 and annual return 28.45%) both in391

terms of Sharpe ratio and annual return. Next are Þve models with shallow feature based methods of text392

processing. For RIA Novosti STTM (LDA) and STTM (DTM) take the second (Sharpe ratio 1.0140 and393

Annual return 27.55%) and the fourth (Sharpe ratio 0.9691 and Annual return 26.75%) places respectively,394

the rest of the best models are shallow feature based methods of text processing. For Vedomosti STTM395

(LDA) and STTM (DTM) take the Þrst (Sharpe ratio 1.1059 and Annual return 28.40%) and third (Sharpe396

ratio 0.7941 and Annual return 20.95%) places, respectively, the remaining best models again are shallow397

feature based methods of text processing.398

Our experiments show that for all news sources the proposed STTM approach is among the best399

models, while maintaining the interpretability of results (see Figures B9, B10, B11, B12 in Appendix400

B). It is worth noting that endogenous models do not make it to the top of the best models, which in turn401

indicates that more useful economic information can be obtained from external data sources as compared402

to the information contained in the time series. SESTM never gets in any list of the best strategies,403

possibly, due to a smaller size of our dataset as compared to the dataset used by SESTM developers.404

However, we note that SESTM still outperforms the general economic baseline MOEX Russia Index both405

in terms of Sharpe ratio and annual return.406
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CONCLUSION407

In this article, we have proposed a new approach - STTM - for evaluating the impact of news stream on408

the stock market trend, which is novel in several aspects. First, it does not use domain-speciÞc dictionaries409

or any other manual markup. Next, unlike many commercial solutions, such as Reuters and Bloomberg,410

which produce general impact coefÞcients for the entire market, our algorithm can be Þne-tuned for any411

individual issuer. At the same time, our analytical pipeline remains transparent and interpretable for an412

investor or a risk manager. It clusters news streams via topic modeling, Þnds the most inßuential terms413

among the most probable words of each topic with a tone assessment procedure, and offers assessment of414

the overall tone of each topic through trade-off between positive and negative terms and their probabilities,415

as well as tone aggregation across the entire news stream. Topic tone reßects the strength and the direction416

of its potential impact on stock prices. Our procedure can be combined with various topic modeling417

techniques and time series proximity measures. It can also be generalized to other domains and used to418

assess the impact of text data on a various time series, both in predictive or explanatory tasks.419

To illustrate the usefulness of the proposed method, we have carried out a large number of experiments420

on the prediction of the Russian stock market with the texts from the economic sections of the most421

signiÞcant Russian-language news editions. We investigated Granger causality between the output of422

the proposed STTM approach and each of the 39 tickers included in the MOEX Russia index for six423

years and for two different topic modeling algorithms (LDA and DTM). The model shows signiÞcant424

causality across multiple tickers and can Granger-cause more than 70% of those if the training data is425

large enough. We compared 28 different models by assessing their performance in terms of efÞciency426

of a simple long-term trading strategy. For that, we created portfolios based on the predictions from427

each of these models and from each of our three news sources independently: 20 portfolios used shallow428

feature based methods of text processing, one was based on SESTM, Þve on endogen models, and two our429

approach (STTM). This corresponds to the construction of 2886 different model variations, as each of the430

portfolio creation method was applied to each of the 39 tickers and on validated on six train / test splits.431

The quality of the resulting portfolios was evaluated by two metrics: Sharpe ratio and annual return.432

Of all the multitude of model variations, only six turned out to be economically viable with Sharpe433

ratio more than one. Of them as many as four were based on STTM, and the remaining two were434

shallow feature based text processing methods that were initially represented by a much large number of435

model variations than STTM. Each of the STTM-based models ranked top of the list for various news436

publications, consistently outperforming the MOEX Russia index baseline, the endogenous models, and437

the SESTM-based topic model. Thus, our work shows that the proposed framework is promising in438

explaining and predicting Þnancial time series based on the textual data ßow. The universal applicability439

of topic modeling to all European languages, as well as to some other languages, allows to assume that440

this framework has good prospects of being usable far beyond the Russian stock market.441

The novelty of STTM, as compared to other approaches that make use of topic modeling- SESTM442

(Ke et al., 2020) and ITMTF (Ke et al., 2020) - is two-fold. First, STTM allows to directly optimize the443

efÞciency of investment portfolios — a task that ITMTF does not address — and does it better than SESTM.444

Second, both SESTM and ITMTF work to homogenize the generated topics by the direction of their effect445

on the target variable — either negative and positive. For this purpose, SESTM reduces the number of446

topics to two only which renders them uninterpretable (and, as we have shown, less predictive than our447

approach). ITMTFÕs approach is more nuanced: while optimizing both topicsÕ predictive power and their448

purity in terms of the effectÕs direction, it yields really interpretable topics. However, it does not evaluate449

the overall effect of the entire news stream of a given time period on the share prices which, ultimately,450

is the main practical goal of using news in such models. Additionally, it is not obvious that the overall451

predictive power of puriÞed topics is higher than that of naturally occurring topics. Thus, adaptation452

of ITMTF ÒpuriÞcationÓ logic to the goal of direct trading strategy optimization and comparison of the453

resulting pipeline to STTM is a an interesting task for future research.454

Our approach has several practical implications. First, its ability to create impact indices of a news455

stream or a stream of textual data from social media for an individual issuer should be of higher practical456

value for traders than overall market indices. Issuer-speciÞc indices can be used directly in trading457

strategies or as a factor in more complex models. Second, transparency and interpretability of our458

approach should make it attractive to investment applications for the mass user that are appearing on459

the market in large numbers. Our approach can make decision advices rendered by such apps more460

understandable for lay investors and thus increase customer trust and loyalty to such apps. Finally,461
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professional risk analysts can beneÞt from the in-depth analysis of the rich information provided by462

our approach. They can numerically analyze the behavior of their companies in the past for better risk463

management in the future.464
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