
Response to Decision Letter  
 

Dear Editor and Reviewers: 
 

The authors would like to thank the Editor and Reviewers for providing Minor revisions on our 

manuscript entitled "Efficient Anomaly Recognition Using Surveillance Videos” (#CS- 

2022:03:72336:0:1:REVIEW). The authors appreciate the efforts of both the Editor and 

Reviewers. The feedback provided by reviewers is very useful for revision of the manuscript. We 

have incorporated majority of the comments of reviewers to improve the quality of the 

manuscript. 

Accordingly, we have highlighted changes in the revised manuscript. We have also provided a file 

with a point-by-point response to the reviewers' comments. We hope that the revised 

manuscript is now free of mistakes. 

The main revisions are summarized as follow: 

 We have revised the Abstract of our manuscript. 

 We have highlighted the novelty of manuscript. 

 We have explained how existing work is relevant or different to our study. 

 We have revised the conclusion of study. 

 We have improved English of manuscript. 

 We have removed irrelevant studies form Table 3. 

 We have added time complexity of our model in manuscript. 

Note: Regarding photographs from the UCF Crime dataset, we have removed all photographs of 

identifiable human subjects from figures. 

  



Reviewer 1 

Comment# 1: The novelty of this paper is not clear. The difference between present work and 

previous Works should be highlighted. 

Reply: Thanks for suggestion. We have highlighted the novelty in Introduction section to present 

contribution of this study. The revised section is added below for quick reference. 

 

Comment# 2: The author needs to change the abstract and focus more on the problem domain. 

Before the paper's contributions, the author could precisely include the need to develop the 

proposed method. 

Reply: Thanks for suggestion. Reviewer mentioned to improve the abstract of study and 

considering their suggestions we have revised our abstract. The revised section is added below 

for quick reference. 

 



 

Comment# 3: The author could better explain how “Related works” is actually related to the 

current study. It is unclear to the reader how the manuscript is similar to or differs from these 

related works. https://doi.org/10.3390/math10050733; https://doi.org/10.1016/j.imavis.2021.104229 

Reply: Thanks for feedback. Reviewer has highlighted two studies to explain how these are 

related or different from our work. We are performing anomaly recognition using surveillance 

videos which is based on spatiotemporal feature based learning. In our work, we have attempted 

to improve the spatiotemporal feature learning in such a way that it will utilize least possible 

resources but provide efficient recognition as mentioned in appended section.  

 

 

About mentioned studies: 

1. The mentioned study “Intelligent video anomaly detection and classification using faster 

RCNN with deep reinforcement learning model” is based on anomaly detection from 

surveillance videos. It performs anomaly classification on UCSD to detect whether it is 

https://doi.org/10.3390/math10050733
https://doi.org/10.1016/j.imavis.2021.104229


anomaly or no anomaly. Similarly, our study is also based on recognition of anomalies 

from surveillance videos and we have used UCF Crime dataset for the purpose of 

experiment. 
2. The mentioned study “Computational Intelligence-Based Harmony Search Algorithm for 

Real-Time Object Detection and Tracking in Video Surveillance Systems” is based on 
detection and tracking of objects. Whereas we are not addressing the problems relevant 
to object detection and tracking as our study aimed at improving anomaly recognition  

Comment# 4: The Experiment part of the paper is good, however, the authors should include 

some. Image examples in order to make the experiments and their results more 

understandable. 

Reply: Thanks for your feedback. The reviewer suggested to add image examples to explain 

results which is a good suggestion. The proposed model is evaluated using UCF Crime dataset 

which has anomalies which are directly related to a human subject. We have used the dataset 

for experimental purposes only but we do not hold human consent to publish their pictures. 

According to publishing policy of the journal, to publish a human picture we required an official 

consent. However, we have added some results in Figure 10, which do not involve visibility of 

human subject. 

Comment# 5: The conclusion of the proposed work is discussed with limited content and the 

achieved performance value is more efficient when compared to the existing methods. 

The conclusion must discuss in detail the limitations of current knowledge, and the 

overall importance of the work.  

Reply: Thanks for the suggestion. The reviewer mentioned that proposed study claimed efficient 

performance but in conclusion it is explained with limited content. Reviewer is concerned about 

limitation and importance of current study. We have added conclusion to report findings of the 

study. We have also added limitations and future direction in our manuscript to presents 

limitation of the work. Considering reviewer’s suggestion, we have tried to improve the details 

as much as possible. 



 

 

 

Comment# 6: The English should be polished. 

Reply: Thank you for feedback. We have revised our draft for English of the document and we 

have tried to improve it through revising improper sentences. 



Reviewer 3 

Comment# 1: In the experimental section, authors report comparison performance of 

proposed model and SOTA techniques but the accuracy of these techniques on UCF-Crime 

dataset not UCF Crime2Local. Author should perform ablation studies of these techniques or 

remove these results from Table 3. 

Reply: Thanks for feedback. We have used UCF Crime2Local (contains 6 classes from UCF Crime) 

to perform multiclass anomaly recognition but in literature it is mainly used for binary or two 

class recognition problem. We have added few studies on multiclass but as reviewer mentioned 

these are based on UCF Crime (13 classes). We added them as these were their best achieved 

accuracy and we have compared it with our average accuracy. As reviewer mentioned we have 

removed these from Table 3 as these do not provide an exact comparison.  

To demonstrate performance of our proposed method, we have added experimental results of 

baseline model to compare with proposed model. We have added Table 3 below for quick 

reference. 

 

Comment# 2: The authors need to revise the sentence in line 466 and avoid the repetition of 

words. 

Reply: Thanks for feedback. We have checked the review pdf which includes line number but we 

are unable to locate the mistake. Following the line number, it appears in references section as 

added below. However, we have revised manuscript to check if there is any repetitions but we 

will appreciate if reviewer can mention the mistake to improve it further. 

 

 



Comment# 3: The authors claim that “We have implemented our implementation using NVIDIA 

Jetson Nano” but they not reported time complexity of the model. The authors need to add 

time complexity and qualitative analysis of the model. For ease see of the authors see the link 

[1].  

Reply: Thanks for feedback. The proposed model has been extended for a desktop application 

and to analyze its real time recognition we have used NVIDIA Jetson Nano to demonstrate that 

proposed model can be deployed on edge devices. We have added performance of the system 

along with latency rate and time complexity. The respective section is added below for quick 

reference. 

 

 

 

 


