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ABSTRACT

The traditional synthesis problem is usually solved by constructing a system

that fulfills given specifications. The system is constantly interacting with the
environment and is opposed to the environment. The problem can be further
regarded as solving a two-player game (the system and its environment). Meanwhile,
stochastic games are often used to model reactive processes. With the development of
the intelligent industry, these theories are extensively used in robot patrolling,
intelligent logistics, and intelligent transportation. However, it is still challenging to
find a practically feasible synthesis algorithm and generate the optimal system
according to the existing research. Thus, it is desirable to design an incentive
mechanism to motivate the system to fulfill given specifications. This work studies
the learning-based approach for strategy synthesis of reward asynchronous
probabilistic games against linear temporal logic (LTL) specifications in a
probabilistic environment. An asynchronous reward mechanism is proposed to
motivate players to gain maximized rewards by their positions and choose actions.
Based on this mechanism, the techniques of the learning theory can be applied to
transform the synthesis problem into the problem of computing the expected
rewards. Then, it is proven that the reinforcement learning algorithm provides the
optimal strategies that maximize the expected cumulative reward of the satisfaction
of an LTL specification asymptotically. Finally, our techniques are implemented, and
their effectiveness is illustrated by two case studies of robot patrolling and
autonomous driving.

Subjects Data Mining and Machine Learning, Optimization Theory and Computation, Robotics,
Theory and Formal Methods, Software Engineering

Keywords Strategy synthesis, Reward mechanism, Reinforcement learning, Linear temporal logic,
Expected cumulative reward

INTRODUCTION

Reaction system synthesis is a technique that automatically explores how a system satisfies
a specific specification (task) (Bloem et al., 2012). In recent years, with the rapid
development of the intelligent industry, it has been widely used in robot patrolling,
intelligent logistics, and intelligent transportation. However, it is still difficult to find a
practically feasible synthesis algorithm and generate the optimal system. The construction
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of a reactive system usually needs to produce outputs for inputs to fulfill the requirement
that is typically described by a Linear Temporal Logic (LTL) formula. Constructing a
correct reactive system needs to generate outputs for the inputs to fulfill some given
specifications (Buchi ¢ Landweber, 1990). This construction process can be graphically
modeled as a two-player game between the system (outputs) and the environment (inputs)
(Rabin, 1972). The goal of the game is to synthesize strategies for the player to satisfy a
given LTL specification. The system win indicates that a given specification is satisfied.
These games can be solved algorithmically, i.e., one can determine which player wins the
game and produce a winning strategy; the winner is guaranteed to have a strategy that is
memoryless or only requires a finite memory.

Even though the synthesis of LTL specifications has been extensively studied, there are
still some challenges. This is mainly because the system cannot respond in time or chooses
the wrong behavior when interacting with the complex, changeable, and uncertain
environment. In this case, with the further study of the system synthesis problem, the
probability becomes the mainstream method to model and analyze reactive systems. Not
only that, but probability theory has wider applications in the field of control (Ren, Zhang
& Zhang, 2019; Zhang & Wang, 2021; Liu, Zhang ¢» Yue, 2021). Recently, probabilistic
synthesis is proposed and extensively studied, e.g., (Filar ¢ Vrieze, 2012; Church, 1963;
Shapley, 1953; Chatterjee, Henzinger ¢ Jobstmann, 2008; Kwiatkowska ¢ Parker, 2013;
Neyman, Sorin & Sorin, 2003; Nilim & El Ghaoui, 2005; Lustig, Nain & Vardi, 2011; Driger
et al., 2014). With the widespread attention to probabilistic synthesis, there is a growing
interest in the problem of expected reward in the probabilistic environment in recent
years. In a probabilistic environment, the value of a strategy for the system is the maximal
reward of a play induced by this strategy, and the goal of the system is to maximize
this value.

This study focuses on the synthesis problem of reactive systems and transforms it into
the problem of probabilistic games with both LTL winning conditions and a reward
mechanism. First, a learning-based approach is designed to motivate the system to satisfy
the winning condition and generate strategies. In our work, uncertainty is considered both
in the environment properties and in the system behaviors. Meanwhile, the reward
properties are considered in our model. Based on this, this study establishes a probabilistic
model with an asynchronous reward mechanism, which is referred to as reward
asynchronous probabilistic game (RAPG). Then, based on the reinforcement learning
method, algorithmic incentive systems are developed to win the game and generate
corresponding strategies. To formulate synthesizing strategies for each player to maximize
the expected cumulative rewards for satisfying the LTL objectives, this study first encodes
reachability properties to obtain some sets of states that satisfy the specific requirement,
then shrinks the state space, and constructs an asynchronous reward mechanism for
players according to the winning condition. Finally, the asynchronous reward mechanism
is combined with reinforcement learning to learn strategies that satisfy the given
specifications.

To the best of our knowledge, there is no existing work on the strategy synthesis of
RAPGs based on reinforcement learning. This study focuses on calculating the expected
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cumulative reward for a play satisfying the winning condition under each state while
maximizing the expected rewards against an adversarial probabilistic environment. The
contributions of this article are summarized as follows:

e An asynchronous reward mechanism is designed to motivate the system to satisfy
specific requirements, and a novel probabilistic model is proposed;

e Reachability properties are analyzed and encoded, which tremendously shrink the state
space of the game;

o A learning-based approach is proposed to compute the maximum expected cumulative
reward satisfying LTL specifications and generate corresponding strategies.

The rest of this article is organized as follows. In “Related work”, an overview of the
related work is given. The background definitions and notations are provided in
“Preliminaries”. “Synthesis problem through reward mechanism” introduces the definition
of RAPGs, the synchronous reward mechanism, and the formalization of the research
problem. The learning-based synthesis algorithm is introduced in “Synthesis algorithm
based on reinforcement learning”. The applicability of our algorithm is verified by
using two examples in “Case study”. Finally, “Summary and future work” concludes this
article and discusses future research work.

RELATED WORK

Reactive system synthesis under an uncertain environment is widely used in computer
science, engineering, and economics, e.g., autonomous driving and robot rescue operations
(Sutton ¢ Barto, 2018). Reactive systems have inherent complexity due to continuous
interactions with the external environment. Meanwhile, the uncertainty of the
environment brings a great challenge to system synthesis. The existing works on reactive
synthesis problems mainly focus on environmental uncertainty, and the solution is to
reduce the computational complexity of the synthesis algorithm (or optimize the synthesis
algorithm) (Bloem et al., 2012; Buchi & Landweber, 1990; Harding, Ryan & Schobbens,
2005) and to repair unrealized specifications (Hunt ¢ Johnson, 2000; Kénighofer, Hofferek
& Bloem, 2013; Kuvent, Maoz & Ringert, 2017; Maoz, Ringert & Shalom, 2019). In general,
a requirement is defined as a contract about the assumption (input) on the environment
behaviors and the guarantee (output) of the behavior of the system in a reactive system.
That is, given the assumption (input) of the behavior of the environment, the system
behavior is always guaranteed (output) to satisfy the specified specifications (Zhao et al,
2022). Unrealizable specifications can be understood as if the environment satisfies all
assumptions while forcing the system behavior to violate some guarantees. The efficient
synthesis algorithm and the method of repairing the unrealizable specifications do not
directly analyze the influence of uncertainty on system synthesis. Different from these two
methods, our work focuses on motivating systems to satisfy a given requirement by
using the asynchronous reward mechanism.

As for probabilistic synthesis, most systems are modeled as reachability games, includes
21-player games (Nilim ¢& El Ghaoui, 2005; Svorenovi & Kwiatkowska, 2016), concurrent
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games (Neyman, Sorin & Sorin, 2003; De, Henzinger & Kupferman, 2007), etc. Nilim &
El Ghaoui (2005) proposed to model the complex system as a 21-player game. In general,
the state space of a 21-player game involves a class of player states and a set of
probabilistic states. Kwiatkowska, Norman & Parker (2019) introduces turn-based
probabilistic timed multi-player games. Current games are also often used to model
systems (Hasanbeig et al., 2019; Kwiatkowska et al., 2021). The characteristic of this game
is that a state transition is performed through two actions taken by the player separately
but independently. The games considered in this article differ from both 23-player
games and concurrent games. In addition, Almagor, Kupferman & Velner (2016) proposed
mean-payoff Markov Decision Processes (MDPs) with a parity winning condition to find a
strategy that minimizes the expected cost of a play against a probabilistic environment.
Our work considers modeling a reactive system as a RAPG. In each round of the RAPG,
state transitions are determined alternately by two players who choose their actions and
transitions. Meanwhile, both players will obtain corresponding rewards by choosing
actions and transitions. Probabilistic reachability is an important property of APGs, which
help to deeply study the calculation of the winning probability of the system. Another
important property of PAPG that will be concerned in our work is the expected
reachability. It allows using rewards and costs to model, e.g., rewards for robots completing
tasks, and safety drive for autonomous driving cars. Considering the reward property, this
work is interested in calculating the cumulative rewards, i.e., the sum of the rewards
obtained when the system runs. Based on the calculation of the reward achieved on all runs
of the system, the expected cumulative rewards can be obtained. Thus, the value of a
strategy for the system is the maximal cumulative reward of a play induced by this strategy,
and the goal of the game is to maximize this value by motivating the system to win.
Reinforcement learning (RL) designs algorithms to learn the optimal strategy which
maximizes/minimizes the expected reward through interactions with the complex
environment (Sutton & Barto, 2018). Typically, MDPs play a critical role in RL because
of their unique ability to describe the time-independent state transition property.
Generally, there are two types of RL algorithms: model-free algorithms and model-based
algorithms (Filar & Vrieze, 2012; Hasanbeig et al., 2019; Lavaei et al., 2020; Huh ¢ Yang,
2020; Fu & Topcu, 2014; Brazdil et al., 2014; Puterman, 2014). Hasanbeig et al. (2019)
presents an approach to design optimal control strategies for Markov decision processes
with unknown behavior by the model-free RL algorithm. This approach generates traces
that satisfy specific LTL specifications with the maximized probability and returns the
maximum expected reward. Many RL algorithms like Q-learning can be regarded as
model-free algorithms. By updating the values of each state-action pair, these algorithms
can directly learn the action-value function. Furthermore, the safe operation problem of
the system can be solved by a model-free safety specification algorithm (Huh ¢ Yang,
2020). The method is to learn the maximum probability of safe operations by combining
probabilistic reachability with a safe RL algorithm. Model-based reinforcement learning
algorithms are also often used to design strategies, such as in Fu ¢» Topcu (2014),
Brazdil et al. (2014), to synthesize strategies that maximize the satisfaction probability
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for Markov decision processes (MDPs). Most of these studies model the environment as an
MDP and an extended MDP. Brdzdil et al. (2014) proposed the expected total reward for
discrete-time Markov chains (DTMCs) by solving a set of equation systems and for MDPs
by solving a linear program (Filar ¢» Vrieze, 2012). In our work, formal methods are
combined with learning-based methods to explore the reward properties of probabilistic
synthesis. In particular, for APGs, this work focuses on RL algorithms to compute the
expected cumulative reward of the system winning. Precisely, the RL method is used to
learn the strategy to motivate the system to win and compute the expected cumulative
reward for each player.

PRELIMINARIES

This section briefly introduces the definitions used in our article, including the
specification language, games, and a modal u-calculus over asynchronous probabilistic
games. LTL is taken as the desired specification language, and LTL specifications are first
introduced.

LTL

LTL has been increasingly popular as a tool to describe specific requirements when
synthesizing strategies for reactive systems.

Syntax. Given a finite and non-empty set ¥~ of atomic propositions, the arbitrary
proposition in 7" is denoted as p. Given a position, Boolean variables have a unique truth
value as True or False. Note that temporal operators usually have two conventional
notations, either X, G, F, U or O, O, ¢, %. In this article, the former is followed.

An LTL formula  is defined inductively according to the following grammar:

= True|=Y|, Vi, | Xy, Uy,

where the Boolean constants True and False can be denoted by formulas “T” and “L”,
respectively; - and V are the logic connectives negation and disjunction; X and U are the
temporal operators next and until. If  is a LTL formula, = is also a LTL formula. In
addition, logic connectives conjunction (A), implication (=), and equivalence (<) can be
defined as y; Ay = (= Vo) Yy = Yy = - Vg, and Yy < Y, = () = )
A, < Yrp), respectively. Additional temporal operators such as eventually (F) and
always (G) are derived as Fy = TUy and Gy = —F—.

Semantics. Given a finite set of Boolean variables #”, an infinite sequence = = mym; - - -
€ (27)” is defined as a computation. Denote the LTL formula that ¥ holds at position
i > 0ofmasm,i = , which is the satisfaction relation. The semantics of LTL formulas are
formally defined as follows:

o n,i=pifandonlyifp e m;

m,i =~ if and only if &, i Y

m,i =Y, Vi, ifand only if 7,i |= Y, or 0,i = ),
miEXyifandonlyif m,i+1F ¢
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o 1,i =, Uy, if and only if there exists k > i such that n,k |= ¥, and for all i<j < k,
TC?j ): wl

Intuitively, Xy means that i holds (or is true) in the next position (or the next “step”) in
the computation; ¥/, Uy, means that s, holds until iy, becomes True. The computation n
satisfies ¥ if 7, 0 |= \, which is denoted as 7 = . If ¥ satisfies 7 in every position of the
computation, it means that 7 satisfies Ay; if i will be satisfied at least once in the future,
then the computation = satisfies Fis. Besides, this article defines 7, i= GFy if i will be true
infinitely times in the computation, and =, il= FGy if i will eventually be continuously
true start from some position in the computation. Meanwhile, GFys is usually used to
denote the goal of systems or environments that need to be satisfied.

Asynchronous probabilistic games

The interaction between the system and the environment is transformed into an
asynchronous probabilistic game, which helps to analyze the uncertainty when the system
interacts with the environment. Now, the definitions of the asynchronous probabilistic
games are introduced below.

Definition 1. An Asynchronous Probabilistic Game (APG) is defined as a tuple
G = (V",Au,V,P., Ps, L), where V" is a finite set of atomic propositions, and V" is the set of
states on the game arena. Let V. =V, U Vs and V, NV, = &, where V, and V; are the sets
of environment states and system states, respectively. P, : V, X Ay — Dist(V;) is a
transition function of the environment such that P(v,, a)(vs) is the probability to transit
from environment state v, to system state v; on taking action a, where Dist(Vy) is a discrete
probability distribution over V. P : Vi x Ay — Dist(V,) is a transition function of the
system such that P(vs, a)(v,) is the probability to transit from system state v, to environment
state vs on taking action a, where Dist(V,) is a discrete probability distribution over V,.
L:V — 2" is a labeling function, and L(v) is a set of atomic propositions that holds in v,
where v € V.

In a game, the steps are executed alternatively by the environment and the system.
Given an APG %, a finite (or an infinite) sequence © = vp, vy, - - - is the play (or path) of ¢
if for each i >= 0, v;; is a successor of v;. That is, if v; € V,, Pe(vi, a)(vi+1) > 0 for some
a € Ay and Py(v;,b)(viy1) =0 forall b € Ay, and if v; € Vi, Po(vi,a)(viy1) = 0 for all
a € Ay and Py(v;, b)(vi1) > 0 for some b € A,. Let vy be the initial state of 7 and II be the
set of all plays of G. For a state v € V, II" is the set of plays with v as the initial state.

Given a game G and a LTL formula 1, this work uses i to denote the winning condition
of the game ¥. Let m = vy, vy, - - - be a play, 7 is winning for the system under a given
winning condition ¥ if 7 is a finite play and the last state v, is the environment state in
which there is no action a € A, such that P,(v,, a)(vs) > 0, or 7 is an infinite play and 7
satisfies the winning condition ; otherwise, it is said that 7 is winning for the
environment.

For an APG G and a state ¢ of the set V, an action a € A, is in state c if there is a
state d € V such that P,(c,a)(d) = 1. This article denotes the set of actions in ¢ as A;(c).
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Assume that Next, and Next, are the sets of finite plays with the last state in V; and V.,
respectively.

For an APG ¥, a strategy for the system of 4 is a function f : Next, — A, and
f(vo...vy) € Act(v,) is the next action to choose by the system. Similarly, a strategy can
be defined for the environment. This article denotes the sets of the system strategies
and environment strategies of 4 as F; and F,, respectively. A strategy is memoryless if it
relies only on the current state of the play and is not related to the history of the play.
Formally, for any m; and 7, in Next, (or Next,) and any state in V; (or V,), we have
f(mv) = f(myv). In addition to memoryless strategies, there are also history-dependent
strategies and finite-memory strategies. In this article, it is sufficient to consider only
memoryless strategies (Kwiatkowska ¢» Parker, 2013).

Given a play m = vyv; ... v;... that follows a system (or environment) strategy f, let
each finite prefix T = vyv; ...v; € Next, (or Next,), and we have P(t,f(1))(vit1) > 0.
Let y be a state proposition and v be a state in V, this article denotes the probability that the
play’s initial states satisfies 1 and follow strategy fas Prs(v |= ).

For a game %, let T C V be a set of states that satisfy Boolean expression i (or a
state proposition in general), i.e., there is a state v € T such that i is true of v. This article
uses T to denote a set of states that satisfy v, if i/ is the winning condition. T is the set
of target states in game %, where any play starting from any state in T satisfies the winning
condition 1.

Next, this article defines the reachability probability property over the game %. Before
the definition is given, the reachability and fairness properties of T are explained. Given
an LTL formula Fy, it means that i/ holds in some state of the computation. The
reachability property of T is that some states in B occur in the computation of the game. An
LTL formula GFyy means that ¥ holds for infinite time in the computation. Then, the
fairness property of T is that some states in set T occur infinite times in the computation.

Definition 2. Given an APG 9, f is a strategy, \ is a winning condition, and T C V isa
set of states that satisfies \j. For a state v € 'V, this article uses v = FT to denote a play
that starts from v, satisfies \, and reaches some states in T. Meanwhile, this article uses
Pr(v |= FT) to denote the probability of this type of play. If the play also follows f, the
probability of the play follow f is denoted as Prg(vl= FT).

A variant of modal p-calculus over APGs
Most modal/temporal logic can be viewed as a sub-logic of u-Calculus, where a powerful
extension is modal u-Calculus. This logic is succinct in syntax, and formula variables
are often used in such logic. The semantics of a p-calculus formula is defined by the
Kripke structure, which designates the set of states that satisfy the formula (Kesten,
Piterman ¢ Pnueli, 2005). This article defines the variant of modal p-calculus over the
APGs structure:

Given an APG structure 4 : (7", Ay, V, P,, P, L). For every state v € V, the formulas p
and —p are atomic formulas of 4. Let Var = {M, N, ...} be a set of formula variables. The
syntax of u-calculus formulas is defined by the following grammar:
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Y= pl=pX Iy VL Y A YL @Y |y uX i vXiy

A formula  is described as the set of %-states in which / is true. This article uses [[y/]]5,
to denote such a set of states, indicating that the set satisfies i/ under ¢. Here, ¢ : Var — 27
is an assignment that assigns formula variables to sets of atomic propositions in V. The set
[[¥]]4(e) is inductively defined as follows:

o [[plly(e) ={ve Vlpe L)}
o [[7pll4(e) = V\[[pll4(e)
o [X]Jg(e) = e(X)
o [y Vlly(e) = [[¥i]lg(e) U [[Yally(e)
o [V Aslly(e) = [[n]ly(e) N [[Wally(e).
m e V,|Va e Ay(m), foralln € Vi :
(O = | "5 s =0 m e [t ]

m € Vi|3a € Ay(m),foralln €V, :
N { Py(m,a)(n) >0 = u € [[¥]),(e) }

A state m is included in [[@Y]]4(¢). If m is the environment state, it can choose any action
to reach a state in [[y/]],(¢); if m is the system state, it can choose an appropriate action to
move into [[]]4(e).

_ [meV,|3aeAy(m), forallne V;:
(01400 ={ " e S0 2 n < a(6) )

m € Vi|Va € Ay(m),foralln €V, :
. { Pi(m,a)(n) >0 = u € [[Y]l4(¢) }

A state m is included in [[@Y/]]5. If m is an environment state, it chooses an appropriate
action to move into [[y/]],(¢); if m is a system state, it can choose any action to reach a state

in [[i/]]4(e)-

o [[1X¥]),(e) = UyS; where Sy = @ and S;11 = (o]l (c[X/S)).
o (XY}, = S, where Sy = V and 801 = []], (£X/S.).

In addition, based on the syntax of the modal u-calculus formula, the following
formulas can be further derived:

o FoT = uZ.(®ZUT) is a set with the characteristic that if state v € V is a system state,
then all successors of v are in Fg T; if state v is an environment state, then there exists an
action such that a successor of v in FgT. Especially, if v is in T, it must be in FgT,
whether v is an environment state or a system state.

e GgT = vB.(®@B N T)is a set. If state v € V is an environment state and it is in set T, then
all successors of v are in Gg T; if state v is a system state, there exists an action such that a
successor state of v in GgT.
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o AG EFT = vB.[u.Y(®Y U T) N ®B] is aset. If v € AG EFT, any path from v can reach T
infinitely times, where ® is the AX operator of CTL, @ is the EX operator of CTL.

Based on the above p-calculus formulas, the analysis of the state space of the game is
presented in “Synthesis algorithm based on reinforcement learning”.

SYNTHESIS PROBLEM THROUGH REWARD MECHANISM

In this section, the synthesis problem is defined based on reinforcement learning that
stochastically approximates the value function of a probabilistic game. This article mainly
focuses on the expected cumulative rewards for the system winning. The interaction of the
system is first modeled with its environment as a reward asynchronous probabilistic game
(RAPG), and it is defined as follows.

First, given an APG

g = </%aACta VaPeaP57L>

and a linear temporal logic specification .

This article uses rewards as additional quantitative measures of the APG to stimulate the
system to win the game. Although some researchers use cost mechanisms to describe
minimization (e.g., energy consumption), reward mechanisms are commonly used to
suggest a property that describes maximization (e.g., profit) (Nilim ¢ EI Ghaoui, 2005). In
our work, the reward mechanism involves attaching a reward value to the positions and
actions available in each state to motivate the player to win, and the reward accumulates
over transitions. Formally, the rewards mechanism of an APG is defined as follows:

Definition 3. The reward mechanism for an APG G = (V" A4, V, P,, P, L) is
described as a specifying asynchronous reward structure, which is a tuple R = (Ry, Ryc)
composed of two reward functions. One is state reward function Ry : V — R that maps the
state v of 9 to non-negative reals, and other is an action reward function R, : V X Ay — R
that maps state-action pairs (v, a) of 4 to non-negative reals, where v € V,a € Ag.

The action reward in a synchronous reward mechanism is also called a transition
reward, impulse reward, or state-action reward. By definition, reward functions are
Markovian, and they typically map states, or states and actions, to a scalar reward value.

Based on an APG and the asynchronous reward mechanism over it, thus article
transforms the interaction of the system with its environment as a reward asynchronous
probabilistic game (RAPG), which is a seven-tuple as follows:

g - <A/7ACU V7P67P57L7R>'

In Zhao et al. (2022), the probabilistic reachability property is defined over APGs. This
article discusses the expected reward properties that are defined over the above model
RAPG. The model RAPG is an extension of APG and has all the properties of APG. Define
the cumulative reward property over RAPG as:

Definition 4. Let % be a RAPG and V be the state space over RAPG. For the winning
condition \y and a set T C V, all plays starting from any states in T satisfy . For an infinite
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path m = vy, vy, - - - of the game 9, the cumulative reward for synchronous reward structure
R along an infinite path © = vy, vy, va,- - is

R(n) = i [Rt(va) + Rac(Vay @n)]-

n=0

For an finite path 7, define

i=n—1

R(TE, FT) = Z [Rst(Vi) + Rac(Viv ai)]v

i=0

ifvig¢ TforO<i<mandv, €T,
R(m,FT) =0

if TEFT.

Note that R(7, FT) denotes the cumulative reward earned along an infinite path 7 until
some states in T are reached for the first time. Cumulative rewards property is usually used
to handle the sum of rewards accumulated from a position (or state) to a specific position
(or state). Meanwhile, many other reward-based properties can be defined over RAPGs,
such as discounted reward and expected long-run average reward. The characteristic of
discount rewards is that the reward gain in each step is the reward multiplied by a discount
factor A (in general 4 < 1), so the strategy with fewer steps is generally preferred. Different
from the discount reward, the expected long-run average reward considers the average
reward earned in each state or transition.

Definition 5. Given a RAPG 9, V is the set of state spaces over the game ¥ f is a strategy,
Y is a winning condition; T C 'V is a specific set, and any play m starting from a state in T
satisfies ; R = (Ry, Ryc) is a synchronous reward structure. This article denotes the
expected cumulative reward of a play that starts from v € V and satisfies y until reaching
some states in T as

ER(v= FT).

If the play follows f, this article uses ER;(vj= FT) to represent its expected cumulative
reward.
In addition, if Pr(v = FT) = 0, then

ER¢(vEE FT) = 0;

otherwise, if Pr(vl= FT) # 0, then:
if v € V., this article uses ER™"(vl= FT) = inf ER;(v[= FT) to denote the minimal
expected cumulative reward; feF

if v € V;, this article uses ER™(vl= FT) = inf ERs(vi= FT) to denote the maximal
feF

expected cumulative reward. F is a set of strategies for the system and environment over
RAPG 4.
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Algorithm 1: Computing the set of states v with ER(v = FB) = 0
1: Input: A RAPG ¥ with finite space V and a state set T C V
2:B=V
3: while ®BN V\T # B do
4B=@®BNV\T
5: endwhile
6: output: Go—T : {v|]v € V AER(v | FT) = 0}

This article is interested in computing either the maximum or (and) the minimum
value of the cumulative expected reward of a play. This problem is formally defined as
follows:

Definition 6. For a RAPG 9, V is the set of state spaces over the game 9; f is a strategy;
is a winning condition; T C V is a specific set, and any play © starting from a state in T
satisfies r; R = (Ry, Ry) a synchronous reward structure. To stimulate the system to win, a
strategy f that maximizes (or minimizes) the expected cumulative reward ER(v |= FB) of the
system (or environment) and satisfies \ should be synthesized.

SYNTHESIS ALGORITHM BASED ON REINFORCEMENT
LEARNING

This section discusses the problem of finding the learning-based synthesis algorithm based
on the RAPG %. To compute the expected cumulative reward, this article first analyzes and
discusses how to divide the state space of the RAPG %. Then, a highly efficient incremental
probabilistic synthesis algorithm based on reinforcement learning is proposed.

Qualitative reachability
Consider a RAPG %, the winning condition V, and a set of states T C V, where all plays
starting from any states in T satisfies . This article first uses p-calculus formulas to obtain
a state set Gg—T, in which all plays starting from any states of the do not satisfy /.
Specifically, for v € Gg—T, (a) there is at least one successor of v not in T if v is an
environment state; (b) the successors of v are all not in T'if v is a system state. If v € Gg—T,
and then Pr(v = FT) = 0. Especially, the expected cumulative reward of all plays
starting from the state in set Gg—T is 0. That is, if v € Gg—T, then ER(v = FT) = 0. The set
Ge—T can be computed by using Algorithm 1. By analyzing the state space, computing
abstractions of the whole state space can be effectively avoided.

To compute the expected cumulative reward, this article does not need to consider the
sure-reachability play starting from the state v (v € V) because it also needs some rewards
to reach T, unless v € T.

Synthesis through reinforcement learning

The goal of synthesis is to incentivize the system to satisfy the LTL winning condition
through a reward mechanism. This goal can be achieved by computing the maximum
expected cumulative reward for each state. Meanwhile, some standard techniques in the
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reinforcement learning literature can be adopted to find the satisfying strategies. Below, the
calculation method is introduced in detail:

Theorem 1. Consider an RAPG 9, the state space V = Vg U Vg over 9, the winning
condition \J, and a set of states T that satisfies \, i.e., all plays that start with the state in T as
the initial state satisfies \y, and an asynchronous reward structure R = (Ry, R,.), where
T C V. Let x* denote the maximizing value of the expected cumulative reward under
strategy f in state v, where k > 0 is the expected cumulative reward parameter. For the
convenience and simplicity of expressing ER;(v |= FT), the definition x:

xk .= ER;(v |= FT)

is given. To compute the expected cumulative reward, there is no need to consider the state in
B, and define x° = 0 for all v € V. This simplifies the definition of the value x* for each state:
ifv e Vi, then

k __ / k—1y.
x, = Ry(v) + Zgﬁf(Rm(V’ a) + Z Ps(v,a)(V) - x571);

Vev,
ifv eV, then

X =Ry(v) + gglz;‘nt(Ruc(m a) + Z P.(v,a)(v) - x571).

VeV

Algorithm 2 below is a learning-based algorithm that computes the expected cumulative
reward for each state and extracts strategies. The algorithm has good scalability.

CASE STUDY

In this section, two case studies are presented to illustrate our synthesis method. One is the
problem of robot patrolling in a certain area, and the other is the problem of safety
reachability of unmanned cars.

Robot patrolling
As shown in Fig. 1, the robot performs the task of patrol in an area, and this area is divided
into four regions. The robot patrol route starts at region 1 and goes through region 2 and
then region 3 to region 4. In this scenario, if it encounters a person in region 2 and region 3,
the robot will stay in that region with the person. Meanwhile, if it encounters an unknown
hazardous item, the robot will pick it up and take it to region 4. Furthermore, it is assumed
that a hazardous item and people do not appear at the same time. If a hazardous item
appears first, then people will not appear in the process of delivering a hazardous item.
Even if a second hazard item appears, the robot sends the first hazard item to region 4
before processing the next task.

The game graph corresponding to Fig. 1 is illustrated in Fig. 2. Consider an RAPG
G =(V",A4,V,0,, 0 L, R), where V, = {vg, 2, v4, vs} is the set of environment states,
Vs = {v1, 3, vs5, 7} is the set of system states, Ay = {4, b, ¢, d, e} is the set of actions, and
R = (Ry, Ry.) is the synchronous reward structure. At the environment state, the
environment can choose to put items and appear people to affect robot patrol. If the item is
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Algorithm 2: Learning-based algorithm for RAPG ¥

—

O 0 NI U W N

10
11

12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

e V:idl=0
:fork=1,2,---
(ifve Tu Geg—T

=0

14

: else

Wwe VAT
:if v € Vg then
%) = Ra(v) + max(Ree(v, @) + Ly, Po(v,a)(v) - x

: endif
: else

if v € V, then

end if

if k _ k-1

if max,ev|xy — x5 < 0
break

else

endif

endfor

: input: An RAPG ¥ with finite space V, a state set T C V, and Gg—T

k—1.
v

XK = Ry (v) + ;gm(Ruc(v, a)) + X pey, Pe(v,a)(v) - 257

output: the expected cumulative reward x* for all v € V, optimal strategies f.

-

N\

$

\\

/

Figure 1 Working area division of the robot.

Full-size K&l DOT: 10.7717/peerj-cs.1094/fig-1

the hazard item, the robot will bring it to region 4. These two actions are denoted as a and

b, respectively. At this time, the system can choose to pick up or stay, and these two actions

are denoted as ¢ and d, respectively. In this case, the robot identify the item as a hazard item

and picks it up, which is considered the same action.
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Figure 2 The environment and the system are depicted as circles and squares, respectively. The set
T = {v;}. AP = {stay, arr} is the set of atomic propositions.
Full-size K&l DOT: 10.7717/peerj-cs.1094/fig-2

The game proceeds as follows: Starting from the initial state vy, the robot patrols
normally and at region 1. When the environment chooses action g, the probability that a
hazard item appears is 0.8, and the probability that a hazard item appear does not appear is
0.2. When the environment chooses action b, the probability that a person appears is 0.7,
and the probability that no person appears is 0.3. When the robot (the system) selects
action ¢, the probability of picking up the hazard item is 0.5, and the probability of not
picking up the hazard item is 0.5. When the robot (the system) selects action d, the
probability of staying in the region is 0.8, and the probability of leaving the region is 0.2. If
the robot patrols normally, it is considered that the robot chooses action e, and the
probability of normal patrol is 1. Figure 2 shows the specific game of the environment and
the system, where v, is the stay state with the tag stay, v; is the state when the robot takes
the hazard item to region 4, and v; is the target arrival state with the tag arr. So, for the
winning condition i and set T = {v;}, all plays starting from a state in T satisfies i/, and
Ge—T = {v}. Consider the RAPG from Fig. 2, the asynchronous reward structure R
assigns R(vy) = R(v1) = R(v3) = R(v4) = R(vs) = R(vs) = 1, R(v2) = R(v7) =0,
R(vg,a) = R(vy,b) = R(vy,d) = R(v4,a) = R(vs,c) = R(vg,a) = 1, and R(v3,e) = 0.

According to Algorithm 2, the expected cumulative reward is computed to reach T.
Below, the value of x* is presented for each state:

k=0:x) =0,x) =0,x) =0,x) =0,x) =0,x) =0,x) =0,x) =0

k=1:x

k=2:x; =3.7,x) =24,x; =0,x, =3,x, =2.4,x; =4,x; =2.4,x; =0

_ 1 _ 1 _ 1 _ 1 _ 1 _ 1 _ 1 _
=2,x, =2,x, =0,x, =1x, =2,x, =2,x, =2,x, =0

k=8:x5 =4.80,x5 =2.50,x5 =0,x5 =3.50,x5 =2.50,x5 =4.93,x5 =2.98,x5 =0
k=9:x; =4.80,x, =2.50,x; =0,x; =3.50,x) =2.50,x; =4.94,x) =2.99,x;, =0
k=10:x, =4.80,x,” =2.50,x, = 0,x,” = 3.50, x,” = 2.50, x, = 4.94,x,” = 2.99,x," = 0
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Figure 3 A partitioned road environment, where an unmanned car runs autonomously without
colliding with any of the pedestrians and other cars.  Full-size Kl DOI: 10.7717/peerj-cs.1094/fig-3

According to this result, the expected cumulative reward for each state to reach T can be
obtained. For example, ER(vol= FT') = 4.80, i.e., in the state vy, the expected cumulative
reward of the robot (the system) to take the hazard item to region 4 is at least 4.80.
Meanwhile, the environment always selects action b, which adopts the strategy to force the
system with the minimum expected cumulative reward.

Safety of autonomous driving
Consider the reward asynchronous probabilistic game % depicted in Fig. 3, it can be
regarded as a simplified version of the unmanned car. The game models an unmanned car
driving on an urban road and gives a route to navigate. There are three intersections A, B,
C in a road. When navigating the route, the car must autonomously and quickly react to
dangers. Here, two dangers are considered: a pedestrian and a traffic jam. To avoid a traffic
jam, the car changes the lane or honks. To avoid a pedestrian, the car brakes or honks. It is
assumed that if the car goes through the first two intersections, it is safe to go through an
intersection C.

The game graph corresponding to Fig. 3 is shown in Fig. 4. Consider an RAPG
G = (V",Ay,V,Pe, P, L, R), where V, = {vg, 2, v4, Vs, Vs } is a set of the environment
states, Vs = {v1,v3,vs, v} is a set of the system states, Ay = {a,b,c,d,e, f} is an action
set, and R = (Ry, R,.) is a synchronous reward structure. At the environment state, the
environment can choose to appear a traffic jam and a pedestrian to prevent the car
from reaching the intersection C safely. These two actions are denoted as a and b,
respectively. Assume that the road is normal, and the environment has taken action e. At
this time, the system can choose to brake, honk or change lane, these three actions are
denoted as ¢, d, and f, respectively. Assume that the car is running normally, and the
system takes action g. The process of the game is as follows. Starting from the state vy, the
car is running normally and at intersections A. If the environment takes action a, the
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b/0.2/2
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Figure 4 The environment and the system are depicted as circles and squares, respectively. The sum
of the migration probabilities is equal to 1. AP = {succ, acc} is the set of atomic propositions.
Full-size K&l DOT: 10.7717/peerj-cs.1094/fig-4

probability of a traffic jam is 0.7, and the probability of not causing a traffic jam is 0.3. If the
environment chooses action b, the probability that a pedestrian appears is 0.8, and the
probability that no pedestrian appears is 0.2. If the car (the system) takes action ¢, the
probability of avoiding a traffic jam is 0.95, and the probability of not avoiding a traffic jam
is 0.05. If the car (the system) takes action f, the probability of avoiding a traffic jam is 0.8,
and the probability of not avoiding a traffic jam is 0.2. If the car (the system) takes action d,
the probability of avoiding pedestrians is 0.8, and the probability of not avoiding
pedestrians is 0.2. When the road is normal, the probability of normal driving of the car is
1. At this time, it is assumed that the system takes action gand reaches the state determined
by the environment with a probability of 0.5. Also, it is assumed that if the car safely reach
intersection A and B, it can safely reach intersection C. The following is the specific game
diagram of the environment and the system, where v,, vg is the accident state with the tag
acc, and v; is the state when the intersection C is reached safely. So, the set T = {v;}
satisfies the winning condition ¥ and Gg—T = {v,, vs} by Algorithm 1.

For the RAPG in Fig. 4, the asynchronous reward structure R assigns
R(vg) = R(v1) = R(v3) = R(va) = R(vs) = R(vs) = 1, R(v2) = R(v7) = R(vg) = 0,
R(vg,a) =1, R(vy, b) =2, R(v1,¢) = R(vy,f) = R(v3,g) = R(vs,a) = R(vs,d) =1,
R(vg, ) = 0. According to Algorithm 2, the expected cumulative reward to reach T can be
computed. Below, the partial values of x* for each state are presented:

k=0:x) =0,x) =0,x) =0,x) =0,x) =0,x) =0,x =0,x) =0,x3 =0
k=1:x, =2, x, =2, x, =0, x5, =2, x5 =2, x;, =2, x =2, x;, =0, x; =0

k=2:x, =4,x, =3.9,x; =0,x; =3.5,x, =2.4,x; =4,x; =2.4,x; =0,x, =0
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k=13:x)2=6.10,x,>=5.45,x,> =0,x)’ =4.32,x,> =3.64,x,” =2.8,x,> = 1,x,° =0,x,> =0
k=14:x)1=6.10,x,* =5.45,x, =0, x)! =4.32, x,* =3.64,x, =2.8, x,* = 1,x,*=0,x* =0
k=15:x,>=6.10,x,°=5.45,x,°=0,x,” =4.32,x,” =3.64,x,”=2.8,x,° =1,%,°=0,x)° =0

According to this result, the expected cumulative reward to reach the set T can be
obtained. For example, ER(vo|= FT) = 6.10, i.e., in the state vy, the expected cumulative
reward of the car (the system) to safely go through an intersection C is at least 6.10.
Meanwhile, in this state, a strategy that enables the car to reach the set T can be derived,
i.e., the environment takes action b.

In addition, during the experiment, it is found that the smaller the convergence
threshold 0, the larger the expected cumulative parameter k, and the more accurate the
experimental results x*.

SUMMARY AND FUTURE WORK

This article studies reactive system synthesis problems and proposes a probabilistic model
called reward asynchronous probabilistic games (RAPGs) for computing rewards in
dynamic environments. Our model is motivated by players to choose actions through a
reward mechanism, where the process generates rewards whose values depend on the state
rewards and action rewards. The RAPGs are proposed with the LTL winning condition,
which is a subclass of asynchronous probabilistic games. Meanwhile, the RAPGs can
integrally describe the probabilistic behavior of the system and the environment. Besides,
the synthesis algorithm is presented to compute the expected cumulative rewards. In
addition, symbolic synthesis algorithms are provided for RAPGs to compute the
maximum expected cumulative reward to satisfy the winning condition and synthesize the
corresponding strategies. Our algorithm is formulated as a value iteration based on
reinforcement learning.

Our proposed algorithm works as follows. First, the reachability properties are encoded
by p-calculus formulas. According to the reachability properties, a set of states is obtained
in which all plays starting from any state do not satisfy the winning condition. It is shown
that the expected cumulative reward of any play that starts from any state of the set is 0.
The method is clear, simple, and convenient. More importantly, it shrinks the state space
of the algorithm that computes the expected cumulative reward. Then, an asynchronous
reward mechanism is defined based on the winning condition of the RAPGs to incentive
system to win. Based on this algorithmic reward construction procedure, a reinforcement
learning algorithm is introduced to synthesize the optimal strategies that obtain the
maximum expected cumulative reward for the system to win.

One interesting topic for further study is synthesizing strategies for mean-payoft
rewards under the GR(1) winning condition. Another is to improve the scalability of the
synthesis techniques to handle large and complex models. Meanwhile, we will extend the
pattern of specifications and develop some tools to support automatic probabilistic
synthesis.

Zhao and Liu (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1094 17/20


http://dx.doi.org/10.7717/peerj-cs.1094
https://peerj.com/computer-science/

PeerJ Computer Science

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

e Wei Zhao conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables, and
approved the final draft.

e Zhiming Liu analyzed the data, authored or reviewed drafts of the article, and approved
the final draft.

Data Availability
The following information was supplied regarding data availability:

The raw data and code is available at GitHub: https://github.com/wzhao618999/RL-for-
RAPGs/tree/main/code.

REFERENCES

Almagor S, Kupferman O, Velner Y. 2016. Minimizing expected cost under hard boolean
constraints, with applications to quantitative synthesis. ArXiv preprint.
DOI 10.48550/arXiv.1604.07064.

Bloem R, Jobstmann B, Piterman N, Pnueli A. 2012. Synthesis of reactive (1) designs. Journal of
Computer and System Sciences 78(3):911-938 DOI 10.1016/j.jcss.2011.08.007.

Brazdil T, Chatterjee K, Chmelik M, Forejt V, Kretinsky J, Kwiatkowska M, Parker D, Ujma M.
2014. Verification of Markov decision processes using learning algorithms. In: International
Symposium on Automated Technology for Verification and Analysis. Cham: Springer, 98-114.

Buchi JR, Landweber LH. 1990. Solving sequential conditions by finite-state strategies. In: The
Collected Works of ]. Richard Biichi. Berlin: Springer, 525-541.

Chatterjee K, Henzinger TA, Jobstmann B. 2008. Environment assumptions for synthesis. In:
International Conference on Concurrency Theory. Berlin: Springer, 147-161.

Church A. 1963. Application of recursive arithmetic to the problem of circuit synthesis. Journal of
Symbolic Logic 28(4):289-290 DOI 10.2307/2271310.

De AL, Henzinger TA, Kupferman O. 2007. Concurrent reachability games. Theoretical
Computer Science 386(3):188-217 DOI 10.1016/j.tcs.2007.07.008.

Driger K, Forejt V, Kwiatkowska M, Parker D, Ujma M. 2014. Permissive controller synthesis
for probabilistic systems. In: International Conference on Tools and Algorithms for the
Construction and Analysis of Systems. Berlin: Springer, 531-546.

Filar J, Vrieze K. 2012. Competitive Markov decision processes. Berlin: Springer Science & Business
Media.

Fu J, Topcu U. 2014. Probably approximately correct MDP learning and control with temporal
logic constraints. ArXiv preprint. DOI 10.48550/arXiv.1404.7073.

Zhao and Liu (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1094 18/20


https://github.com/wzhao618999/RL-for-RAPGs/tree/main/code
https://github.com/wzhao618999/RL-for-RAPGs/tree/main/code
http://dx.doi.org/10.48550/arXiv.1604.07064
http://dx.doi.org/10.1016/j.jcss.2011.08.007
http://dx.doi.org/10.2307/2271310
http://dx.doi.org/10.1016/j.tcs.2007.07.008
http://dx.doi.org/10.48550/arXiv.1404.7073
http://dx.doi.org/10.7717/peerj-cs.1094
https://peerj.com/computer-science/

PeerJ Computer Science

Harding A, Ryan M, Schobbens P. 2005. A new algorithm for strategy synthesis in LTL games. In:
International Conference on Tools and Algorithms for the Construction and Analysis of Systems.
Berlin: Springer, 477-492.

Hasanbeig M, Kantaros Y, Abate A, Kroening D, Pappas GJ, Lee I. 2019. Reinforcement learning
for temporal logic control synthesis with probabilistic satisfaction guarantees. In: 2019 IEEE 58th
Conference on Decision and Control (CDC). Piscataway: IEEE, 5338-5343.

Huh S, Yang I. 2020. Safe reinforcement learning for probabilistic reachability and safety
specifications: a Lyapunov-based approach. ArXiv preprint. DOI 10.48550/arXiv.2002.10126.

Hunt WA, Johnson SD. 2000. Formal methods in computer-aided design. Berlin: Springer.

Kesten Y, Piterman N, Pnueli A. 2005. Bridging the gap between fair simulation and trace
inclusion. Information and Computation 200(1):35-61 DOI 10.1016/j.ic.2005.01.006.

Konighofer R, Hofferek G, Bloem R. 2013. Debugging formal specifications: a practical approach
using model-based diagnosis and counterstrategies. International Journal on Software Tools for
Technology Transfer 15(5):563-583 DOI 10.1007/s10009-011-0221-y.

Kuvent A, Maoz S, Ringert JO. 2017. A symbolic justice violations transition system for
unrealizable GR(1) specifications. In: Proceedings of the 2017 11th Joint Meeting on Foundations
of Software Engineering. 362-372.

Kwiatkowska M, Norman G, Parker D. 2019. Verification and control of turn-based probabilistic
real-time games. In: The Art of Modelling Computational Systems: A Journey from Logic and
Concurrency to Security and Privacy. Berlin: Springer, 379-396.

Kwiatkowska M, Norman G, Parker D, Santos G. 2021. Automatic verification of concurrent
stochastic systems. Formal Methods in System Design 1-63 DOI 10.1007/s10703-020-00356-y.

Kwiatkowska M, Parker D. 2013. Automated verification and strategy synthesis for probabilistic
systems. In: Automated Technology for Verification and Analysis. Berlin: Springer, 5-22.

Lavaei A, Somenzi F, Soudjani S, Trivedi A, Zamani M. 2020. Formal controller synthesis for
continuous-space MDPS via model-free reinforcement learning. In: 2020 ACM/IEEE 11th
International Conference on Cyber-Physical Systems (ICCPS). Piscataway: IEEE, 98-107.

Liu YF, Zhang QC, Yue H. 2021. Stochastic distribution tracking control for stochastic non-linear
systems via probability density function vectorisation. Transactions of the Institute of
Measurement and Control 43(14):3149-3157 DOI 10.1177/01423312211016929.

Lustig Y, Nain S, Vardi MY. 2011. Synthesis from probabilistic components. In: Computer Science
Logic (CSL’11)-25th International Workshop/20th Annual Conference of the EACSL. Wadern:
Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik.

Maoz S, Ringert JO, Shalom R. 2019. Symbolic repairs for GR(1) specifications. In: 2019 IEEE/
ACM 41st International Conference on Software Engineering (ICSE). Piscataway: IEEE, 1016-
1026.

Neyman A, Sorin S, Sorin S. 2003. Stochastic games and applications. Vol. 570. Berlin: Springer
Science & Business Media.

Nilim A, El Ghaoui L. 2005. Robust control of Markov decision processes with uncertain
transition matrices. Operations Research 53(5):780-798 DOI 10.1287/opre.1050.0216.

Puterman ML. 2014. Markov decision processes: discrete stochastic dynamic programming. New
York: John Wiley & Sons.

Rabin MO. 1972. Automata on infinite objects and Church’s problem. Vol. 13. Providence:
American Mathematical Society.

Zhao and Liu (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1094 19/20


http://dx.doi.org/10.48550/arXiv.2002.10126
http://dx.doi.org/10.1016/j.ic.2005.01.006
http://dx.doi.org/10.1007/s10009-011-0221-y
http://dx.doi.org/10.1007/s10703-020-00356-y
http://dx.doi.org/10.1177/01423312211016929
http://dx.doi.org/10.1287/opre.1050.0216
http://dx.doi.org/10.7717/peerj-cs.1094
https://peerj.com/computer-science/

PeerJ Computer Science

Ren MF, Zhang QC, Zhang JH. 2019. An introductory survey of probability density function
control. Systems Science ¢» Control Engineering 7(1):158-170
DOI 10.1080/21642583.2019.1588804.

Shapley LS. 1953. Stochastic games. Proceedings of the National Academy of Sciences of the United
States of America 39(10):1095-1100 DOI 10.1073/pnas.39.10.1095.

Sutton RS, Barto AG. 2018. Reinforcement learning: an introduction. Cambridge: MIT press.

Svorenova M, Kwiatkowska M. 2016. Quantitative verification and strategy synthesis for
stochastic games. European Journal of Control 30(1-2):15-30 DOI 10.1016/j.ejcon.2016.04.009.

Zhang QC, Wang H. 2021. A novel data-based stochastic distribution control for non-Gaussian
stochastic systems. IEEE Transactions on Automatic Control 67(3):1506-1513
DOI 10.1109/TAC.2021.3064991.

Zhao W, Li R, Liu WW, Dong W, Liu ZM. 2022. Probabilistic synthesis against GR(1) winning
condition. Frontiers of Computer Science 16(2):1-9 DOI 10.1007/s11704-020-0076-z.

Zhao and Liu (2022), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1094 20/20


http://dx.doi.org/10.1080/21642583.2019.1588804
http://dx.doi.org/10.1073/pnas.39.10.1095
http://dx.doi.org/10.1016/j.ejcon.2016.04.009
http://dx.doi.org/10.1109/TAC.2021.3064991
http://dx.doi.org/10.1007/s11704-020-0076-z
http://dx.doi.org/10.7717/peerj-cs.1094
https://peerj.com/computer-science/

	A learning-based synthesis approach of reward asynchronous probabilistic games against the linear temporal logic winning condition ...
	Introduction
	Related work
	Preliminaries
	Synthesis problem through reward mechanism
	Synthesis algorithm based on reinforcement learning
	Case study
	Summary and future work
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


