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ABSTRACT

Creating and maintaining a domain-specific database of research institutions,
academic experts and scholarly literature is essential to expanding national marine
science and technology. Knowledge graphs (KGs) have now been widely used in both
industry and academia to address real-world problems. Despite the abundance of
generic KGs, there is a vital need to build domain-specific knowledge graphs in the
marine sciences domain. In addition, there is still not an effective method for named
entity recognition when constructing a knowledge graph, especially when including
data from both scientific and social media sources. This article presents a novel
marine science domain-based knowledge graph framework. This framework involves
capturing marine domain data into KG representations. The proposed approach
utilizes various entity information based on marine domain experts to enrich the
semantic content of the knowledge graph. To enhance named entity recognition
accuracy, we propose a novel TrellisNet-CRF model. Our experiment results
demonstrate that the TrellisNet-CRF model reached a 96.99% accuracy rate for
marine domain named entity recognition, which outperforms the current state-of-
the-art baseline. The effectiveness of the TrellisNet-CRF module was then further
demonstrated and confirmed on entity recognition and visualization tasks.

Subjects Artificial Intelligence, Data Mining and Machine Learning, Neural Networks
Keywords Marine expert, Knowledge graph, Entity recognition, Trellisnet-CRF

INTRODUCTION

Expert talent is the main strategic resource of marine research think tanks, but effectively
integrating these expert resources with the continued increase in marine research is a
challenge. Knowledge graphs (KGs) have been widely used both in industry and academia
to address real-world problems. There are two types of knowledge graphs: general and
vertical-domain (Pujara et al., 2013). Vertical-domain knowledge graphs have a wide
range of applications, such as in financial quantitative trading (Fan et al., 2017), patient
information searches (Wu, 2021), intelligence education (Wan et al., 2018), historical
research (Kim, 2017), and biomedicine (Lishuang, Honglei ¢» Shanshan, 2016). General
knowledge graphs are not domain-specific, so they cannot be used to create a marine
domain expert knowledge graph.

There is a large amount of heterogeneous expert information data in marine science,
and harvesting meaningful information from heterogeneous data sources is not a simple
task (He & Dong, 2019). The existing database of expert material is full of both diverse and
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fragmented information, making accurate searches difficult (Wu et al., 2020; Liu ¢ Yang,
20205 Li & Zhang, 2020; Ma et al., 2020). Knowledge graphs help address these obstacles by
extracting the semantic information of the text data collected from all sources including
institutional statements, scientific documents, and expert notes. A knowledge graph can
provide a comprehensive conceptual description and presentation of expert topics in the
marine domain.

Although the comprehensive knowledge graph architecture can achieve a preliminary
construction of a marine field expert knowledge graph, it is still difficult to accurately
identify and extract the many entities connected to experts in the field of marine science.
With the rapid development of artificial intelligence, the significance of natural language
processing (NLP) technology has been widely recognized in the industry (Csomai ¢
Mihalcea, 2007). As the long short-term memory network (LSTM) method has excellent
sequence modeling ability and automatically detects word-level features, it has been widely
used for name entity recognition (NER) tasks, and most of the new methods of name entity
recognition are based on LSTM models (Li et al., 2022; Chen et al., 2022; Rajput et al., 2022;
Karim et al., 2022). However, as the inherent network architecture of the recurrent neural
network, LSTM and recurrent neural network (RNN) variant models ignore the text
structure and the semantic connection of the context, the word vector represented by the
ordinary method is only the static word vector before the word-level information and does
not contain the semantic information of the context (Ravenscroft, Goetze ¢ Hain, 2022;
Cui, Li & Xu, 2022; Li et al., 2021; Lang et al., 2021).

Unlike RNN-based networks, temporal convolutional network (TCN) architecture is
informed by recent research and combines the best practices of modern convolutional
architectures to convincingly outperform baseline recurrent architectures across a broad
range of prediction tasks. In this study, we used a TCN variant called TrellisNet, which has
all the advantages of a TCN, but increases the context recognition accuracy by combining
input injection with nonlinear transformation (Bai, Kolter ¢ Koltun, 2019). The
conditional random fields (CRF) method is also commonly used for named entity
recognition tasks (Guo, Qin & Li, 2013). Its advantage is that it can apply the information
of the previously marked neighboring positions in the process of marking a position, and
obtain the best sequence through decoding. We used CRF in this study to decode the
output of the TrellisNet layer to obtain the best annotation sequence and improve the
named entity recognition accuracy of the marine expert system.

Our study employs the merits of the CNN-based TrellisNet model to successfully construct
a marine domain expert knowledge graph. The contributions of this study are as follows:

(1) We constructed a domain-specific knowledge graph based on an ocean expert
domain ontology using dissimilar ontologies and semantic relations. (2) We proposed
using the TrellisNet-CRF to improve the efficiency and precision of marine domain expert
entity recognition (3) We conducted extensive experiments with both the marine domain
expert dataset and the People’s Daily corpus dataset to test our proposal. The results of our
experiments clearly demonstrated that the proposed TrellisNet-CRF model outperforms
the other state-of-the-art methods. Moreover, the F1 value of the TrellisNet-CRF model
reached 96.99% on the marine domain expert dataset.
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BACKGROUND AND RELATED WORK

Domain-specific knowledge graph

Since Google proposed the concept of a knowledge graph in 2012, a large number of
enterprises and research institutions have explored knowledge graph research including
YAGO (Hoffart et al., 2013), DBpedia (Lehmann et al., 2015), and XLore (Wang et al.,
2013). These large-scale generic knowledge graphs collect a large amount of information,
but there are still numerous areas not covered. With the maturity of related technologies
such big data processing, researchers are increasingly turning to domain-specific
knowledge graphs to meet industry needs.

The Allen Institute for Artificial Intelligence (AI2) has released a large-scale academic
knowledge graph in three fields: computer science, neuroscience, and biomedicine to
promote more research in these spaces (Ammar et al., 2018). Shanghai Jiao Tong
University applied the AceKG large-scale academic knowledge graph (Wang et al., 2018) to
the AceMap academic graph (Tan et al., 2016). The resulting graph covers multiple
disciplines and includes 60 million scientific documents in 50,000 fields of research. This
document dataset is open to the public to help researchers in the field of academic data
mining.

The Open Academic Society has integrated Microsoft's MAG (Sinha et al., 2015) and
Tsinghua University’s Aminer (Tang et al., 2008) academic knowledge graph to build the
Open Academic Graph (OAG), the largest open academic knowledge graph which
includes 100 million scientific documents with a scale of 100 million. Abu-Salih (2021) and
Abu-Salih et al. (2020) applied the learning and analysis of Socio-Political relationships
using knowledge graph embedding technology. The academic data in these graphs are
characterized by heterogeneous distribution, resulting in three main research difficulties:
entity heterogeneity, entity ambiguity and large-scale matching (Cheatham, Krisnadhi ¢
Amini, 2018; He, Sun ¢ Wang, 2021).

Application of deep learning in named entity recognition

With the development of computer and statistical applied mathematics, statistical machine
learning (ML) methods became the mainstream method for handling named entity
recognition problems. Traditional statistical ML algorithms, including the cascaded HMM
network for Chinese entity recognition, the support vector machine (SVM) for sequence
labeling (Shankar et al., 2020), and the maximum entropy model (MEM) can integrate
entity recognition (Evans ¢» Prokopenko, 2021) and constraint information into the NER to
improve the accuracy of NER experiments. CRF (Tang et al., 2020) combines the structural
and distance dependencies of words, optimizes the label output, and achieves good
performance on named entity recognition tasks in various fields.

Traditional ML methods require a large amount of manually annotated corpora for
feature extraction, which is time-consuming and labor-intensive. Because knowledge
graphs need to integrate knowledge quickly, the performance of traditional ML methods
for knowledge graphs is limited. In the process of building knowledge graphs, new research
methods need to be introduced to improve the efficiency of knowledge integration.
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The emergence of deep learning frameworks has accelerated the creation of many new
named entity recognition and entity relation extraction methods. As long short-term
memory network (LSTM) has excellent sequence modeling ability and automatically
detects word-level features, LSTM is widely used in NER tasks, and most of the new NER
methods are based on the LSTM method.

Ma & Hovy (2016) later introduced a novel neural network architecture by combining
BiLSTM, CNN and CRF, which can automatically improve model performance from
word-level and character-level representations. These end-to-end neural network
structures could automatically learn from textual information to improve entity
recognition efficiency in NER tasks (Gao, 2017). While LSTM used with recurrent neural
network (RNN) variant models can ignore the text structure and context, the word vector
represented by the ordinary NLP method is only a static word vector without any word-
level information or context. Compared with a traditional recurrent neural network, Bai,
Kolter & Koltun (2018) proposed a parallelized temporal convolutional network (TCN) to
solve the problem of training long sequence text. Notably, the TrellisNet network, a variant
of the TCN network, not only has all the advantages of convolutional neural networks but
also takes advantage of nonlinear relationships of text through input injection and weight
sharing mechanisms (Bai, Kolter ¢» Koltun, 2019).

MARINE EXPERT MANAGEMENT KNOWLEDGE GRAPH
ARCHITECTURE

Ocean expert knowledge graph architecture

Figure 1 illustrates a flow chart for establishing a knowledge graph for marine experts in
China. The first step was to collect both unstructured and structured data from publicly
accessible sources, such as official marine information websites, the Baidu Encyclopedia,
public reports, social media in the marine field, and scholarly marine science literature.
Next, we carefully sorted and thoroughly cleaned the raw corpus data using ScrapyEx to
convert dynamic web content into local content to ensure the accurate retrieval of
information. For large amounts of text, we analyzed and cleaned the content, retaining
relevant information and discarding information not relevant to marine science. Next, we
stored the clean data in the SQL database. The third step was to label the well-organized
marine domain expert entity corpus, and divide the data set into a training set and a test set
to train and test the model. The proposed TrellisNet-CRF network was applied to train the
classification model, and the model training results were adjusted for model parameters.
The optimal prediction model was reserved, and new entity pairs were automatically
extracted and identified (Xu, 2018). After the entity recognition step, the marine expert
knowledge graph automatically acquired new entities from the source data. Finally, we
used the Neo4j graph database, which enables users to quickly obtain and understand
knowledge structure information, to store and present the entity and relationship
information of marine field experts. As a typical representative of a graphic NoSQL
database, Neo4j can conveniently and stably store and manage hundreds of millions of
nodes and relationships using the APOC tool and CSV file loading.
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Figure 1 Expert knowledge graph flow chart. Full-size K&] DOT: 10.7717/peerj-cs.1083/fig-1

Marine expert knowledge graph semantic model architecture
The academic knowledge graph of marine experts we created is a heterogeneous network,
with nodes and edges representing multiple types of academic entities and relationships.
As demonstrated in Fig. 2, the model layer defines the six types of academic entities:
Expert, Paper, Institution, Region, Treatise, and Field. Since UML is a unified and
standardized modeling language, it can organize and analyze the entities and related
relationships of the overall marine domain expert knowledge graph. For this reason, we
used the UML modeling language to model entities and relationships in this study. The
design of the UML mode layer is shown in Fig. 3. There is a hierarchical structure between
academic entity classes, which defines six academic entity categories (Expert, Institution,
Treatise, Paper, Field, Region) and 10 academic relationship types including: cooperation,
work on, occupy in, field in, belong to, and located in.

As shown in Fig. 3, we defined six entities, and eight relationships. Among them,
“Expert” represents an expert entity node. The attributes of each expert include: expert id,
expert name, publishing relationship, cooperative relationship, and the institution and

Wu et al. (2022), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1083 5/23


http://dx.doi.org/10.7717/peerj-cs.1083/fig-1
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

Expertld Name Fieldld Name
Institutionld O
Name
Institution Expert Field
Treatise
Web Site
Title
Address
Paper
Region
Title Keywords d
Published

\ Treatiseld Date
Published
Date di Abtract
province/ld Name

Figure 2 Expert knowledge graph semantic model structure.
Full-size K&l DOT: 10.7717/peerj-cs.1083/fig-2

province where the expert works. The “Paper” entity node represents scientific papers
written by the expert. The paper entity node includes the paper ID, title, abstract,
keywords, and publication date. Paper relates to the marine domain Expert research field.
There is a citation relationship between Paper or Treatise, and the citation relationship has
multiple pairs of mapping properties. “Institution” represents the institution where the
expert works. Institution includes the name and id of the institution, the address where the
institution is located, and the website published by the institution. Each expert may work
in one institution or belong to two institutions. “Treatise” means a treatise or book written
by an expert. The attributes of each Treatise include: name, treatise id, publication id, and
publication time. “Field” is the research direction that the expert has been engaged in for
their career. The attributes of the Field include the field id and the name of the field. The
paper and treatise of the expert can infer the specific research field of the expert. “Region”
represents the geographic information of the province and city where the expert is located.
The information of each Region contains the province and city id and province name.

TRELLISNET-CRF NETWORK FOR NAMED ENTITY
RECOGNITION

In this section, we provide an overall description of the named entity recognition deep
learning framework proposed in this article. Then, we describe the construction process
and method of the TrellisNet network in detail. Finally, we introduce the construction
method of the CRF network.

Wu et al. (2022), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1083 6/23


http://dx.doi.org/10.7717/peerj-cs.1083/fig-2
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

Expert

Co_author

Work_on

Institution

Institutionld: string
Address: string
Web Site: string
Name: string

Expertld: string

Name: string

Published_on

Occupy in Field_in Belong_to
Field Region
Fieldld: string provinceld: string
Name: string Name: string
Field_in Located_in

Published_on

Paper

Title: string

dio: string

Paperld: string

Abtract: string
KeyWords: dateTime
Published Date: dateTime

Cite
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Overall TrellisNet-CRF network
The overall TrellisNet-CRF framework is demonstrated in Fig. 4. The proposed model was
mainly composed of two modules: TrellisNet and the CRF module. First, we input the
cleaned ocean domain expert entity corpus vector into the TrellisNet network for named
entity recognition training. Then, we used the CRF network to optimize the results of the
TrellisNet model and to obtain a predicted label sequence. Each entity was then classified
to complete the task of named entity recognition for marine experts. The detailed process
consisted of the following steps:

(1) Input layer: Input the labeled marine-domain expert corpus into the TrellisNet-CRF
network.

(2) Encoding prediction layer: Obtain the probability of the entity label corresponding
to each entity through TrellisNet processing.

(3) Label decoding layer: Further optimize the results obtained by TrellisNet for label
decoding by CRF.

(4) Iterative training, saving the optimal model, and verifying the performance of the
model and the accuracy of entity recognition through the test dataset.
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TrellisNet network

In this study, we propose a novel temporal convolutional network characterized by weight
sharing and input injection, also applying a nonlinear transformation called TrellisNet to
capture the correlation of the word space vector in the process of named entity recognition.
Convolution architecture with a weight sharing mechanism creates a stable gradient, has a
fast training speed and an exponentially large receptive field size, which can handle long
history word space vectors better than cyclic architecture. Input injection combines the
depth features with the original input sequence, and then performs a nonlinear
transformation, which improves the performance of the temporal convolutional
architecture to capture nonlinear associations.

For the process of named entity recognition in the entire ocean domain, at the interval a
of the sequence, we applied an m-dimensional vector X, = (fl"zt, S ,‘;‘;) € R" to
represent the m-dimensional vector of the word space.

To predict the output of the expert’s entity at interval a+1, we used the word vector in
the past A interval as input. As a result, we used an output data sequence of length T as the
output of the TrellisNet network, represented by:

XI:A = (Xu,(A,1)7Xa,(A,2), s 7Xa) . (1)

As shown in Fig. 4, a complete TrellisNet network is composed of a basic unit that spans
the superposition of steps and layers. As shown on the right side of Fig. 4, the ith unit of the
layer m of the grid is composed of the hidden outputs 4 ; € R™ and h!' € R™ from the
previous layer # + 1 and the vectors X;_; and X; injected from the input sequence. The
composition, or the transformation in the ith unit is defined as follows (2):

=n+1

B = WX |+ Wa X[
=n+1 . (2)
it :f<h,- 7h?_1>
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In the vector of the input sequence words, || presents series operation, W; and W, are
kernel weights, h/™! € R™ is t:}:lﬁ output of the ith unit in layer n, and f is a nonlinear
activation between h?“ and p;

We used the same weight matrix to apply the above transformation process to all time
steps and iterations of all layers, as shown in Fig. 4. Given the input spatial vector word
data sequence, the calculation of each layer of TrellisNet can be summarized as:

h;f:txl :f((hT:A||X1¢A) * W, h?:Afl)‘ (3)

where * represents a one-dimensional causal convolution operation, applying zero padding
convolution to convolve the output of the previous layer with the data of the past interval,
and W represents the kernel weight matrix parameter shared by all layers.

To ensure the TrellisNet network prevents overfitting and gradient explosion during
training, in this study, we applied a gated activation mechanism based on LSTM. In the
gate activation mechanism unit of LSTM, three information control gates are calculated in
sequence i. In addition, there is a cell state that does not participate in the hidden-to-
hidden transition but is updated with the result of the gated activation at each step. We
integrated the LSTM cell into TrellisNet, as shown in Fig. 5:

S = 0(WrKP ™ + Usk? ) );
it =5(WK' ' + Uk ,);
g = tanh(WeKi ™+ Uy );
of = S(W,K[™ + UKy )

n__ rn n 1 n,
= flocd +ilogh

ki = of o tanh (c}) (4)

where k? = x;, and f;, i;, o; are called the forget, input, and output gates.

9/23
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Figure 5 shows a cell, and a sequence view of TrellisNet with the LSTM gate activation.
There are two parts in hidden cell hy;: b7, gets updated directly based on the gated
activations, and hy,, gets updated based on LSTM hidden states.

=n+1 5 - - - - T
hy4 :COHVID(hT:i;W)‘i‘xl:i = [hix hiip hiis hiidl (5)

h’fﬂ = 5011:1',1) o zg:,.,171 + 5(1711:,-72) o tanh(flhm) (6)
mitl = 5(%11,,4) otanh< h’;ﬁ). 7)

Therefore, the linear transformation in each layer of the TrellisNet produces a pre-
activation feature with four feature channels, which are then processed by elementwise
transformations to yield the final output h{}' = hi}1 + hi}} of the layer.

CRF network

The CRF network serves as a probabilistic undirected graph model used to annotate or
analyze sequence information. The CRF model can express long-distance dependent
features the CRF model can express long-distance dependent features in order to compute
the optimal joint probability in long sequences. This hybrid model uses the CRF layer to
decode the output of the last fully connected (FC) layer to obtain the optimal annotated

sequence.
Ifz ={z1, z2,..., z,} represents the input sequence of the sentence, and z; is the word
vector of the i word in that sentence; y = {y1, y,..., y,} represents the label sequence of

the sentence z, and y|;) represents the set of all possible label sequences of the sentence z.
The specific form of the CRF probabilistic model is:

H?:1 ©i(Yi-1,Yi,2) _
Zy’ey(z) H?:l q)i(yi—lvyia Z)

where ¢;(y',y,2) = exp(WyT,yy zi+ by/J,), and WyT,,y and by, represent weight vector and

p(ylz; W,b) = (8)

bias transferred from label y’ to label y, respectively.
During training, the log-likelihood function is as follows:

L(W,b) =) logp(ylz; W, b) 9

According to the maximum-likelihood estimation principle, maximizing the log-
likelihood function is to maximize the CRF conditional probability model. The
optimization objective function is:

y* = argmaxp(y|z; W, b). (10)
The CREF layer receives the hidden state sequence of the TrellisNet layer as input and

improves the accuracy of entity recognition by learning the relationship between adjacent
labels.
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Table 1 Experiment dateset.

Corpus dateset Training dateset Test dateset
People’s Daily corpus 17,573 1,718
Marine expert corpus 26,093 2,609

EXPERIMENT RESULTS AND ANALYSIS

Dataset

Table 1 shows the verification of the effectiveness and generality of the named entity
recognition method. This study used the People’s Daily corpus and the marine expert
dataset as the experimental datasets. Both the People’s Daily corpus and the marine expert
dataset are datasets marked with BIOS and have the same structure.

The People’s Daily corpus is the largest public evaluation dataset in China. It is based on
the 1998 corpus, and after extensive processing work, is now a large-scale, high-quality
corpus. The People’s Daily corpus includes: person name (PER), place name (LOC) and
organization (ORG).

Since marine domain experts do not have publicly available corpus data to train models,
the basic data of the experiments used in this study came from the constructed marine
domain expert corpus. We extracted and collected unstructured and structured data from
official marine information websites, the Baidu Encyclopedia, public reports, social media
in the marine field, and relevant academic marine science literature. We used a wrapper to
obtain the semi-structured data from HTML pages and convert it into structured data. We
also used NLPIR natural language processing tools to perform word segmentation on
unstructured data to extract domain-specific information. High-quality annotated corpus
resources are lacking in the field of marine science. Therefore, this experiment crawled
related terms from Baidu Baike (baike.baidu.com) and marine science websites (https://
www.ckcest.cn/home/center/oce; https://book.oceaninfohub.org/index.html) for manual
text annotation. The corpus acquisition experiment in this article adopted the distributed
and GPU-accelerated crawler framework Scrapy, which has stable performance, supports
breakpoint saving, and supports multi-threaded parallel crawling. The PDF files of
academic marine science literature were transferred to the MySQL database for
preservation. For large amounts of text, we analyzed the content of the text, retaining
information pertinent to the marine science domain, and discarding information that was
not relevant.

Named entity recognition analysis

To evaluate the results of the TrellisNet-CRF model, we collected annotated datasets of
marine experts. For a fair comparison of our proposed method with state of-the-art
models, we employed three named entity methods: expert name (PER), organization name
(ORG), and location (LOC). The computer system we used was a Windows Server 2016
Standard with Intel(R) Xeon(R) CPU E5-2650 V4@2.20 GHz and two TESLA GPUs. The
two GPUs were used to train the system. This study divided these three types of named
entity data sets into two parts: a training set (90%) and a test set (10%).
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Table 2 Trellisnet model parameters.

Parameters Value
Optimizer Adam
Initial learning rate 0.001
Hidden size 500
Embedding size 200
Embedding dropout 0.0
Hidden (VD-based) dropout 0.3
Output dropout 0.1
Weight dropout 0.25
Auxiliary loss A 125
Auxiliary frequency 0.3
Weight normalization True
Gradient clip 0.2
Weight decay 0.000002

a. Labeling mode

When utilizing machine learning for natural language processing tasks, for the machine
to “understand” the structure of the sentence, the sentence must be labeled. In this study,
we used the BIOES mode to mark the text. For instance, this model uses E-label to
represent the end of the entity, and S-label to represent the single entity. To mark the
sentence “Expert Jack and Expert Zhang San are in Shandong,” the BIO mode marks the
sentence as: “B-PERO B-PER I-PER OO B-LOC” and the BIOES marks the sentence as: “S-
PER O B- PER E- PER OO S- LOC.

b. Pre-trained word vector

As Chinese text is a kind of hieroglyphics compared with English and other pinyin texts,
the NER task for Chinese faces a major obstacle: there are no spaces in Chinese texts, so
spaces cannot be used as natural separators of words. Because of this, it is impossible to
directly input Chinese words into the model as in English as the labeling mode does not
work to label Chinese words. It is therefore necessary to segment the text and input the text
into the model after generating the word vector. We used Facebook’s open-source text
classification tool, fastText, to preprocess the data text and represent the words as word
vectors in a 200-dimensional space.

c. Model parameters

We input the pre-trained word vector into the model for training. The models and
hyperparameters used in this study are shown in Table 2. The parameters in the TrellisNet-
CRF model are trained to maximize the log probability of the NER-labeled observation
sequence in the annotated corpus. In the forward propagation process, we obtained the
context representation from the expanded convolutional layer, and then used Viterbi
decoding to find the optimal tag sequence. We then calculated the accuracy rate P, the
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Figure 6 People’s Daily corpus test results. Full-size K&l DOT: 10.7717/peerj-cs.1083/fig-6

recall rate R and the F1 value to evaluate the NER quality of the model corresponding to
the three named entities. The specific formula we used is as follows:

p__ 1P (1)
TP + FP
TP + FN
2
F, = (p +21.O) X P xR (13)
p* X P+R

where TP is a real case, FP is a false positive case, FN is a false negative case, and the value
of p is set to 1, which means that the accuracy rate and the recall rate are of the same
importance.

d. Named entity recognition result analysis

As shown in Fig. 6, we verified the stability and convergence of the model during the
training process. TrellisNet-CRF achieves convergence at the 10th iteration step, then the
DA-NER and CAN-NER models converge at the 30th epoch, the Bert-BiLSTM-CRF and
CNN-CRF models converge at the 40th epoch, and the BILSTM-CRF model converges at
the 50th epoch. We conclude from these results that the TrellisNet-CRF model achieves
more stable training and a faster convergence.

To verify the effectiveness of the model in recognizing expert entities among the labeled
marine field experts, we compared it with five models: BILSTM-CRF, CNN-CRF, Bert-
BiLSTM-CRF, CAN-NER, and DA-NER. As shown in Figs. 7 and 8, the results
demonstrated that for the recognition of three entities, our proposed TrellisNet-CRF
model has the highest convergence speed and F1 value. The entity recognition network
obtained through TrellisNet-CRF network training achieved the best results in both the
People’s Daily corpus and the marine domain expert corpus.

Comparing the results of each method in Table 3, TrellisNet-CRF had the highest
accuracy on both the marine domain expert dataset and the People’s Daily dataset,
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Table 3 Experiment results.

Model PER (P%) ORG (P%) LOC (P%)
Marine Public Marine Public Marine Public

BiLSTM-CRF 91.48 90.43 91.21 90.14 86.02 85.97
CNN-CRF 92.72 91.67 92.08 91.01 90.07 89.02
Bert-BiLSTM-CRF 94.01 93.25 92.49 90.42 90.85 89.02
CAN-NER 94.23 94.17 93.39 91.32 91.28 90.23
DA-NER 95.31 94.25 93.99 91.92 92.98 90.93
Trellisnet-CRF 96.99 95.94 94.63 91.56 93.17 91.28

outperforming both the data augmentation algorithm DA-NER based on sequence
generative adversarial network (Zhu, Wang ¢» Karlsson, 2019) and the convolutional
attention neural network CAN-NER with attention mechanism (Wang, Li ¢ Li, 2020). The
results in Table 3 show that the TrellisNet-CRF model is superior to the other five models
in the extraction of three named entities: name of person, organization name and
location name. The F1 value of the TrellisNet-CRF model reached 96.99% in our study.
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The TrellisNet-CRF model is also suitable for Chinese named entity recognition tasks
indicating that RNN and CNN structures or causal dilated convolutional networks are not
the only methods that can be used to extract the dependency between tags in text. In this
model, the input sharing mechanism and the extended convolutional network mode were
used to optimize the network model to prevent gradient explosion in the training process
and to better learn the content meaningful to the target dataset, which is the key to
enhancing NER task performance.
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As illustrated in Fig. 9, we embedded the TrellisNet-CRF model into the entity
recognition page of a marine expert management knowledge graph, which was then used
to quickly and accurately identify information such as the name and institution of marine
experts. The model was accurate and efficient with Chinese named entity recognition.

Marine field expert knowledge graph visualization

As shown in Fig. 9, if you click the “Expert Identity” button, users can identify Chinese
names, place names, organization names and expert identity. If users click on the name of
the recognized expert, the publications of the expert, both as a single author or a co-author,
are shown. As shown in Fig. 10A, if users want to know more detailed information about
the expert’s research field (“ocean remote sensing” in this case), and the provinces and
cities where experts in that field are located, these can be found by searching for “ocean
remote sensing.” As shown in Fig. 10B, users can quickly find out which institutions in a
province or city are engaged in ocean remote sensing, and the names of specific experts at
those institutions can be found in the detailed institutional information.

As shown in Fig. 11A, both Expert 147 and Expert 35 are in Beijing. Analyzing the
literature of Expert 147 and Expert 35, respectively, in Figs. 11B and 11C, shows that they
have co-authored a paper and thus share the same research direction. A user can infer that
Expert 147 and Expert 35 may be colleagues and have a cooperative scientific relationship.
Fig. 12A shows a complete academic circle, in which the keywords and research directions
of the papers published by Expert 17 are correlated (Fig. 12B). The research field of the
paper published by Expert 21 (Fig. 12C) is remote sensing, and the research institute’s
main research direction happens to be marine science. As shown in Fig. 13, the expert
cooperation relationship can retrieve the information of authors cooperating with other
experts.

The Django framework uses the Python language to easily build most of the content
required for a website and further develop a full-featured system (Wu, 2021). Django
adopts the MVC mode to facilitate program extension and optimization to facilitate the
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future reuse of the program. Django is favored by developers for its simplicity, convenient
deployment, and low maintenance cost. This study used Django to build a marine field

expert knowledge graph. We used the development mode of MVC, which improves the

scalability of the system, and the Neo4j database to provide the basis for the distributed

storage of knowledge graphs.
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CONCLUSIONS AND OUTLOOK

It is a challenge to take advantage of the tremendous amount of information available on
the internet as it is presented in different formats and includes a variety of resources on
various topics. A knowledge graph combines big data with knowledge engineering.
Knowledge graphs have been applied to a large number of industries, and can also be
applied in the field of marine science to organize expert knowledge. The knowledge graph
of experts in the marine science domain can integrate fragmented knowledge, reduce the
cost of knowledge integration, and realize knowledge integration.

Extracting hidden entities and entity relationships from a large amount of unstructured
text is a major technical challenge. To solve this problem, we proposed a method of
constructing a knowledge graph of marine domain experts based on the TrellisNet-CRF
model. We then evaluated this proposed method by conducting extensive experiments
with both the marine expert dataset and the People’s Daily corpus dataset. The results of
our experiments clearly demonstrated the effectiveness of our proposed solution in
extracting hidden entities. Finally, we chose Neo4j, the best-performing graph database, to
store the marine expert data. We also used the Django framework to build a marine expert
knowledge graph platform for knowledge graph visualization.

A knowledge graph of marine experts was the research object of this study. To improve
the accuracy of Chinese named entity recognition, a Trillisnet-CRF model based on dilated
convolution was proposed. Using the Trillisnet-CRF model, combined with the semantic
model, we constructed a marine science domain expert knowledge graph. In parallel, to
improve the accuracy of Chinese named entity recognition, the advanced TrellisNet
network model was combined with input injection and a weight sharing mechanism. This
solved the problem of the gradient disappearing in the input gate used in the RNN
network. The TrellisNet network effectively improved the extraction efficiency of context
representation in text through its efficient parallel computing capability. The results of our
experiments show that the TrellisNet-CRF network model proposed in this article was
quick and accurate in Chinese named entity recognition tasks.

The results show the power of our proposed marine expert management knowledge
graph based on TrellisNet-CRF. However, it is worthwhile to point out its limitations.
First, the knowledge graph needs to be updated iteratively, and the existing update
technology relies too much on manual intervention. Second, knowledge extraction during
knowledge graph construction introduces erroneous data that needs to be checked and
corrected manually. Future work will focus on how to effectively and automatically update
the knowledge graph and improve its construction quality.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This work was financially supported by the Key R&D Projects of Shandong Province under
Grant 2019JMRHO0109; the Key R&D Projects of Shandong Province under Grant
2020JMRHO0201; and the Research on Mining Method of Cube Association Rules Based on
Cloud Computing Inner Mongolia Department of Education under Grant NJZY16256.

Wu et al. (2022), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1083 19/23


http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

The funders had no role in study design, data collection and analysis, decision to publish,
or preparation of the manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:

Key R&D Projects of Shandong Province: 2019JMRH0109.

Key R&D Projects of Shandong Province: 2020JMRH0201.

Research on Mining Method of Cube Association Rules Based on Cloud Computing Inner
Mongolia Department of Education: NJZY16256.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

e Jiajing Wu conceived and designed the experiments, performed the experiments,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

e Zhigiang Wei conceived and designed the experiments, performed the experiments,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

e Dongning Jia conceived and designed the experiments, performed the experiments,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

e Xin Dou conceived and designed the experiments, performed the experiments, prepared
figures and/or tables, authored or reviewed drafts of the article, and approved the final
draft.

e Huo Tang conceived and designed the experiments, performed the experiments,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

e Nannan Li conceived and designed the experiments, performed the experiments,
performed the computation work, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The source code is available at GitHub: https://github.com/ssupergir/Trellisnet-CRF/
tree/master/Code/kgocean.

The data is available at GitHub: https://github.com/ssupergir/Trellisnet-CRF/tree/
master/data.

The Marine expert Corpus data and People’s Daily Corpus data are available in the
Supplemental Files and at Zenodo: Jiajing Wu. (2022). TrellisNet-CRF. Zenodo.
DOI 10.5281/zenodo.6526883.

Wu et al. (2022), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1083 20/23


https://github.com/ssupergir/Trellisnet-CRF/tree/master/Code/kgocean
https://github.com/ssupergir/Trellisnet-CRF/tree/master/Code/kgocean
https://github.com/ssupergir/Trellisnet-CRF/tree/master/data
https://github.com/ssupergir/Trellisnet-CRF/tree/master/data
http://dx.doi.org/10.7717/peerj-cs.1083#supplemental-information
http://dx.doi.org/10.5281/zenodo.6526883
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj-cs.1083#supplemental-information.

REFERENCES

Abu-Salih B. 2021. Domain-specific knowledge graphs: a survey. Journal of Network and Computer
Applications 185(5):103076 DOI 10.1016/j.jnca.2021.103076.

Abu-Salih B, Al-Tawil M, Aljarah I, Faris H, Wongthongtham P. 2020. Relational learning
analysis of social politics using knowledge graph embedding. ArXiv preprint
DOI 10.48550/arXiv.2006.01626.

Ammar W, Groeneveld D, Bhagavatula C, Beltagy I, Crawford M, Downey D, Dunkelberger J,
Elgohary A, Feldman S, Ha V, Kinney R, Kohlmeier S, Lo K, Murray T, Ooi HH, Peters M,
Power J, Skjonsberg S, Wang L, Wilhelm C, Yuan Z, van Zuylen M, Etzioni O. 2018.
Construction of the literature graph in semantic scholar. In: Proceedings of the 2018 Conference
of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 3 (Industry Papers). 84-91.

Bai S, Kolter J, Koltun V. 2018. An empirical evaluation of generic convolutional and recurrent
networks for sequence modeling. ArXiv preprint DOI 10.48550/arXiv.1803.01271.

Bai S, Kolter JZ, Koltun V. 2019. Trellis networks for sequence modeling. In: International
Conference on Learning Representations (ICLR). New Orleans, Louisiana, USA, 1-18.

Cheatham M, Krisnadhi A, Amini R. 2018. The GeoLink knowledge graph. Big Earth Data
2(2):131-143 DOI 10.1080/20964471.2018.1469291.

Chen C, Huang P, Huang Y, Lin C. 2022. Approach to predicting news—a precise multi-LSTM
network with BERT. ArXiv preprint DOI 10.48550/arXiv.2204.12093.

Csomai A, Mihalcea R. 2007. Wikify!: linking documents to encyclopedic knowledge (2007). In:
CIKM °07: Proceedings of the Sixteenth ACM Conference on Conference on Information and
Knowledge Managemen. 233-242.

Cui H, Li Y, Xu X. 2022. Prediction algorithm for heat demand of science and technology topics
based on time convolution network. ArXiv preprint DOI 10.48550/arXiv.2203.10718.

Evans B, Prokopenko M. 2021. A maximum entropy model of bounded rational decision-making
with prior beliefs and market feedback. Entropy 23(6):669 DOI 10.3390/e23060669.

Fan Y, Wang C, Zhou G, He X. 2017. Dkgbuilder: an architecture for building a domain
knowledge graph from scratch. In: International Conference on Database Systems for Advanced
Applications. Suzhou, China, 663-667.

Gao Y. 2017. Research on Chinese entity disambiguation based on convolutional neural network.
Nanjing University.

Guo Y, Qin B, Li Y. 2013. Improving candidate generation for entity linking. In: Salford:
International Conference on Application of Natural Language to Information Systems. 225-236.

He Z, Dong X. 2019. Construction of Baidu encyclopedia entry evaluation index under multi-
dimensional perspective. Book Intelligence Work 63:114-120
DOI 10.13266/j.issn.0252-3116.2019.12.015.

He S, Sun D, Wang Z. 2021. Named entity recognition for Chinese marine text with knowledge-
based self-attention. Multimedia Tools and Applications 2021:1-15
DOI 10.1007/s11042-020-10089-z.

Wu et al. (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1083 21/23


http://dx.doi.org/10.7717/peerj-cs.1083#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.1083#supplemental-information
http://dx.doi.org/10.1016/j.jnca.2021.103076
http://dx.doi.org/10.48550/arXiv.2006.01626
http://dx.doi.org/10.48550/arXiv.1803.01271
http://dx.doi.org/10.1080/20964471.2018.1469291
http://dx.doi.org/10.48550/arXiv.2204.12093
http://dx.doi.org/10.48550/arXiv.2203.10718
http://dx.doi.org/10.3390/e23060669
http://dx.doi.org/10.13266/j.issn.0252-3116.2019.12.015
http://dx.doi.org/10.1007/s11042-020-10089-z
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

Hoffart J, Suchanek FM, Berberich K, Weikum G. 2013. YAGO?2: a spatially and temporally
enhanced knowledge base from Wikipedia. Artificial Intelligence 194:28-61
DOI 10.1016/j.artint.2012.06.001.

Karim MR, Dey SK, Islam T, Chakravarthi BR. 2022. Multimodal hate speech detection from
bengali memes and texts. ArXiv preprint DOI 10.48550/arXiv.2204.10196.

Kim H. 2017. Towards a sales assistant using a product knowledge graph. Journal of Web Semantics
46(1):14-19 DOI 10.1016/j.websem.2017.03.001.

Lang J, Giese MA, Synofzik M, Ilg W, Otte S. 2021. Early recognition of ball catching success in
clinical trials with RNN-based predictive classification. ArXiv preprint
DOI 10.48550/arXiv.2107.02442.

Lehmann J, Isele R, Jakob M, Jentzsch A, Kontokostas D, Mendes PN, Hellmann S, Morsey M,
van Kleef P, Auer S, Bizer C. 2015. DBpedia—a large-scale, multilingual knowledge base
extracted from Wikipedia. Semantic Web 6(2):167-195 DOI 10.3233/SW-140134.

LiY, Song L, Zhang S, Kraus L, Adcox T, Willardson R, Komandur A, Lu N. 2021. A TCN-based
spatial-temporal PV forecasting framework with automated detector network selection. ArXiv
preprint DOI 10.48550/arXiv.2111.08809.

Li X, Wang X, Wang K, Lian S. 2022. A novel speech-driven lip-sync model with CNN and LSTM.
ArXiv preprint DOI 10.48550/arXiv.2205.00916.

Li D, Zhang Y. 2020. Marine science and technology innovation for the polar silk road. Strategic
Study of Chinese Academy of Engineering 21:64-70 DOI 10.15302/]-SSCAE-2019.06.012.

Lishuang L, Honglei H, Shanshan L. 2016. Biomedical named entity recognition based on word
representation. Journal of Small and Microcomputer Systems 37(2):302-307.

Liu C, Yang X. 2020. Construction and practice of a hierarchical and progressive practical teaching
system for cultivating innovative talents in marine life science. Research on Biology Teaching in
Universities 10:61-65 (in Chinese).

Ma Q, Guo J, Zhang B, Liu Z, Liu G, Song X. 2020. Research on “5333” talents training model in
the ships and marine engineering field. Maritime Education Research 1:20-26.

Ma X, Hovy E. 2016. End-to-end Sequence Labeling via Bi-Directional LSTM-CNNS-CRF[C]//
Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics.
Berlin, Germany 2016:1064-1074.

Pujara J, Miao H, Getoor L, Cohen W. 2013. Knowledge graph identification. In: International
Semantic Web Conference. Sydney, Australia, 542-557 DOI 10.1007/978-3-642-41335-3_34.
Rajput K, Kapoor R, Rai K, Kaur P. 2022. Hate me not: detecting hate inducing memes in code

switched languages. ArXiv preprint DOI 10.48550/arXiv.2204.11356.

Ravenscroft W, Goetze S, Hain T. 2022. Receptive field analysis of temporal convolutional
networks for monaural speech dereverberation. ArXiv preprint
DOI 10.48550/arXiv.2204.06439.

Shankar K, Lakshmanaprabu SK, Gupta D, Maseleno A, de Albuquerque VHC. 2020. Optimal
feature-based multi-kernel SVM approach for thyroid disease classification. The Journal of
Supercomputing 76(28):1-16 DOI 10.1007/s11227-018-2469-4.

Sinha A, Shen Z, Song Y, Ma H. 2015. An overview of Microsoft academic service (MAS) and
applications. In: Proceedings of the 24th international conference on world wide web. ACM. 243-
246.

Tan Z, Liu C, Mao Y, Guo Y. 2016. Ace map: a novel approach towards displaying relationship
among academic literatures. In: Proceedings of the 25th international conference companion on
World Wide Web. International World Wide Web Conferences Steering Committee. 437-442.

Wu et al. (2022), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1083 22/23


http://dx.doi.org/10.1016/j.artint.2012.06.001
http://dx.doi.org/10.48550/arXiv.2204.10196
http://dx.doi.org/10.1016/j.websem.2017.03.001
http://dx.doi.org/10.48550/arXiv.2107.02442
http://dx.doi.org/10.3233/SW-140134
http://dx.doi.org/10.48550/arXiv.2111.08809
http://dx.doi.org/10.48550/arXiv.2205.00916
http://dx.doi.org/10.15302/J-SSCAE-2019.06.012
http://dx.doi.org/10.1007/978-3-642-41335-3_34
http://dx.doi.org/10.48550/arXiv.2204.11356
http://dx.doi.org/10.48550/arXiv.2204.06439
http://dx.doi.org/10.1007/s11227-018-2469-4
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

PeerJ Computer Science

Tang P, Yang P, Shi Y, Zhou Y, Lin F, Wang Y. 2020. Recognizing Chinese judicial named entity
using BiLSTM-CREF. ArXiv preprint DOI 10.48550/arXiv.2006.00464.

Tang J, Zhang J, Yao L, Li J. 2008. Arnetminer: extraction and mining of academic social
networks. In: Proceedings of the 14th ACM SIGKDD international conference on Knowledge
discovery and data mining. ACM. 990-998.

Wan J, Yin B, Li D, Celesti A, Tao F, Hua Q. 2018. An ontology-based resource reconfiguration
method for manufacturing cyber-physical systems. IEEE/ASME Transactions on Mechatronics
14:537-2546 DOI 10.1109/TMECH.2018.2814784.

Wang P, Li M, Li S. 2020. Data augmentation for Chinese clinical named entity recognition.
Journal of Beijing University of Posts and Telecommunications 2020(34):84-90
DOI 10.13190/j.jbupt.2020-032.

Wang J, Li ], Wang Z, Li S, Li M, Zhang D, Shi Y, Liu Y, Zhang P, Tang JB, Wang Z, Wang Z.
2013. XLore: a large-scale English-Chinese Bilingual knowledge graph. In: International
Semantic Web Conference (Posters & Demos). Vol. 1035. 121-124.

Wang R, Yan Y, Wang J, Jia Y. 2018. Ace KG: a large-scale knowledge graph for academic data
mining. In: Proceedings of the 27th ACM International Conference on Information and
Knowledge Management. ACM. 1487-1490.

Wu J. 2021. Construct a knowledge graph for China Coronavirus (COVID-19) patient information
tracking. Risk Management and Healthcare Policy 14:4321-4337 DOI 10.2147/RMHP.S309732.

Wu J, Jia D, Wei Z, Xin D. 2020. Development trends and frontiers of ocean big data research
based on citespace. Water 12(6):1560-1579 DOI 10.3390/w12061560.

Xu Z. 2018. Research on enterprise knowledge unified retrieval based on industrial big data. In:
2018 Sixth International Conference on Advanced Cloud and Big Data (CBD). Vol. 2018.
Lanzhou, China, 130-134.

Zhu Y, Wang G, Karlsson BF. 2019. CAN-NER: convolutional attention network for chinese
named entity recognition. ArXiv preprint DOI 10.48550/arXiv.1904.02141.

Wu et al. (2022), Peerd Comput. Sci., DOI 10.7717/peerj-cs.1083 23/23


http://dx.doi.org/10.48550/arXiv.2006.00464
http://dx.doi.org/10.1109/TMECH.2018.2814784
http://dx.doi.org/10.13190/j.jbupt.2020-032
http://dx.doi.org/10.2147/RMHP.S309732
http://dx.doi.org/10.3390/w12061560
http://dx.doi.org/10.48550/arXiv.1904.02141
http://dx.doi.org/10.7717/peerj-cs.1083
https://peerj.com/computer-science/

	Constructing marine expert management knowledge graph based on Trellisnet-CRF
	Introduction
	Background and related work
	Marine expert management knowledge graph architecture
	Trellisnet-crf network for named entity recognition
	Experiment results and analysis
	Conclusions and outlook
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


