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24 Abstract

25 High variability training has been found to be more effective than low variability training when 

26 learning various non-native phonetic contrasts. However, little research has considered whether 

27 this applies to the learning of tone contrasts. The only two relevant studies suggested that the 

28 effect of high variability training depends on the perceptual aptitude of participants (Perrachione, 

29 Lee, Ha, & Wong, 2011; Sadakata & McQueen, 2014). The present study extends these findings 

30 by examining the interaction between individual aptitude and input variability using natural, 

31 meaningful second language input (both previous studies used pseudowords). Sixty English 

32 speakers took part in an eight session phonetic training paradigm. They were assigned to 

33 high/low/high-blocked variability training groups and learned real Mandarin tones and words. 

34 Individual aptitude was measured following previous work. Learning was measured using one 

35 discrimination task, one identification task and two production tasks. All tasks assessed 

36 generalisation. All groups improved in both the production and perception of tones which 

37 transferred to untrained voices and items, demonstrating the effectiveness of training despite the 

38 increased complexity compared with previous research. Although the low variability group 

39 exhibited an advantage with the training stimuli, there was no evidence for a benefit of high-

40 variability in any of the tests of generalisation. Moreover, although aptitude significantly 

41 predicted performance in discrimination, identification and training tasks, no interaction between 

42 individual aptitude and variability was revealed. Additional Bayes Factor analyses indicated 

43 substantial evidence for the null for the hypotheses of a benefit of high-variability in 

44 generalisation, however the evidence regarding the interaction was ambiguous. We 

45 discuss these results in light of previous findings. 
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46 1 Introduction

47 One challenging aspect of learning a second language (L2) is learning to accurately 

48 perceive non-native phonetic categories. This task is particularly difficult when the L2 relies on 

49 the same acoustic dimensions as the first language (L1), but for different purposes (Bygate, 

50 Swain, & Skehan, 2013), suggesting that it is challenging to adjust existing acoustic properties in 

51 the L1 to learn new L2 categories. This challenge is compounded by the fact that speech is 

52 highly variable in the natural linguistic environment. Variability comes not only from the 

53 phonetic context but also from differences between speakers. Thus, learners must learn to 

54 distinguish the new L2 categories despite all the variability present in the learning input. There is 

55 evidence that native listeners can process this variability in speech faster and more accurately 

56 than non-native listeners (Bradlow & Pisoni, 1999), indicating that variability is indeed a 

57 challenge for L2 learners. Despite this, it has been suggested that input variability may be 

58 beneficial for L2 learning and generalisation (Barcroft & Sommers, 2005; Lively, Logan & 

59 Pisoni, 1993). However recent evidence suggests that the ability to benefit from variability may 

60 depend on individual learner aptitude (Perrachione et al., 2011; Sadakata & McQueen, 2014), at 

61 least in the learning of lexical tones (i.e. the distinctive pitch patterns carried by the syllable of a 

62 word which, in certain languages, distinguish meaningful lexical contrasts). The current paper 

63 further explores how and when variability supports or impedes learning of new L2 phonetic 

64 categories, focusing on English learners of Mandarin tone contrasts.

65 1.1 High Variability L2 Phonetic Training for Non-Tonal Contrasts 

66 A substantial body of literature has explored whether phonetic training can be used to 

67 improve identification and discrimination of non-native phonetic contrasts in L2 learners. An 

68 early study by Strange and Dittman (1984) attempted to train Japanese speakers on the English 
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91 and learning of the English /w/-/v/ distinction by native German speakers (Iverson, Ekanayake, 

92 Hamann, Sennema, & Evans, 2008). 

93 There is also some evidence that this type of perceptual training benefits production in 

94 addition to perception. Bradlow, Akahane-Yamada, Pisoni and Tohkura (1999) found that 

95 production of the /r/-/l/ contrast improved in Japanese speakers following HVPT, with this 

96 improvement being retained even after three months. Similar improvement on the production of 

97 American English mid to low vowels by Japanese speakers following HVPT was also reported 

98 by Lambacher, Martens, Kakehi, Marasinghe, and Molholt (2005). However, the evidence here 

99 is mixed: A recent study by Alshangiti and Evans (2014) employed HVPT to train Arabic 

100 learners on non-native English vowel contrasts and found no improvements in production, 

101 although participants receiving additional explicit production training did show some limited 

102 improvement. 

103 Although the studies reviewed above all used HVPT, only the original work by Logan 

104 and colleagues directly contrasted the use of high and low variability materials. It is notable these 

105 seminal experiments used small samples (the tests of generalisation were administered to only 

106 three of the participants in Logan et al., 1991). Since then, few studies have explicitly contrasted 

107 high and low variability training. One such study was Sadakata and McQueen (2013), who 

108 trained native Dutch speakers with geminate and singleton variants of the Japanese fricative /s/. 

109 Participants were trained with either a limited set of words recorded by a single speaker (low 

110 variability) or with a more variable set of words recorded by multiple speakers (high variability). 

111 Both types of training led to increases in generalisation to untrained fricatives and speakers. 

112 However, in an identification task, the improvement was greater for participants receiving high 

113 variability training than those receiving low variability training. Similar results were reported by 
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183 the tone. Based on performance in this task, the researchers grouped participants into high and 

184 low aptitude groups. The results showed that whilst the low variability group outperformed the 

185 high variability group during training (presumably due to accommodation to a repeated speaker 

186 throughout the task), there were no differences between the high and low variability groups 

187 during test. Critically however, there was an interaction between an individualsí aptitude 

188 categorisation and the type of variability training: Only participants with high aptitude benefitted 

189 from high variability training, while those with low aptitude actually benefitted more from low 

190 variability training. It is important to note that this interaction was seen in a task which relied on 

191 participantsí ability to generalise their learning1 of tones to an untrained speaker. That is, in a 

192 task where we would expect that exposure to multiple speakers would be beneficial since it 

193 should allow learners to better dissociate the tones from the particular speakers used in training. 

194 These results, therefore, suggest that only the high aptitude learners can take advantage of this 

195 benefit. Another training study by Sadakata and McQueen (2014) also explored the relationship 

196 between input variability and individual aptitude in lexical tone training, though using different 

197 training and testing materials. They trained native Dutch speakers (with no prior knowledge of 

198 Mandarin or any other tonal language) using naturally produced bisyllabic Mandarin 

199 pseudowords. The two syllables in each word either had Tone 2 followed by Tone 1, or Tone 3 

200 followed by Tone 1, and each tone pair was randomly assigned one of two numeric labels (e.g. 

201 for one participant Tone 2-Tone 1 was labelled ì1î, Tone 3-Tone 1 was labelled ì2î). During the 

202 training task, participants identified the tone pair type of each stimulus by choosing the correct 

1 In their paper, Perrachione et al (2011) do not refer to this task as a generalisation task. Instead they report a 
generalisation measure which is a ratio of performance on this test with novel speakers to performance in training 
(test-performance/training-performance). Note that this ratio will increase not only if participants are better at test, 
but also if they are worse in training. Using this measure, Perrachione et al. found a benefit of high variability 
training. However on inspection of the means, it seems that this relationship is driven by the poorer performance in 
training in the high variability condition, rather than by better performance in the test with novel speakers. We 
therefore do not see the ratio measure as providing evidence for an overall benefit of HV training on generalisation.

PeerJ reviewing PDF | (2018:07:29837:2:1:NEW 18 May 2019)

Manuscript to be reviewed



203 numeric label (e.g. hear /pasa/ with Tone 2-Tone 1, correct response is 1). Thus, in contrast to the 

204 study by Perrachione et al. (2011), participants did not need to learn the meaning of each word. 

205 Input variability was manipulated, with three levels (low/medium/high). In contrast to the work 

206 by Perrachione et al., where the high variability and low variability conditions differed only in 

207 terms of the number of speakers, in this study variability was increased both by including more 

208 speakers and more items. Specifically, the number of different vowels used in the bi-syllabic 

209 sequences was manipulated: the low variability group encountered only one vowel (.e.g. pasa, 

210 casa, lasa, etc.) whereas the medium and high variability groups encountered four different 

211 vowels (pasa, pesa, pisa, pusa; casa, cesa, cisa, cusa; lasa, lesa, lisa, lusa etc.). Participants were 

212 tested on the trained items (i.e. using trained speakers and trained items). Generalisation was also 

213 examined in a number of ways by looking at (1) trained items spoken by an untrained talker; (2) 

214 pseudowords containing untrained vowels (3) pseudowords in which the order of tones in the bi-

215 syllables were reversed (i.e. a novel position), and (4) items where the tone was embedded in a 

216 sentence context. As in the study by Perrachione et al. (2011), Sadakata and McQueen (2014) 

217 also tested individual aptitude but with a different method. They employed a categorisation task 

218 using stimuli from a six step Tone 2 to Tone 3 continuum (created using natural productions of 

219 the two tones with the Mandarin vowel /a/ as endpoints and linearly interpolating between these 

220 endpoints). Participants were asked to identify if the sound they heard was more like Tone 2 or 

221 Tone 3, and a categorisation slope was obtained for each participant providing a measure of their 

222 ability to discriminate this contrast, which is generally found to be the most challenging tone 

223 contrast for L2 learners of Mandarin. Participants were grouped according to their slopes, and 

224 this grouping was entered as a factor in the analyses of tests of learning, along with the effect of 

225 training condition (high-medium-low) and the interaction between factors. For the test with 
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226 trained speakers and items, there was no group level effect of variability condition, however 

227 there was an interaction between variability and aptitude similar to that reported by Perrachione 

228 et al.: Participants with high aptitude benefitted from high variability training, while those with 

229 lower aptitude benefitted more from low variability training. For the generalisation tests, 

230 participants showed above chance performance in all but the new position condition, 

231 demonstrating an ability to generalise their learning of tone across different dimensions. 

232 However, they did not demonstrate an overall benefit of higher variability in any of the transfer 

233 tests, nor, did variability interaction with aptitude. Note that the overall lack of a high variability 

234 benefit is again surprising, particularly for test items with untrained talkers and novel items, 

235 since the manipulations in training should specifically work to increase generalisation along 

236 these dimensions. 

237 In sum, the two studies which have directly compared high and low variability input in 

238 training Mandarin tone contrasts have not found the predicted benefit of high variability on 

239 generalisation, either when varying just speakers or when varying speakers and items. However, 

240 both of these studies found an interaction between participant aptitude and variability condition. 

241 The results of these studies thus provide mutually corroborating evidence ñ using somewhat 

242 different training and testing methods ñ that the ability to learn from high variability input is 

243 dependent on learner aptitude, although it should be noted that this interaction was found in a 

244 task with untrained speakers in one study (Perrachione et al., 2011), but in a task with trained 

245 stimuli in the other (Sadakata & McQueen, 2014). 

246 Why might the ability to benefit from varied training materials depend on participant 

247 aptitude? Perrachione et al. (2011) suggest that one reason why low aptitude participants may 

248 struggle with multi-speaker input is that the speakers were intermixed during training: This 
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249 requires trial-by-trial adaptation to each speaker, which was not required in the corresponding 

250 single speaker low variability conditions. This may place a burden on learners (see Mattys & 

251 Wiget, 2011; Nusbaum & Morin, 1992, for evidence that intermixed multi-speaker stimuli are 

252 difficult even for L1 processing and that this interacts with constraints on working memory and 

253 attention). To test this, Perrachione et al. (2011) conducted a second experiment in which items 

254 from each speaker were presented in separate blocks (as is more common in HVPT). This 

255 improved performance during the training task compared with unblocked training for low 

256 aptitude learners only, confirming the hypothesis that switching between speakers on a trial-by-

257 trial basis during training interferes with learning for low aptitude learners. On the other hand, 

258 Sadakata and McQueen (2014) employed a training paradigm in which speakers were blocked in 

259 the high variability condition, yet they still found the interaction with aptitude. However, recall 

260 that in their experiment they also manipulated item variability, yet only speakers were blocked 

261 by session, not items. Thus, it remains possible that trial-by-trial inconsistency at the level of 

262 items could explain some of the greater difficulty of low aptitude learners in their study.

263 1.3 The Current Study

264 The fact that neither of the tone training studies found an overall benefit of high over low 

265 variability in tone generalisation is surprising in light of the phonetic literature and the 

266 predictions of the computational model (Apfelbaum & McMurray, 2011; Ramscar & Baayen, 

267 2013) mentioned above. Moreover, as the previous authors point out, if it is actually the case that 

268 learning from multiple voices is more or less effective for different groups of learners, this has 

269 important implications for the design of L2 training tools. For this to be the case, it is important 

270 to establish the generalizability of the findings to different contexts and materials, particularly 

271 those which are relevant in an L2 learning context. We suggest that what L2 learners are most 
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272 interested in developing is their ability to use tone when mapping a wordís phonological form to 

273 its meaning (and vice versa). In this light, the paradigm used by Sadakata and McQueen (2014) 

274 lacks ecological validity in looking only at mapping to abstract tone categories. On the other 

275 hand, Perrachione et al. (2011) do train form-meaning mappings, yet, unlike Sadakata and 

276 McQueen (2014) they use English pseudo-word stimuli, which has the consequence that learners 

277 do not simultaneously have to deal with non-native segments and tones, as in a real world L2 

278 learning situation. Furthermore, although there is limited data on the differences between words 

279 and non-words in production, it has been noted that non-words may have different properties 

280 from real words even within the same language (Scarborough ,2012) and may be more clearly 

281 articulated (Hay, Drager & Thomas, 2013; Maxwell, Baker, Bundgaard-Nielsen & Fletcher, 

282 2015). Thus, using non-words might make stimuli slightly easier to learn than if real words were 

283 used.

284 The current training study addresses these issues in a partial replication of the previous 

285 work: We use stimuli produced by native Mandarin speakers which are real words in that 

286 language. This design choice follows earlier studies such as Wang et al. (1999) using a paradigm 

287 in which participants are trained to identify word meaning on the basis of tone. In contrast to the 

288 previous studies, we also trained the contrasts between all four tones (six tone contrasts) rather 

289 than just three (on the assumption that learners are interested in learning the complete set of 

290 contrasts within a particular language). We note that these design choices potentially increase the 

291 difficulty of our training materials compared to previous work. A key question was whether 

292 these choices would impact the interaction between learner aptitude and the benefits of more 

293 variable training materials. 
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294 We followed Perrachione et al. (2011) in varying variability along one dimension only ñ 

295 speaker variability, keeping training items identical across conditions. We also followed 

296 Perrachione et al. (2011) in comparing high variability input which was blocked by speaker, with 

297 input that was not, making three training conditions: low variability  (one speaker), high 

298 variability (four speakers intermixed within each training session) and blocked training (four 

299 speakers each presented in separate blocks). Note that our choice to manipulate only talker-

300 variability means that the high variability blocked condition is matched to the low variability 

301 condition in terms of trial-by-trial inconsistency, unlike in Sadakata and McQueen (2014) where, 

302 even though they blocked by speaker, the high variability condition contained more trial-by-trial 

303 variability in terms of items. We predicted that the difficulty of high variability input for lower 

304 aptitude participants would be greater in the unblocked condition, thus potentially increasing the 

305 likelihood of seeing the predicted interaction between variability and learner aptitude. On the 

306 other hand, blocked input is more usual of HVPT (e.g. Iverson, Hazan & Bannister, 2005; Logan 

307 et al. 1991) and may increase the possibility of seeing an overall benefit of speaker variability on 

308 generalisation. 

309 We used two perceptual tasks designed to tap individual aptitude. These were adapted 

310 from those used in Perrachione et al. (2011) and Sadakata and McQueen (2014). However, while 

311 the previous studies grouped participants into one of two categories (high aptitude vs. low 

312 aptitude) based on the aptitude score, in the current study they were used as continuous 

313 measures. This allowed us to avoid assigning an arbitrary ìcut offî for high versus low aptitude 

314 groups, and the loss of information which occurs when an underlying continuous variable is 

315 turned into a binary measure. Note that the statistical approach used in the current paper (logistic 
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337 generalisation across this dimension. If this is the case, a high variability benefit may be stronger 

338 for untrained items than trained items.

339 Finally, we also tested production using a picture naming task at post-test, in which 

340 participants were required to name the pictures used in training in Mandarin. We also conducted 

341 a word repetition task, which had the benefit that it could also be conducted at pre-test, and that 

342 we could use both trained and untrained words (as for the three-interval oddity task discussed 

343 above). Although there is evidence HVPT can benefit the production of tones (Wang et al., 

344 2003), there has been no direct examination of whether high variability training materials are 

345 more effective than low variability training materials for production. However, more generally in 

346 the L2 vocabulary learning literature, training with multiple speakers has been found to lead to 

347 better recall in a picture naming task (Barcroft & Sommers, 2005), suggesting that the HVPT 

348 advantage should extend to production measures. 

349 In sum, the current experiment assessed whether individuals benefit from high over low 

350 variability perceptual training when learning novel L2 tone contrasts, and whether this interacts 

351 with learner aptitude. We used measures of aptitude taken from previous studies, but a training 

352 paradigm with real Mandarin stimuli embedded in a vocabulary learning task, which trained 

353 discrimination of all six Mandarin tone contrasts. Learning and generalisation were measured in 

354 multiple tests of both perception and production. In general, the current design increased 

355 ecological validity and likely also increased the difficulty of the learning task relative to previous 

356 work. It is possible that increasing difficulty could exacerbate differences between learners of 

357 different aptitudes, potentially increasing the effect. On the other hand, it is also possible that the 

358 increased difficulty might make high variability input much harder for all participants, 

359 decreasing or removing the specific benefit of HVPT for high aptitude learners. 
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383 examine generalisation across items, half of the word pairs (3 per tone contrast) were designated 

384 "trainedî words and other half were designated "untrained" words. Trained words were 

385 encountered in both training and test tasks; untrained words were only encountered in the three 

386 interval oddity and word recognition tests.

387 The full set of 72 Mandarin words was recorded by two groups of native Mandarin 

388 speakers using a Sony PCM-M10 handheld digital audio recorder. The first group consisted of 

389 three female and two male speakers. These stimuli were used in the Training, Word Repetition 

390 and Picture Identification tasks. The second group consisted of three new female speakers and 

391 two new male speakers. These stimuli were used in the three interval oddity task (making all new 

392 speakers in that task). See Table 2 for a summary of the manipulation of item and speaker 

393 novelty across the different test tasks, and Table 3 for the tasks in which speakers are 

394 counterbalanced. 

395 In the low variability condition only one speaker (Trained voice 1) was used in training, 

396 and this same speaker was also used as the test voice in the Word Repetition test and for trained 

397 items in the picture identification test. In the high variability conditions, four speakers (Trained 

398 voice 1 plus three others) were used in training. Only one of these speakers (Trained voice 1) 

399 was used in the word repetition test and for trained items in the picture identification test. In all 

400 conditions, a further speaker (Untrained voice 1) was assigned to the untrained test items in the 

401 picture identification test. The assignment of speakers was rotated across participants, resulting 

402 in five counterbalanced versions of each condition (see Table 3). This ensured that any 

403 difference found between the low and high variability conditions, and between trained and 

404 untrained voices, were not due to idiosyncratic difference between speakers. There was no 

405 counterbalancing of speaker in other tasks.
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406 All words were edited into separate sound files, and peak amplitude was normalized 

407 using Audacity (Audacity team, 2015, http://audacity.sourceforge.net/). Any background noise 

408 was also removed. All recordings were perceptually natural and highly distinguishable as judged 

409 by native Chinese speakers. Clipart pictures of the 72 words were selected from free online 

410 clipart databases. 

411 2.2.2 Stimuli used in the Aptitude Tests:

412 Pitch Contour Perception Test: Six Mandarin vowels (/a/, /o/, /e/, /i/, /u/, /y/) were 

413 repeated in the four Mandarin tones by two male and two female native Mandarin speakers from 

414 talker set 2, making 96 stimuli in total. Stimuli were identical across conditions and participants.

415 Categorisation of Synthesised Tonal Continua: Natural endpoints were chosen from a 

416 native Mandarin male speaker producing the word ëwaní with both Tone 2 and Tone 3. A neutral 

417 vowel was also recorded by a native male English speaker producing the ëfather vowelí /a/. This 

418 vowel was edited slightly to remove portions containing creaky voice at the end. The three 

419 syllables (wan [Tone 2], wan [Tone 3], /a/) were then manipulated in Praat (Boersma & 

420 Weenink, 2015). All three syllables were normalized to be approximately 260 ms long using the 

421 PSOLA method. The neutral vowel was manipulated to have a flat fundamental frequency (148 

422 Hz) and a flat intensity contour (75dB). The pitch contours of the two natural endpoints were 

423 extracted and a 6-step pitch continuum (Step 1: Tone 2, Step 6: Tone 3) was generated by 

424 linearly interpolating between the endpoints. These six pitch contours were then each 

425 superimposed on a copy of the neutral vowel using the PSOLA method. Stimuli were identical 

426 across participants and conditions. 

427 2.3 Procedure
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428 The experiment involved three stages (see Figure 1): Pre-test (session 1), training 

429 (sessions 2-7), and post-test (session 8). Participants were required to complete all eight sessions 

430 within two weeks, with the constraint of one session per day at most. The majority of sessions 

431 took place in a quiet, soundproof testing room in Chandler House, UCL. The remaining sessions 

432 took place in a quiet room in a student house. 

433 Participants were given a brief introduction about the aim of the study and told that they 

434 were going to learn some Mandarin tones and words. They were explicitly told that Mandarin 

435 has four tones (flat, rising, dipping and falling) and that the tonal differences were used to 

436 distinguish meanings. The experiment ran on a Dell Alienware 14R laptop with a 14-inch screen. 

437 The experiment software was built using a custom-built software package developed at the 

438 University of Rochester.

439 The specific instructions for each task were displayed on-screen before the task started. 

440 After each task, participants had the opportunity to take a 1-minute break. The tasks completed 

441 in each session are listed in Figure 1 and described in more detail below. Note that the Pitch 

442 Contour Perception Test and Categorisation of Synthesized Tonal Continua were carried out at 

443 the beginning of the first session as they provided the measure of individual aptitude prior to 

444 exposure to any Mandarin stimuli. There was no time limit for making responses in any of the 

445 tasks. Participants wore a pair of HD 201 Sennheiser headphones throughout the experiment with 

446 audio stimuli presented at a comfortable listening level. 

447 2.3.1 Individual Aptitude Measures

448 2.3.1.1 The Pitch Contour Perception Test 

449 This test was based on the work of Wong and Perrachione (2007). Participants heard a 

450 tone (e.g. /a/ [Tone 1]), while viewing pictures of four arrows indicating the different pitch 

451 contours. Participants clicked on the arrow that they thought matched the tone heard. No 
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452 feedback was provided. There were 96 stimuli in total (4 speakers * 4 tones * 6 vowels). This 

453 task provided another measure of individual differences in tone perception prior to training. 

454 Although Perrachione et al. only conducted this task at pre-test, for consistency with the 

455 Categorisation of Synthesised Tonal Continua (described below) we also repeated the test at 

456 post-test and conducted analyses to identify whether performance on this task was itself 

457 improved as a result of training (see Section 3.2.2).

458 2.3.1.2 Categorisation of Synthesised Tonal Continua 

459 This test was based on Sadakata and McQueen (2014). Participants first practiced 

460 listening to Tone 2 and Tone 3 while viewing the corresponding picture of an arrow depicting the 

461 pitch change. Each tone was repeated 10 times. In each test trial, participants then decided 

462 whether the sound they heard was closer to Tone 2 or Tone 3 by clicking on the corresponding 

463 arrow. No feedback was provided. The speech continua consisted of 6 steps (Step 1: Tone 2, 

464 Step 6: Tone 3) with each step repeated 10 times per block. Participants completed two blocks, 

465 with an optional 1 minute break in the middle, resulting in 120 trials in total. This task provided a 

466 measure of individual differences in tone perception prior to training. In line with Sadakata and 

467 McQueenís procedure, participants completed the task both before and after training and we 

468 conducted analyses to explore whether there was improvement from pre to post-test (Section 

469 3.2.1).

470 2.3.2 Training Task

471 Participants completed the training task in Session 2-7. On each trial, participants heard a 

472 Mandarin word and selected one of two candidate pictures displayed on the computer screen. 

473 The two pictures always belonged to the same minimal pair. Feedback was provided about 

474 whether the answer was correct (a green happy face appeared) or incorrect (a red sad face 

475 appeared). If the correct choice was made, a picture of a coin also appeared in a box on the left-

PeerJ reviewing PDF | (2018:07:29837:2:1:NEW 18 May 2019)

Manuscript to be reviewed



476 hand side of the screen, with the aim of motivating participants to try to earn more coins in each 

477 subsequent session of training. After that, everything but the correct picture was removed from 

478 the screen and the participant heard the correct word again. In the lower right corner of the 

479 screen a trial indicator of X/288 was displayed where X indicated the number of trials completed. 

480 This tool helped participants to keep track of their performance (see Figure 2). 

481 There were 18 picture/word pairs used. Each word was used as the target four times. 

482 Thus, each picture pair appeared eight times, resulting in 288 trials per session. Participants were 

483 assigned to one of the following conditions: low variability, high variability and high variability 

484 blocked (with the assignment of speakers counterbalanced ñ see Table 3). Each training session 

485 lasted for approximately 30 minutes.

486 In the low variability condition, only one speaker was used. In the high variability 

487 conditions, four speakers were used. For each participant, each of their six training sessions was 

488 identical. In the high variability condition without blocking, all of the speakers were heard in 

489 each of the training sessions, with the order randomized so that speaker varied from trial to trial. 

490 In contrast, in the high variability blocked condition, from Day 1 to Day 4 of training (i.e., 

491 Session 2-5), only one speaker was involved on each dayís training session, (with the trained 

492 speaker that was used in the test tasks (e.g. F1 for Version 1) always occurring on Day 3 (i.e., 

493 Session 4)); on Days 5 and 6 of training (i.e., Sessions 6 and 7), participants heard all four 

494 speakers, each in a separate block, with each word being repeated twice in each voice on these 

495 days. In all three conditions, the order of items was randomized within each session. 

496 2.3.3 Perceptual Tests

497 2.3.3.1 Three Interval Oddity Test (pre- post test)

498 This task required participants to identify the odd one out (i.e. the stimulus with a 

499 different tone) from a choice of three Mandarin words, each spoken by a different speaker. Four 

PeerJ reviewing PDF | (2018:07:29837:2:1:NEW 18 May 2019)

Manuscript to be reviewed



500 untrained speakers were used (3 female, 1 male). Each trial used one of the 36 minimal pairs 

501 from the main stimuli set (18 trained pairs, 18 untrained pairs). Preliminary work suggested that 

502 trials differed in difficulty depending on whether the ìdifferentî stimulus was spoken by the 

503 single male speaker, or one of the three female speakers. We therefore ensured that there were 

504 equal numbers of the following trial types: (i) ìNeutralî - all three words were spoken by female 

505 speakers (ii) ìEasyî - the ìdifferentî word was spoken by a male speaker and the other two were 

506 spoken by female speakers; (iii) ìHardî - the ìdifferentî word was spoken by a female speaker 

507 and the other two were spoken by one male speaker and one female speaker. Each of the words 

508 in the minimal pair was used once as the target (ìdifferentî) word, making 72 trials in total. 

509 During the task, three frogs were displayed on the screen. Participants heard three words 

510 (played with ISIs of 200ms) and indicated which word was the odd one out by clicking on the 

511 appropriate frog, which could be in any of the three positions. They could not make their 

512 response until all three words had been heard, at which point a red box containing the instruction 

513 ìClick on the frog that said the different wordî appeared at the bottom of the screen. No 

514 feedback was provided. Participants completed this task twice ñ once in the pre-test, and once in 

515 the post-test.

516 2.3.3.2 Picture Identification Test (post- only test)

517 This task was the same as the training task with the following changes. Firstly, each word 

518 was only repeated twice, once by a trained speaker (trained voice 1) and once by an untrained 

519 speaker (Untrained voice 1), making 72 trials in total. Secondly, no feedback was given. This 

520 task was completed only in the post-test.
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521 2.3.4 Production Test

522 2.3.4.1 Word Repetition Test (pre-post test)

523 All seventy-two Mandarin words from the main stimulus set (18 trained pairs, 18 

524 untrained pairs) set were presented one at a time in a randomised order. They were always 

525 spoken by the same speaker and this speaker was also used in their training stimuli (training 

526 voice 1; see Table 3). After each word, two seconds of white noise was played. This was 

527 included to make sure that participants had to encode the stimulus they were repeating and could 

528 not access the information in echoic storage (Flege, Takagi & Mann, 1995). Participants were 

529 instructed to listen carefully to the word and then to repeat the word aloud after the white noise. 

530 Verbal responses were digitally recorded and were later transcribed and rated by native speakers 

531 of Mandarin (see Section 3.5.1). This task was completed once in the pre-test and once in the 

532 post-test.

533 2.3.4.2 Picture Naming Test (post-only test)

534 All 36 pictures from the training words were presented in a randomised order. 

535 Participants were instructed to try to name the picture using the appropriate Mandarin word. 

536 Verbal responses were recorded and were later transcribed and rated by native Mandarin 

537 speakers (see Section 3.5.1). This task was completed only in the post-test.

538 2.3.5 Other tasks

539 2.3.5.1 English Introduction Task 

540 This task was included in the batch of tasks administered at pre-test in case the meaning 

541 of some pictures were ambiguous (not all items were concrete nouns ñ e.g. ìto paintî). 

542 Participants saw each of the 36 pictures from the training set presented once each in a random 

543 order and heard the corresponding English word. No response was recorded. Participants 

544 completed this task only once, at the end of the pre-test session.
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545 2.3.5.2 Questionnaires

546 Participants completed a language background questionnaire after the experiment. 

547 Participants were asked to list all the places they had lived for more than 3 months and any 

548 languages that they had learned. For each language the participant was asked: (a) to state how 

549 long they learned the language for and their starting age; (b) to rate their own current proficiency 

550 of the language. 

551 3 Results 

552 3.1 Statistical Approach 

553 Three different sets of frequentist analyses are reported. First, we conducted the analysis 

554 on two individual measures Categorisation of Synthesized Tonal Continua (Section 3.2.1) and 

555 Pitch Contour Perception Test (Section 3.2.2). The primary aim of these analyses was to ensure 

556 that the three groups did not differ at pre-test, however we also looked for possible differences at 

557 post-test. Second, separate analyses are reported on data from the tests administered pre- and 

558 post- training (i.e. Word Repetition task (Section 3.5.2) and Three Interval Oddity task (Section 

559 3.4.1)), the data collected during Training (Section 3.3) and the data from the two tasks 

560 administered only at post-test (i.e. the Picture Identification task (Section 3.4.2) and Picture 

561 Naming task (Section 3.5.3). These analyses explored the effects of our experimentally 

562 manipulated conditions on the various measures of Mandarin tone learning. Third, analyses were 

563 conducted exploring the role of aptitude in each of these tasks (Section 3.6). Specifically, we 

564 wanted to see whether aptitude interacted with variability-condition in predicting the benefits of 

565 training, in line with the predictions of previous research (Perrachione et al., 2011; Sadakata & 

566 McQueen, 2014). 

567 Except where stated, analyses used logistic mixed effect models (Baayen, Davidson, & 

568 Bates, 2008; Jaeger, 2008; Quené & Van den Bergh, 2008) using the package lme4 (Bates, 
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569 Maechler, & Bolker, 2013) for the R computing environment (R Development Core Team, 

570 2010). Logistic mixed effect models allow binary data to be analysed with logistic models rather 

571 than as proportions, as recommended by Jaeger (2008). In each of the analyses, the factor 

572 variability-condition has three levels (low variability [LV], high variability [HV], and high 

573 variability blocked [HVB]) which we coded into two contrasts with LV as the baseline (LV 

574 versus HV, LV versus HVB). An exception to this is the training data, where a model containing 

575 all three conditions would not converge and we took a different approach, as described in Section 

576 3.3. We also included the interactions between these contrasts and the other factors. We used 

577 centred coding which ensured that other effects were evaluated as averaged over all three levels 

578 of variability-condition (rather than the reference level of LV3). Similarly, for the Three Interval 

579 Oddity task, we included a trial-type factor. The purpose of this was to control for the fact that 

580 participants were likely to find some trial types easier than others due to the gender of the 

581 speakers producing the stimuli (see Section 2.3.3.1). We therefore coded a factor trial-type with 

582 three levels (neutral, easy, hardñ see method) and included contrasts with neutral (ìneutral versus 

583 easyî and ìneutral versus hardî) using centered coding. In order to perform the analysis 

584 comparing pre- and post-test performance, test-session was coded as a factor with two levels 

585 (pre-test/post-test) with ìpre-testî set as the reference level. This allowed us to look at the 

586 (accidental) possible differences between the experimental conditions at the pre-test stage, as 

587 well as whether post-test performance differed from this baseline. All other predictors, including 

588 both discrete factor codings with two levels (item-novelty in the Word Repetition and Three 

589 Interval Oddity tasks, and voice-novelty in the Picture Identification task) and numeric predictors 

590 (training-session) in the Training data analyses and the individual difference measures in the 

3 This differs from the default coding of contrasts in the lme4 package. It was achieved by replacing the three-way 
factor ìconditionî with two centred dummy variables and using the main fixed effects from the output of this model.
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591 models reported in Section 3.6), were centred (i) to reduce the effects of collinearity between 

592 main effects and interactions, and (ii) so that the main effects were evaluated as the average 

593 effects over all levels of the other predictors (rather than at a specified reference level for each 

594 factor). We automatically put experimentally manipulated variables and all of their interactions 

595 into the model, without using model selection (except for ìtrial-typeî in the Three Interval 

596 Oddity task which works as a control factor and for this factor we only used its main effect and 

597 the interaction with test-session). However, we did not inspect the models for all main effects 

598 and interactions. Instead, we report the statistics which were necessary to look for accidental 

599 differences at pre-test, and those related to our hypotheses. We aimed to examine whether the 

600 training improved participantsí performance on both untrained items and untrained voices and 

601 whether such improvement was modulated by their individual aptitudes. Participant is included 

602 as a random effect and a full random slope structure was used (i.e., by-subject slopes for all 

603 experimentally manipulated within-subject effects (test-session, voice-novelty, item-novelty) and 

604 interactions, as recommended by Barr, Levy, Scheepers, and Tily (2013). In some cases the 

605 models did not converge and in those cases correlations between random slopes were removed. 

606 Models converged with Bound Optimization by Quadratic Approximation (BOBYQA 

607 optimization; Powell, 2009). R scripts showing full model details can be found here: 

608 https://osf.io/wdh8a/?view_only=ad8455b30b2e4271aaa4cc55fc94a40f 

609 In addition to the frequentist analyses, in order to aid interpretation of key null results we 

610 also included Bayes factor analyses. Our approach for these is described within the relevant 

611 section (Section 3.7).

612 3.2 Individual Aptitude Tasks
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727 If there was no sound or the tone was unrecognizable, the rater coded 0 when identifying 

728 the tone. Data from these trials were removed from the dataset before analyses were conducted. 

729 In addition, all of the data from one participant was removed from the analyses due to bad 

730 recording quality resulting from a technical error. In total, this resulted in 3.38% (359/10620) of 

731 production trials being removed from analysis (Word Repetition: Pre-test 1.98% (84/4248); Post-

732 test 3.72% (158/4248); Picture Naming 5.51% (117/2124)). Three measurements were taken 

733 from the production tasks: mean accuracy of tone identification (Tone accuracy), mean tone 

734 rating (Tone rating) and mean accuracy of production in pinyin (derived by coding each 

735 production as correct (1= the entire string is correct) or incorrect (0 = at least one error in the 

736 pinyin)). As a first test of rater reliability, performance with the native speaker stimuli was 

737 examinedñ these were near ceiling: Rater 1: Tone accuracy = 98%, Tone rating = 6.7, Pinyin 

738 accuracy = 80%; Rater 2: Tone accuracy = 87%, Tone rating = 6.5, Pinyin accuracy = 80%).

739 Furthermore, for the remaining data (i.e. the experimental data) inter-rater reliability was 

740 examined for all three measures for the two production tasks. For the binary measures (Tone 

741 accuracy and Pinyin accuracy), kappa statistics were calculated using the ìfmsbî package in R 

742 (Cohen, 2014). For the Word Repetition data, for Tone accuracy kappa = 0.39 (ìfair 

743 agreementî), and for Pinyin accuracy kappa = 0.33 (ìfair agreementî; Landis & Koch, 1977). 

744 For the Picture Naming test, for Tone accuracy kappa = 0.67 (ìsubstantial agreementî) and for 

745 Pinyin accuracy kappa = 0.53 (ìmoderate agreementî); For the Tone rating, the package ìirrî in 

746 R was used to assess the intra-class correlation (McGraw & Wong, 1996) based on an average-

747 measures, two-way mixed-effects model. For Word Repetition, ICC = 0.22 and for Picture 

748 Identification ICC = 0.37; according to Cicchetti (1994), values less than .40 are regarded as 

749 ìpoorî. Given this, we do not include analyses with Tone Rating as the dependent variable 
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822 only post training (i.e. Picture Identification and Picture Naming) this would show up as an 

823 interaction between aptitude and condition. In the models for the pre- and post-test data (i.e. 

824 Three Interval Oddity and Word Repetition) this would show up as a three-way interaction 

825 between condition, test-session and aptitude. We also looked at the interactions between these 

826 factors and voice-novelty (Picture Identification) and item-novelty (Three Interval Oddity and 

827 Word Repetition). Note that there are no clear directional hypotheses here: Perrachione et al. 

828 (2011) found the interaction in a test with untrained voices and trained items, and Sadakata and 

829 McQueen (2014) found the interaction in a test with trained voices and trained items.  For 

830 training, in principal both the two-way interaction of aptitude by condition and the three-way 

831 interaction of aptitude by condition by training-session are of interest. However, it was not 

832 possible to fit a converging model containing the three-way factor4. 

833 Each model reported in Table 4 contained all the fixed effects included in the original 

834 models in addition to the fixed effects listed in the table (note that to avoid convergence issues 

835 due to over complex models, we did not attempt to include the complete set of interactions for 

836 every combination of experimental variables with aptitude ñ only those for which we had 

837 predictions). We attempted to have full random effects structure for these fixed effects however 

838 in some cases we had to remove correlations between slopes due to problems with convergence 

839 and for one of the models with the training data we had to remove the random slope for training 

840 session). Note that we donít include models for the pinyin measures, since our measure of 

841 aptitude is relevant to tone learning only. For each of the new models we first confirmed that 

842 adding in the new effects and interactions with the individual measures did not change any of the 

4 This was the case even if we split the data into two models, as we did in Section 3.3.
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843 previously reported patterns of significance for the experimental effects (see script 

844 https://osf.io/wdh8a/?view_only=ad8455b30b2e4271aaa4cc55fc94a40f) for full models. 

845 The results are shown in Table 4. Aptitude is a positive predictor of performance in each 

846 of the tests and in training, with p-values significant or marginal in each case. However there was 

847 no interaction between aptitude and any other factor. Thus, there was no evidence that this 

848 measure of aptitude correlated with participants ability to benefit from training (no interaction 

849 with test-session), nor - critically for our hypothesis - did this differ by training condition (no 

850 interaction with condition or with test-session by condition). 

851 Although the analyses use a continuous measure of Pitch Contour Perception Test, for the 

852 purposes of visualisation, Figure 10 (Three Interval Oddity task and Training task), Figure 11 

853 (Picture Naming and Picture Identification) and Figure 12 (Word Repetition) use the mean 

854 accuracy for participants split into aptitude groups using a median split based on their Pitch 

855 Contour Perception Test score. 

856 In sum, participants with higher aptitude measures were better at the tasks, but there is no 

857 evidence either that this affected their improvement due to training, or, critically, their ability to 

858 benefit from the different variability exposure sets.

859 3.7 Bayes Factor Analyses 

860 In the analyses reported above, we did not find evidence ñ in any of our tests ñ for either 

861 of two key hypotheses: (1) the hypothesis that training with multiple speakers leads to greater 

862 generalization to new speakers than training with a single speaker or (2) the hypothesis that there 

863 is an interaction between the variability of the training materials and participant aptitude, such 

864 that higher aptitude participants benefit more from training with multiple speakers while lower 

865 aptitude participants benefit more from training with a single speaker. However, there is a 
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866 difficulty in interpreting these null results since a non-significant result (p > .05) does not tell us 

867 whether we have evidence for the null, as opposed to no evidence for any conclusion at all, or 

868 even evidence against the null. Thus, we should not reduce our confidence in either of our 

869 hypotheses on the basis of the null results reported above (despite the fact that reducing 

870 confidence in a theory following non-significant results is common practice) ñ see Dienes (2014) 

871 for discussion. An alternative statistic is a Bayes Factor, which are used to assess the strength of 

872 evidence for one theory (H1) over another (the null hypothesis). We therefore supplemented the 

873 analyses above by computing Bayes factors for contrasts relating to these two key hypotheses. 

874 These are reported in sections 3.7.1 and 3.7.2 below.

875 3.7.1 H1: Greater generalization - to novel voices and in production - in the multiple speaker 

876 conditions (HV and HVB) than in the low variability condition (LV)

877 We aimed to compute Bayes Factors comparing this hypothesis to the null for each of our 

878 data sets. To have maximum evidence, we pool the HV and HVB conditions and contrast this 

879 with the LV condition. For the post-tests we are interested in the evidence for a main effect of 

880 this contrast. For the pre-post tests, we are interested in the interaction between this contrast and 

881 session. To further maximize evidence, for the Three Interval Oddity test and Word Repetition 

882 tests we look at trained and untrained items combined (since both types of item involve 

883 generalisation to an untrained voice and thus should benefit from high variability training), 

884 however in the Picture Identification test we excluded trained voice test items, since the benefit 

885 of high variability training was not predicted for these items. For the production measures, we 

886 are interested in whether there is a high variability benefit for our tone learning measure and our 

887 pinyin measure (the latter given that Barcroft and Sommers, 2014, found a benefit of multi-

888 speaker training in their vocabulary recall task).
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889 We computed Bayes factors following Dienes (2014) and Dienes, Coulton and Heather 

890 (2018). To compute a Bayes factor (B) it is necessary to have both a model of the data and a 

891 model of H1. The model of the data is an estimate of the mean difference for the contrast in 

892 question, and of the standard error. Here, we get these estimates by running logistic mixed 

893 models and taking the betas and standard errors for the relevant coefficients (note that this allows 

894 us to meet normality assumptions by continuing to work within log-odds space). The models we 

895 ran here were similar to the previous analyses but with variability-condition coded as a centered 

896 contrast between LV and the HV+HVB conditions, and other factors combined/excluded as 

897 described in the previous paragraphs. The full set of models is in 

898 https://osf.io/wdh8a/?view_only=ad8455b30b2e4271aaa4cc55fc94a40f.

899 We model H1 using a half-normal distribution with a mode of 0 and a standard deviation 

900 x which is set to be a rough estimate of the predicted difference for this contrast. This allows for 

901 possible effects between 0 and twice the predicted effect, with values closer to 0 being more 

902 likely (Dienes, 2014).

903 In the absence of any prior data using sufficiently similar materials, and since we did not 

904 wish to use unprincipled default values, we estimated x for each contrast using the scale and/or 

905 values from elsewhere in the data (see Dienes 2014, 2015 for a related approach). Specifically, 

906 for each of the cases where we predicted a main effect (Picture Identification and Picture 

907 Naming), we set x as the difference between the grand mean (the Intercept - since we use a 

908 centered coding) and an estimate of minimal possible performance on the task. The logic is as 

909 follows5: The maximum difference between conditions is seen if low variability participants 

910 show baseline performance and high variability participants show performance greater than 

5 Further details of the logic of these computations is spelt out in the script available at 
https://osf.io/wdh8a/?view_only=ad8455b30b2e4271aaa4cc55fc94a40f
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933 supporting H0, or as supporting H1, or there not being much evidence at all). Note that for 

934 evidence for H0, the maximum x is always infinity. The results are reported in Table 5. It can be 

935 seen we have substantial or strong evidence for the null for every test except for the Word 

936 Repetition test for the Pinyin accuracy measure, where the evidence is ambiguous, and that the 

937 robustness regions indicate that we would continue to have evidence for the null even with 

938 smaller estimates of the scale factor x. 

939 3.7.2 H1: There is an interaction between an individualís tone-aptitude and variability-

940 condition, such that participants with greater tone-aptitude show greater performance 

941 following the multiple speaker conditions (HV and HVB) and those with lesser tone 

942 aptitude show greater performance in the single speaker condition (LV)

943 We aimed to compute Bayes Factors comparing this hypothesis to the null for each of our 

944 data sets. We take the same approach as above except that we also compute Bayes factors for 

945 Training data, and for the Picture Identification test we look at both trained voice and untrained 

946 voice data ñ pooling the two in order to maximize available evidence. This is because this 

947 interaction has been reported with trained items (Sadakata & McQueen, 2013) as well as 

948 untrained items (Perrachione et al., 2011). We again combine the HV and HVB conditions 

949 except for training where we look at the LV versus HV and LV versus HVB contrasts separately, 

950 since we have seen in our previous analyses that HV and HVB are quite different (HVB 

951 participants show higher performance).We again combine the evidence from trained and 

952 untrained items in the pre-post tests. For the post-session only tests, we are interested in the 

953 evidence for an interaction between the variability-condition contrast and aptitude. For the tests 

954 which appeared both pre- and post- training, we are interested in the interaction between the 

955 variability-condition contrast, aptitude and test-session. For training we look at the evidence for 

956 an interaction between each variability-condition contrast and aptitude (a more complex model 
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1000 performance on pre- to post- tests of discrimination and production, with evidence of 

1001 generalisation to untrained voices and items. Participants also showed some ability to recall 

1002 trained words ñ including their tones ñ in a picture naming task administered at post-test. 

1003 However, the only place where we saw any effect of the variability manipulation was in the 

1004 training task (and with trained items in the picture identification task, which was highly similar 

1005 to training), where the low variability group outperformed both of the high variability groups. 

1006 Critically, we found no evidence in any of our tests that high variability input benefitted learning 

1007 or generalisation, nor did we find any evidence of an interaction between individual aptitude and 

1008 the ability to benefit from high variability training. In the following discussion, we first consider 

1009 the findings from each task in turn before turning to a more general discussion of our findings in 

1010 relation to the predicted benefit of high variability input. 

1011 4.1 Tests of individual aptitude

1012 In the current work, we conducted two tests with the purpose of capturing individual 

1013 aptitude: The Pitch Contrast Perception Test (following Perrachione et al 2011) and the 

1014 Categorisation of Synthesised Tonal Continua, following Sadakata and McQueen (2014). 

1015 Although our goal was to measure participantsí baseline aptitude, the tests were conducted both 

1016 at pre- and post- test, following Sadakata and McQueen, who did not find differences from pre- 

1017 to post- tests with their categorisation measure, and who used combined data from pre- and post- 

1018 test to compute participants slopes. Unfortunately, the performance of our own participants 

1019 suggested that the Categorisation of Synthesised Tonal Continua test was not a good test of 

1020 aptitude, with the majority of participants failing to meet the slope threshold used in Sadakata 

1021 and McQueen, and most being unable to consistently categorise the end points of the continua. It 

1022 is unclear why our results differ from the previous study (we aimed to follow their procedures), 
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1023 but this meant that we were unable to use this as an aptitude measure in our later analyses. The 

1024 scores on the Pitch Contrast Perception Test alone therefore served as our measure of individual 

1025 aptitude. Interestingly, preliminary analyses (Section 3.2.1) demonstrated that performance in 

1026 this test improved from pre- to post- training. This suggests that this measure is not a ìpureî 

1027 measure of individual differences since it also appears to be affected by experience. Given this, 

1028 we only used participantsí scores on this test from pre-test as the measure of aptitude in 

1029 subsequent analyses. 

1030 4.2 Performance in Training

1031 The training task employed in this study was a 2AFC task, where participants had to 

1032 identify the correct meaning of a Mandarin word based on its tone. The results from training 

1033 indicate that participants performed better in the single speaker LV training than in either the 

1034 multiple speaker HV or HVB groups. This difference was present from the first session for the 

1035 LV-HV contrast, and from the second session for the LV-HVB contrast (i.e. the first session 

1036 where the two conditions differ), and increased over time for both contrasts. Greater difficulty 

1037 with multiple speaker input is in line with the findings of Perrachione et al. (2011), although the 

1038 differences did not emerge so rapidly in that study, possibly due to there being fewer trials per 

1039 session. Intuitively, repeated exposure to the single speaker in the LV condition allows for 

1040 greater adaptation to speaker specific cues, whereas in the HV conditions participants have to 

1041 adapt to multiple speakers. This is particularly difficult in the unblocked HV condition, where 

1042 trial-by-trial adaptation is needed, which is effortful for participants (Magnuson & Nusbaum, 

1043 2007). Importantly, however, for all three groups, their performance gradually increased over 

1044 each session. In combination with the fact that their performance on the other tasks increased 

1045 after training, this indicates that the training task and materials were effective. We also explored 
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1046 the role of learner aptitude in this task (as measured by performance on the Pitch Contour 

1047 Perception Test at pre-test) and whether this influenced participantís performance differently in 

1048 the different variability conditions. Overall, aptitude was found to be a significant predictor of 

1049 performance during training. However, there was no evidence for an interaction with training 

1050 condition, although our Bayes Factor Analyses suggests that the data here are inconclusive. We 

1051 return to this finding in Section 4.5 below.

1052 4.3 Perception Tests

1053 We included two perceptual tasks which tapped learning and generalisation due to 

1054 training: A Picture Identification administered at post-test and a Three Interval Oddity task 

1055 administered at both pre- and post-test. The Picture Identification task was a version of the 

1056 training task without feedback, and is the most similar to the tests used by Perrachione et al. 

1057 (2011), and Sadakata and McQueen (2014). We used this test to look at learning of the trained 

1058 stimuli, comparing trained and untrained voices. The three interval oddity task had not been used 

1059 in the previous studies, but allowed us to use a pre- /post- test design, and also to look at 

1060 participantsí performance with untrained items. These tests provided evidence that participants 

1061 improved in their perception of tones following training: They were above chance in using the 

1062 tone to identifying the correct picture in the picture identification task at post-test, and they 

1063 improved in their ability to discriminate tones in the three interval oddity task (59% performance 

1064 prior to training, 66% post training). There was also evidence of generalisation across both 

1065 voices and items: Participants were above chance in identifying the correct pictures even with an 

1066 untrained voice (although they did show significantly weaker performance than with the trained 

1067 voiced) and they improved in their ability to discriminate the between minimal pair items in the 

1068 three interval oddity task, even for untrained items.
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1069 Our key questions concerned the role of variability in training. First, we were interested in 

1070 whether there was evidence that exposure to multiple voices during training led to greater ability 

1071 to generalise across voices at test ñ i.e. greater performance with novel in the high variability 

1072 conditions than in the low variability condition. We did not see this. In fact, the only effect of 

1073 variability in this data was a low variability benefit, which we saw in the Picture Identification 

1074 task for the trained-voice items (seen in the contrast between LV and HV condition). This 

1075 mirrors what we saw in training and reflects the greater exposure to this particular speaker in the 

1076 low variability training. However, in the tests tapping generalisation to a novel speaker ñ i.e. in 

1077 untrained voice trials in the Picture Identification task, and with all of the test-items in the Three 

1078 Interval Oddity task, there was no difference between variability-training conditions. Bayes 

1079 factor analyses indicate that in both cases, there was substantial evidence for the null. 

1080 The second hypothesis was that there would be an interaction between learner aptitude 

1081 (as measured by the Pitch Contour Perception Test at pre-test) and variability training condition, 

1082 such that high aptitude participants would benefit more from high variability training. Note that 

1083 previous work had found this interaction both in tests involving generalisation (Perrachione et 

1084 al., 2011) and with trained items (Sadakata & McQueen, 2014) so we considered both in our 

1085 analyses here. There was no evidence of such an interaction in either the Picture Identification or 

1086 Three Interval Oddity tasks. However, Bayes Factor analyses suggest that the data are 

1087 inconclusive. We return to these points in Section 4.5 below.

1088 Another finding from the Three Interval oddity test that is worth noting, although it did 

1089 not concern our hypotheses, is that some trial types were harder than others. Recall that this test 

1090 involved participants hearing three different stimuli each produced by a different speaker, which 

1091 makes noting the similarity across two of the stimuli much harder - something we discovered in 
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1092 pilot work, where even before training participants were near ceiling with an equivalent task in 

1093 which the same speaker produced all three stimuli within a single trial. However, analyses of 

1094 trial-type demonstrated that participants were additionally affected by the gender of the three 

1095 speakers producing each of the stimuli. Specifically, at pre-test, participants showed best 

1096 performance for trials where one of the speakers was male and the other two were female, and 

1097 the target ìodd manî was the male speaker (ìeasyî trials). In contrast, they showed worst 

1098 performance if there was one male and two female speakers, but the ìodd manî was one of the 

1099 female speakers (ìhardî trials). Middle level performance was shown for trials where all three 

1100 speakers were female (ìneutralî trials). This is presumably due to participants relying on 

1101 perceptual cues associated with speaker gender to do the task. Interestingly, our analyses showed 

1102 that performance only increased for the trials where the odd one was not the lone male (the 

1103 ìneutralî and ìhardî ones), but not for those where the male was the odd man. Given that 

1104 participants are not near ceiling at pre-test (67%), it is perhaps surprising that their trained 

1105 knowledge of the tone contrasts does not boost their performance. One possibility is although 

1106 they are now better able to use tone cues, they are also less likely to use gender based cues, 

1107 which they may now realize are less reliable, masking improvement based on tone for these 

1108 particular test items.

1109 4.4 Production Tasks 

1110 In this study, we used two production tasks, a word repetition task administered pre and 

1111 post training, in which participants repeated back Mandarin words, and a Picture Naming task 

1112 testing vocabulary recall, which was administered at post-test only. High variability perceptual 

1113 training for tones has been previously found to transfer to production (Bradlow and Pisoni, 1999; 
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1114 Zeromskaite, 2014), however the benefits of high variability and low variability training have not 

1115 been contrasted. 

1116 In the Word Repetition task, there was a significant, though relatively modest 

1117 improvement in participantsí ability to reproduce the tone of the stimuli, such that it could be 

1118 identified by a native speaker (from pre- to post- test: 70% to 76%) and in the Picture Naming 

1119 task, participants showed an ability to recall and reproduce the correct tone, although 

1120 unsurprisingly with less accuracy than in the repetition task (50%). For Word Repetition, we 

1121 were also able to look at transfer to untrained words: As in the perception tasks, there was once 

1122 again equivalent improvement for both trained and untrained items. Together, these results 

1123 provide evidence that purely perceptual training on tone contrast can transfer to production, as 

1124 well as to novel items. 

1125 In addition to looking at the production of tones, we also looked at participantsí ability to 

1126 produce the correct segmental phonology (pinyin-score). Participants showed a small but 

1127 significant improvement on this measure in Word Repetition (54% correct at pre-test, 58% at 

1128 post-test), and some ability to recall the segments in the Picture Naming test (50% correct). This 

1129 indicates some learning of segmental phonology due to training, despite the fact that the focus of 

1130 the training task was on training tonal information through the presentation of tonal minimal-

1131 pairs.

1132 Turning to the role of variability, the predicted benefit of high variability training was not 

1133 evident in any of the measures in either of the production tasks, with Bayes factor analyses 

1134 indicating substantial evidence for the null except for the Word Repetition pinyin-measure, 

1135 where the evidence was ambiguous. With regard to aptitude, although performance on the Pitch 

1136 Contour Perception Test at pre-test was predictive of participantsí ability to produce tones in 
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1137 both tasks (indicating a relationship between participants perceptual and production ability), we 

1138 did not find the predicted interaction between aptitude and variability condition in either task. 

1139 Here however, Bayes Factor analyses suggests that the results are inconclusive. We return to 

1140 these points about variability below. 

1141 4.5 The Role of High Variability Materials in Training and Generalisation

1142 In the current study, across all of the different tests, we did not find either an overall 

1143 benefit of exposure to high variability training materials for generalisation, or any interaction 

1144 between such a benefit and individual aptitude. 

1145 We consider first the lack of overall variability benefit for generalisation. Importantly, in 

1146 addition to finding a pattern of null results (i.e. p < .05) in the frequentist analyses, additional 

1147 Bayes Factor analyses also found substantial evidence for the null (BF < .33) in all but one of the 

1148 test measures (Word Repetition, Pinyin, where BF = .421). Thus, there is good evidence that, at 

1149 least for these training and test materials, exposure to stimuli from multiple speakers does not 

1150 lead to greater generalisation in either perception or production. This finding is consistent with 

1151 the lack of a main effect of variability condition in the transfer tasks in either Sadakata & 

1152 McQueen (2014) or Perrachione et al. (2011) (see also footnote 1). However it is at odds with 

1153 other phonetic training studies focused on segmental contrasts (Clopper & Pisoni, 2004; Logan et 

1154 al. 1991, Lively et al., 1993; Sadakata & McQueen 2013) and with the literature demonstrating a 

1155 high variability benefit in vocabulary learning (Barcroft & Sommers, 2005, 2014; Sommers & 

1156 Barcroft, 2007, 2011). This suggests that this overall variability benefit may be restricted to 

1157 segmental rather than tonal phonetic learning, at least for speakers of a non-tonal L1. 

1158 It is difficult to reconcile the lack of benefit for vocabulary learning in the picture naming 

1159 task, given the findings of Barcroft, Sommers and colleagues (2005, 2007, 2011, 2014), since 
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1160 this test is quite similar to that used in their experiments. However, one possibility is that this is 

1161 due to differences in our training set up (i.e. focused on training tonal contrasts) compared with 

1162 the earlier vocabulary studies. Nonetheless it remains unclear why tone learning should be 

1163 different from other types of phonetic learning in terms of benefiting from talker-variability. 

1164 Theoretically speaking, in a framework where all cues compete, variation in idiosyncratic 

1165 speaker-specific cues would be expected to provide key evidence as to which cues are irrelevant 

1166 to the phonetic contrast in question (Apfelbaum & McMurray, 2011; Ramscar & Baayen, 2013; 

1167 Ramscar, Yarlett, Dye, Denny & Thorpe, 2010). This raises the question of how participants in 

1168 our low variability condition are able to generalize at all ñ i.e. how can they identify the 

1169 phonetically relevant cues compared with the idiosyncratic cues associated with the single 

1170 speaker to which they were exposed? One possibility is that other variation in our materials aided 

1171 generalisation, in particular in our real word stimuli, each tone-contrast is encountered with 

1172 multiple consonants and vowels. If item variability also aids generalisation to new speakers, this 

1173 might explain why we found equivalent generalisation across conditions instead of seeing greater 

1174 generalisation in the HV conditions (i.e. even the LV condition is really a high variability 

1175 condition, because of the item variability). On the other hand, Sadakata and McQueen (2014) 

1176 also saw generalisation even for their low variability condition, and in their study this condition 

1177 lacked variation in terms of both speakers and phonetic contexts. This suggests that the relevant 

1178 cues for the tone contrasts may be sufficiently acoustically salient for learners to identify them, 

1179 even when exposure occurs in limited contexts.

1180 Another possibility ñ and the one suggested by the findings of Sadakata and McQueen 

1181 (2014) and Perrachione et al. (2011) ñ is that benefits of high variability for generalisation are 

1182 masked by individual differences. In their studies, only high aptitude participants showed a high 
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1183 variability benefit, while low aptitude participants did not. It is possible that for lower aptitude 

1184 participants, the benefits of exposure to varying, idiosyncratic cues are offset by the greater 

1185 difficulty that these participants have in attuning to the different speakers during training, as 

1186 discussed above (Section 4.1). This explanation is supported by evidence from a study by 

1187 Goldinger, Pisoni and Logan (1991) who explored the effect of increasing the processing cost of 

1188 multi-speaker input in the context of word recall (in the L1). Specifically, they exposed 

1189 participants to single versus multi-speaker word lists, manipulating presentations rates. They 

1190 found that single-speaker lists produced better word recall than multiple-speaker lists at short 

1191 inter-word intervals (less than 2000 ms) whereas this effect was reversed for longer inter-word 

1192 intervals. This suggests that increasing encoding difficulty can remove the benefits of multi-

1193 speaker exposure. Relatedly, Sinkeviciute, Brown, Brekelmans, & Wonnacott (in press; preprint) 

1194 found that young learners have greater difficulty processing multi-speaker training materials in 

1195 L2 vocabulary learning, and subsequently fail to show a speaker-variability benefit at test. One 

1196 interpretation of these findings is that age-related capacity limitations may constrain the ability to 

1197 benefit from speaker variability, supporting the notion that differences in capacity limitations can 

1198 affect an individualís ability to benefit from multi-talker training. 

1199 Returning to the current study, we did not find an interaction between variability-training 

1200 and learner aptitude. However, it is important to acknowledge the results of our Bayes factor 

1201 analyses, which did not find substantial evidence in support of the null over H1 (or H1 over H0) 

1202 for any of the test tasks. This means that we cannot draw conclusions about this hypothesis from 

1203 the current data. In theory, we could continue collecting data until we had substantial evidence 

1204 for either H0 or H1. To explore the feasibility of this, we conducted supplementary analyses to 

1205 estimate the sample size that might be needed to see substantial evidence for the null (based on 
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1229 relatively small samples in these original studies, and the increasing recognition that psychology 

1230 experiments have been routinely underpowered (Maxwell, Lau & Howard, 2015; and see 

1231 Vasishth, Mertzen, Jäger, & Gelman, (2018) for a recent demonstration in the area of reading) 

1232 and that can lead to increases in both type 1 and type 2 error, we suggest that it would be useful 

1233 to implement a direct, high powered replication of these previous studies. We note that having a 

1234 sufficient sample to provide substantial evidence for H1/H0 using Bayesian methods, or to obtain 

1235 90% power for frequentist methods, would likely require a much larger sample than is standard 

1236 in these types of studies. Given the time-consuming nature of these multiple session training 

1237 studies, moving to online testing may be necessary to make this feasible (see Xie et al. 2018 for 

1238 an example of an acoustic training study done over the web), or alternately multi-lab 

1239 collaboration may be necessary. Note that this would also allow us to see whether the fact that 

1240 Perrachione et al., (2011) found their interaction with untrained voices, whereas Sadakata & 

1241 McQueen (2014) found it only for trained voices, is a true difference (due to the different 

1242 paradigms) or due to power. Critically, successful replication would allow us to then extend the 

1243 paradigms in such a way as to explore the factors above. For example, would increasing the 

1244 number of tones to use all four Mandarin tones and/or using natural Mandarin stimuli affect the 

1245 interaction between variability in the input and learner aptitude? 

1246 Although direct replication will play a useful role in establishing these effects, we believe 

1247 that ultimately it will also be important to develop a more nuanced approach to measuring the 

1248 factors leading to different levels of aptitude both in tone learning, and in other types of phonetic 

1249 learning. We note that here in addition to not seeing the predicted interaction with variability, we 

1250 also didnít see interactions between aptitude and training session in any of our tasks, suggesting 

1251 that our aptitude measure predicted baseline performance on the task and not the ability to 
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1252 improve due to training. In addition, the tasks used to measure ìaptitudeî are quite similar in 

1253 nature to the training and test tasks, decreasing their explanatory value. Our ongoing work 

1254 explores the combined predictive value of a range of measures including measures of attention, 

1255 working memory and musical ability. Identifying factors which are predictive of aptitude for 

1256 tone learning has clear implications for teaching and the personalisation of teaching methods. 

1257 5 Conclusion

1258 We trained naive participants on all four Mandarin tones, using real language stimuli 

1259 embedded in a word learning task. We found improvements in both production and perception of 

1260 tones which transferred to novel voices and items. We found that learning was greatest for 

1261 training with a single voice but that training with a single voice versus four voices (whether 

1262 intermixed or blocked) lead to equal amounts of generalisation. Although learner aptitude 

1263 predicted performance in most tasks, there was no evidence that different levels of aptitude lead 

1264 to better or worse learning from different types of training input.
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�F�i�g�u�r�e� �8

�M�e�a�n� �p�i�n�y�i�n� �a�c�c�u�r�a�c�y� �o�f� �W�o�r�d� �R�e�p�e�t�i�t�i�o�n� �f�o�r� �L�V� �(�L�o�w� �V�a�r�i�a�b�i�l�i�t�y�)�,� �H�V� �(�H�i�g�h� �V�a�r�i�a�b�i�l�i�t�y�)

�a�n�d� �H�V�B� �(�H�i�g�h� �V�a�r�i�a�b�i�l�i�t�y� �B�l�o�c�k�e�d�)� �t�r�a�i�n�i�n�g� �g�r�o�u�p�s� �i�n� �P�r�e�-� �a�n�d� �P�o�s�t�-�t�e�s�t�s� �f�o�r� �t�r�a�i�n�e�d� �a�n�d

�u�n�t�r�a�i�n�e�d� �i�t�e�m�s�.� �E�r�r�o�r� �b�a�r�s� �s�h�o�w� �9�5�%� �c�o�nû��d�e�n�c�e� �i�n�t�e�r�v�a�l�s�.
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�F�i�g�u�r�e� �9

�T�o�n�e� �a�c�c�u�r�a�c�y� �a�n�d� �P�i�n�y�i�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �f�o�r� �L�V� �(�L�o�w� �V�a�r�i�a�b�i�l�i�t�y�)�,� �H�V� �(�H�i�g�h

�V�a�r�i�a�b�i�l�i�t�y�)� �a�n�d� �H�V�B� �(�H�i�g�h� �V�a�r�i�a�b�i�l�i�t�y� �B�l�o�c�k�e�d�)� �t�r�a�i�n�i�n�g� �g�r�o�u�p�s�.� �E�r�r�o�r� �b�a�r�s� �s�h�o�w� �9�5�%

�c�o�nû��d�e�n�c�e� �i�n�t�e�r�v�a�l�s�.
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�F�i�g�u�r�e� �1�0

�A�c�c�u�r�a�c�y� �i�n� �t�h�e� �T�h�r�e�e� �I�n�t�e�r�v�a�l� �O�d�d�i�t�y� �a�n�d� �T�r�a�i�n�i�n�g� �d�a�t�a� �f�o�r� �L�V� �(�L�o�w� �V�a�r�i�a�b�i�l�i�t�y�)�,� �H�V

�(�H�i�g�h� �V�a�r�i�a�b�i�l�i�t�y�)� �a�n�d� �H�V�B� �(�H�i�g�h� �V�a�r�i�a�b�i�l�i�t�y� �B�l�o�c�k�e�d�)� �t�r�a�i�n�i�n�g� �g�r�o�u�p�s�.� �E�r�r�o�r� �b�a�r�s� �s�h�o�w

�9�5�%� �c�o�nû��d�e�n�c�e� �i�n�t�e�r�v�a�l�.

�(�A�)�M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �T�h�r�e�e� �I�n�t�e�r�v�a�l� �O�d�d�i�t�y�,� �s�p�l�i�t� �b�y� �h�i�g�h� �(�H�A�)� �v�e�r�s�u�s� �l�o�w� �(�L�A�)� �a�p�t�i�t�u�d�e� �i�n� �t�h�e

�P�i�t�c�h� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t� �t�a�s�k� �(�B�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �T�r�a�i�n�i�n�g�,� �s�p�l�i�t� �b�y� �h�i�g�h� �(�H�A�)� �v�e�r�s�u�s

�l�o�w� �(�L�A�)� �a�p�t�i�t�u�d�e� �i�n� �t�h�e� �P�i�t�c�h� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t� �t�a�s�k
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�F�i�g�u�r�e� �1�1

�A�c�c�u�r�a�c�y� �i�n� �t�h�e� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �a�n�d� �P�i�c�t�u�r�e� �I�d�e�n�t�iû��c�a�t�i�o�n� �d�a�t�a� �f�o�r� �L�V� �,� �H�V� �a�n�d� �H�V�B

�t�r�a�i�n�i�n�g� �g�r�o�u�p�s�,� �s�p�l�i�t� �b�y� �h�i�g�h� �(�H�A�)� �v�e�r�s�u�s� �l�o�w� �(�L�A�)� �a�p�t�i�t�u�d�e� �i�n� �t�h�e� �P�i�t�c�h� �C�o�n�t�o�u�r

�P�e�r�c�e�p�t�i�o�n� �T�e�s�t�.

�E�r�r�o�r� �b�a�r�s� �s�h�o�w� �9�5�%� �c�o�nû��d�e�n�c�e� �i�n�t�e�r�v�a�l�.� �(�A�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �t�o�n�e� �a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e� �(�B�)
�S�c�a�t�t�e�r� �p�l�o�t� �c�o�n�t�r�a�s�t�i�n�g� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �t�o�n�e� �a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e� �a�n�d� �c�o�r�r�e�s�p�o�n�d�i�n�g
�a�p�t�i�t�u�d�e� �m�e�a�s�u�r�e� �f�r�o�m� �P�i�c�t�u�r�e� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t� �(�C�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �P�i�n�y�i�n
�a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e� �(�D�)� �S�c�a�t�t�e�r� �p�l�o�t� �c�o�n�t�r�a�s�t�i�n�g� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �N�a�m�i�n�g� �P�i�n�y�i�n� �a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e
�a�n�d� �c�o�r�r�e�s�p�o�n�d�i�n�g� �a�p�t�i�t�u�d�e� �m�e�a�s�u�r�e� �f�r�o�m� �P�i�c�t�u�r�e� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t� �(�E�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e
�I�d�e�n�t�iû��c�a�t�i�o�n� �(�F�)� �S�c�a�t�t�e�r� �p�l�o�t� �c�o�n�t�r�a�s�t�i�n�g� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �P�i�c�t�u�r�e� �I�d�e�n�t�iû��c�a�t�i�o�n� �a�n�d� �c�o�r�r�e�s�p�o�n�d�i�n�g� �a�p�t�i�t�u�d�e
�m�e�a�s�u�r�e� �f�r�o�m� �P�i�c�t�u�r�e� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t

PeerJ reviewing PDF | (2018:07:29837:2:1:NEW 18 May 2019)

Manuscript to be reviewed



PeerJ reviewing PDF | (2018:07:29837:2:1:NEW 18 May 2019)

Manuscript to be reviewed



�F�i�g�u�r�e� �1�2

�A�c�c�u�r�a�c�y� �i�n� �t�h�e� �W�o�r�d� �R�e�p�e�t�i�t�i�o�n� �d�a�t�a� �f�o�r� �L�V�,� �H�V� �a�n�d� �H�V�B� �t�r�a�i�n�i�n�g� �g�r�o�u�p�s�,� �s�p�l�i�t� �b�y� �h�i�g�h

�(�H�A�)� �v�e�r�s�u�s� �l�o�w� �(�L�A�)� �a�p�t�i�t�u�d�e� �i�n� �t�h�e� �P�i�t�c�h� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t�.� �E�r�r�o�r� �b�a�r�s� �s�h�o�w� �9�5�%

�c�o�nû��d�e�n�c�e� �i�n�t�e�r�v�a�l�s�.

�(�A�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �W�o�r�d� �R�e�p�e�t�i�t�i�o�n� �t�o�n�e� �a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e� �(�B�)� �M�e�a�n� �a�c�c�u�r�a�c�y� �o�f� �W�o�r�d

�R�e�p�e�t�i�t�i�o�n� �P�i�n�y�i�n� �a�c�c�u�r�a�c�y� �m�e�a�s�u�r�e
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�T�a�b�l�e� �1�(�o�n� �n�e�x�t� �p�a�g�e�)

�M�e�a�n� �a�g�e� �r�a�n�g�e�,� �a�v�e�r�a�g�e� �n�u�m�b�e�r� �o�f� �l�a�n�g�u�a�g�e�s� �l�e�a�r�n�e�d� �a�n�d� �m�e�a�n� �s�t�a�r�t�i�n�g� �a�g�e� �o�f

�l�e�a�r�n�i�n�g� �t�h�e� û��r�s�t� �L�2� �f�o�r� �p�a�r�t�i�c�i�p�a�n�t�s� �i�n� �e�a�c�h� �c�o�n�d�i�t�i�o�n�.
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1

Condition Mean Age Age Range Languages 

Learned

Average Staring 

Age

Low Variability 26.15 (2.2) 19-53 2.7 (0.5) 13.8 (1.1)

High Variability 25.65 (0.7) 19-47 2.5 (0.6) 12.2 (0.5)

High Variability 

blocked
22.05 (1.4) 19-30 2.0 (1.3) 11.8 (0.4)

2
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�T�a�b�l�e� �2�(�o�n� �n�e�x�t� �p�a�g�e�)

�U�s�e� �o�f� �t�r�a�i�n�e�d� �a�n�d� �u�n�t�r�a�i�n�e�d� �i�t�e�m�s� �a�n�d� �v�o�i�c�e�s� �i�n� �d�iû��e�r�e�n�t� �t�a�s�k�s�.
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1

Task Items Voice

Picture Identification
Trained

One trained voice
(counterbalanced, see Table 3)

One untrained voice
(counterbalanced, see Table 3)

Three Interval Oddity
(Pre and Post)

Trained and 
untrained 

4 new voices

Picture Naming Trained
NA

Word Repetition
(Pre and Post)

Trained and 
untrained

1 trained voice
(counterbalanced, see Table 3)

Individual Aptitude test 1
Pitch Contour Perception Test

(Pre and Post)
    Vowels 4 untrained voices

Individual Aptitude test 2
Categorisation of Synthesised Tonal Continua

(Pre and Post)
Synthesised voice Synthesised voice

2
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�T�a�b�l�e� �3�(�o�n� �n�e�x�t� �p�a�g�e�)

�C�o�u�n�t�e�r�b�a�l�a�n�c�i�n�g� �o�f� �v�o�i�c�e�s� �a�c�r�o�s�s� �t�r�a�i�n�i�n�g� �c�o�n�d�i�t�i�o�n�s� �i�n� �t�h�e� �P�i�c�t�u�r�e� �I�d�e�n�t�iû��c�a�t�i�o�n� �t�a�s�k

�(�t�h�e� �o�n�l�y� �t�e�s�t� �i�n� �w�h�i�c�h� �t�r�a�i�n�e�d� �a�n�d� �u�n�t�r�a�i�n�e�d� �v�o�i�c�e�s� �a�r�e� �d�i�r�e�c�t�l�y� �c�o�n�t�r�a�s�t�e�d�)� �a�n�d� �t�h�e

�W�o�r�d� �R�e�p�e�t�i�t�i�o�n� �t�e�s�t�s�.
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1

Task Voice
Version 1 Version 2 Version 3 Version 4 Version 5

Training, LV F1 F2 F3 M1 M2
Training, HV/HVB F1

F3
M1
M2

F2
F1
M1
M2

F3
M2
F1
F2

M1
F1
F2
F3

M2
F2
F3
M1

Picture Identification
Trained voice

Untrained voice
F1
F2

F2
F3

F3
M1

M1
M2

M2
F1

Word Repetition F1 F2 F3 M1 M2
2
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�T�a�b�l�e� �4�(�o�n� �n�e�x�t� �p�a�g�e�)

�S�t�a�t�i�s�t�i�c�s� �o�b�t�a�i�n�e�d� �w�h�e�n� �a�d�d�i�n�g� �i�n� �p�a�r�t�i�c�i�p�a�n�t� �a�p�t�i�t�u�d�e� �(�a�s� �m�e�a�s�u�r�e�d� �b�y� �p�e�r�f�o�r�m�a�n�c�e

�o�n� �t�h�e� �P�i�t�c�h� �C�o�n�t�o�u�r� �P�e�r�c�e�p�t�i�o�n� �T�e�s�t� �t�a�s�k� �a�t� �p�r�e�-�t�e�s�t�)� �i�n�t�o� �t�h�e� �m�o�d�e�l�s� �p�r�e�d�i�c�t�i�n�g

�p�e�r�f�o�r�m�a�n�c�e� �o�n� �t�h�e� �t�e�s�t� �a�n�d� �t�r�a�i�n�i�n�g� �t�a�s�k�s�.
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1

Data Set Coefficient Name Statistics

Aptitude �� = 0.07, SE = 0.03, z = 2.35, p = .019

Aptitude by Test-Session �� = 0.03, SE = 0.04, z = 0.72, p = .473

Aptitude by LV-HV Contrast by Test-Session �� = 0.05, SE = 0.11, z = 0.47, p = .639

Aptitude by LV-HVB Contrast by Test-Session �� = 0.13, SE = 0.10, z = 1.35, p = .176

Aptitude by LV-HV Contrast by Test-Session by 

Item-Novelty

�� = -0.14, SE = 0.15, z = -0.97, p = .334

Word Repetition: 

Tone Accuracy

(Pre/Post)

Aptitude by LV-HVB Contrast by Test-Session by 

Item-Novelty

�� = 0.07, SE = 0.13, z = 0.50, p = .61

Aptitude �� = 0.07, SE = 0.03, z = 2.19, p = .029

Aptitude by Test-Session �� = 0.01, SE = 0.23, z = 0.31, p = .757

Aptitude by LV-HV Contrast by Test-Session �� = 0.05, SE = 0.07, z = 0.77, p = .443

Aptitude by LV-HVB Contrast by Test-Session �� = 0.05, SE = 0.06, z = 0.83, p = .410

Aptitude by LV-HV Contrast by Test-Session by 

Item-Novelty

�� = -0.12, SE = 0.13, z = -0.94, p = .346

Three Interval 

Oddity

(Pre/Post)

Aptitude by LV-HVB Contrast by Test-Session by 

Item-Novelty

�� = 0.06, SE = 0.11, z = 0.52, p = .604

Aptitude �� = 0.13, SE = 0.048, z = 2.70, p = .007

Aptitude by LV-HV Contrast �� = -0.04, SE = 0.11, z = -0.332, p = .740

Training

Aptitude by LV-HV Contrast �� = 0.03, SE = 0.10, z = 0.26, p = 0.795

Aptitude �� = 1.48, SE = 0.08, z = 1.96, p = .050Picture 

Identification Aptitude by Voice Novelty �� = -0.03, SE = 0.07, z = -0.33, p = .745
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Aptitude by LV-HV Contrast �� = -0.02, SE = 0.19, z = -0.12, p = .901

Aptitude by LV-HVB Contrast �� = 0.01, SE = 0.17, z = 0.09, p = .932

Aptitude by LV-HV Contrast by Voice-Novelty �� = 0.35, SE = 0.21, z = 1.63, p = .103

(Post Only)

Aptitude by LV-HVB Contrast by Voice-Novelty �� = -0.11, SE = 0.19, z = -0.58, p = .566

Aptitude �� = 0.08, SE = 0.04, z = 1.89, p = .0.059

Aptitude by LV-HV Contrast �� = -0.09, SE = 0.11, z = -0.84, p = .402

Picture Naming: 

Tone Accuracy

Aptitude by LV-HVB Contrast �� = 0.12, SE = 0.10, z = 1.22, p = .224

2
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�T�a�b�l�e� �5�(�o�n� �n�e�x�t� �p�a�g�e�)

�B�a�y�e�s� �F�a�c�t�o�r� �r�e�s�u�l�t�s� �t�e�s�t�i�n�g� �t�h�e� �h�y�p�o�t�h�e�s�i�s� �t�h�a�t� �t�h�e�r�e� �i�s� �g�r�e�a�t�e�r� �g�e�n�e�r�a�l�i�s�a�t�i�o�n� �f�o�l�l�o�w�i�n�g

�e�i�t�h�e�r� �o�f� �t�h�e� �h�i�g�h� �v�a�r�i�a�b�i�l�i�t�y� �t�r�a�i�n�i�n�g� �c�o�n�d�i�t�i�o�n�s� �t�h�a�n� �t�h�e� �l�o�w� �v�a�r�i�a�b�i�l�i�t�y� �c�o�n�d�i�t�i�o�n
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1

Contrast
Mean

difference
Stand. 
Error

H1 
estimate x

Bayes
Factor (B)

Robustness 
Region

Picture ID (Novel voice only)
HV+ HVB > LV 0.13 0.228 1.71 0.219 1.11 : ��

Picture Naming, (Tone accuracy)
HV+ HVB > LV -0.225 0.168 1.076 0.067 0.202 : ��

Picture Naming (Pinyin Accuracy)
HV+ HVB > LV 0.104 0.196 4.05 0.08 0.101 : ��

Word Repetition (Tone accuracy)
test-session by
HV+ HVB > LV

-0.108 0.157 0.395 0.239 0.303 : ��

Word Repetition (Pinyin accuracy)
test-session by HV+ HVB > LV 0.095 -0.034 0.152 0.421 0 : 0.202

Three Interval Oddity
test-session by HV+ HVB > LV -0.001 0.1 0.31 0.303 0.303 : ��
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�T�a�b�l�e� �6�(�o�n� �n�e�x�t� �p�a�g�e�)

�B�a�y�e�s� �F�a�c�t�o�r� �r�e�s�u�l�t�s� �t�e�s�t�i�n�g� �t�h�e� �h�y�p�o�t�h�e�s�i�s� �t�h�a�t� �t�h�e�r�e� �i�s� �a�n� �i�n�t�e�r�a�c�t�i�o�n� �b�e�t�w�e�e�n

�a�p�t�i�t�u�d�e� �a�n�d� �v�a�r�i�a�b�i�l�i�t�y�-�c�o�n�d�i�t�i�o�n� �g�r�e�a�t�e�r� �g�e�n�e�r�a�l�i�s�a�t�i�o�n� �f�o�l�l�o�w�i�n�g� �e�i�t�h�e�r� �o�f� �t�h�e� �h�i�g�h

�v�a�r�i�a�b�i�l�i�t�y� �t�r�a�i�n�i�n�g� �c�o�n�d�i�t�i�o�n�s� �t�h�a�n� �t�h�e� �l�o�w� �v�a�r�i�a�b�i�l�i�t�y� �c�o�n�d�i�t�i�o�n
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1

Contrast
Mean

difference
Stand. Error H1 estimate x

Bayes
Factor (B)

Robustness
Region

ID, (Tone accuracy)
aptitude by HV+ HVB > LV 0.006 0.127 0.171 0.617 0: 0.354

Picture Naming, (Tone accuracy)
aptitude by HV+ HVB > LV 0.042 0.083 0.099 0.904 0: 0.354

Three Interval Oddity (Tone accuracy)
aptitude by test-session by HV+ HVB > LV 0.048 0.05 0.345 0.371 0: 0.354

Word Repetition (Tone accuracy)
aptitude by test-session by HV+ HVB > LV 0.091 0.082 0.379 0.654 0: 0.758

Training
aptitude by HV > LV -0.037 0.119 0.129 0.572 0 : 0.253

Training
aptitude by HVB > LV 0.026 0.101 0.129 0.732 0 : 0.354
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