Reviewer Comments
Reviewer 1 (Bartek Wilczynski)
Basic reporting
The authors present a short paper describing a new R package called DChIPRep for differential analysis of ChipSeq data including replicates. The package is in practice a wrapper on the typical pipeline where the researcher tests for differential enrichment in pre-defined regions using HTSeq and Deseq2. This is a common practice, however to my knowledge there was no dedicated package in R to do that, so it is likely to be useful for experimentalists who do not want to program their own pipeline using HTseq and Deseq2. While the paper itself is short, and serves mostly as an extended vignete for the package, I think it has serious problems that need to be addressed before publication.
Major points:
- The article cnstantly mixes software for nucleosome position detection (such as nucleR) and for ChIPSeq analysis (such as DiffBind). For example The authors write "Several software tools designed to analyze certain aspects of histone modification data are already available. They mostly focus on genome wide determination of nucleosome positions..." I understand that this might be connected to the background of the research for which the package was developed, however it is not an accurate desctription of the field. The whole section should be rewritten to properly discern between the question of nucleosome positioning (_not_ addresed by this method), chip-peak calling (_not_addresed by this method) and differential chip-seq analysis (addresed by this method).

In order to better reflect the current state of the field in our technical overview, we have followed the reviewer's suggestion and rewrote significant parts of this section. In particular, to provide better clarity on our description of the field, we have added the following introductory sentence to structure the following overview (line 50): "These usually focus on one or several of the 3 main aspects explored in chromatin biology: the genome--wide determination of nucleosome positions (not adressed by DChIPRep), the identification of genomic loci enriched in the modifications of interest (so-called peaks, not addressed by DChIPRep) and differential binding analysis, an aspect tackled by our package ". We have now explicitly referenced studies describing peak callers and explicitly linked the mentioned computational approaches to any of the 3 aforementioned problematics (lines 54, 58 and 62): 
· "Diverse statistical and numerical approaches have been concurrently implemented to infer nucleosome positions"
· "Mutiple approaches based on signal smoothing and local background modeling have also been implemented to identify regions with high numbers of mapped reads (peaks) of variable width (Feng et al., 2012; Bailey et al., 2013)"
· "Some algorithms proposed recently go beyond the determination of nucleosome or peak positions and aim at assessing differential enrichment"
The modifications detailed in the second point should also help clarify this section.

- The authors use for their case study a dataset from their recent paper on the BAR-Chip method, which uses chip-seq on the mnase digested and barcoded material. They sometimes refer to this dataset as MNase-Seq (e.g. line 95 or line 146) and sometimes as CHIP-data (e.g. in Fig. 1 legend). I understand that both are adequate, but it should be clarified (I had to look it up in the referenced paper, because typically these two procedures are not performed together). As I mention in the "experimental design" section, I think it would be much better to use a standard chip-seq method altogether, but if the authors want to use their own complex data, they should present it properly.

We thank the reviewer for highlighting this confusing inconsistency in the terminology. The aspects of this point refering to the experimental design are adressed in the subsequent section. The references to MNase only concerns the fragmentation method used prior to chromatin IP in the dataset used in the analysis of yeast samples. In order to clarify our manuscript we have changed the following sentences:
· line 111. The term "MNAse-seq" has been replaced by the highlighted segment: "In the case of paired-end reads originating from chromatin fragmented using microccocal nuclease (MNAse), such profiles can be obtained using the middle position of the genomic interval delimited by the DNA fragments".
· line 185. We have replaced the term "MNAse-seq" by "ChIP-seq" and added the highlighted sentence. "We applied DChIPRep to a paired-end ChIP-seq dataset for which biological replicates are available. The dataset also includes the associated chromatin inputs, which were obtained using MNAse digestion." We also replaced the term in  "MNAse-seq" line 183.



- The practice of using DeSeq or DeSeq2 statistics for differential ChipSeq is rather common. For example DeSeq is mentioned for this purpose in the paper on "Practical Guidelines for the Comprehensive Analysis of ChIP-seq Data" by T. Bailey and other ( PLoS Comp. Bio. 2013). The authors should acknowledge that this approach is rather common, which makes the automated tool even more welcome, rather than stating that "however, to the best of our knowledge, no direct approach to compare (...) exists so far."

We agree that it is indeed very common to use DESeq for differential binding analysis, however it has not been widely used to compare profiles of enrichment around genomic elements, which is the use case in our paper. In order to make this clear, we modified the sentence as follows:
 "Although e.g. DESeq2 is commonly used for differential binding analysis of ChIP-Seq data (Bailey et. al. 2013), to the best …" in line 68.

We furthermore added the following sentence elaborating further on the use of local FDRs at line 92:
"Local FDRs assess the significance of each positions individually and are thus well suited for the detection of fine-grained differences"
Indeed, we were keen on highlighting that the use of that local FDRs are a key component of our methodology.
We now also mention this aspect in the edgeR case study. An error was identified in the previous edgeR code and the normalization factors were not incorporated. After correction, the results using edgeR are now extremely similar to the DESeq2 ones, indicating that the local FDR based thresholding is possibly more important than the actual statistical test performed. This observation has been mentioned at line 227 "the edgeR-based pipeline gives very similar results in this case. In fact, all 906 positions called by DESeq2 downstream of the TSS are also called by edgeR. This indicates that the local FDR based thresholding, which assesses the significance of the position individually is more important than the actual statistical test performed."




Minor points:

- In the introductory sectionwhen the authors discuss PTM of histone tails, it would be useful to give a reference to some material where a reader can actually get some more information if they indeed don't know ahat these are. I would also mention that the modifications can be done to multiple residues making it a much more complex system.

We have now provided the two following references to give a point of entry in the field for readers unfamiliar with the biology of histone post translational modifications:
· Lateral thinking: How histone modifications regulate gene expression, Lawrence et al, Trends in Genetics 2015, that should provide a good resource. (line 31)
· Identification of 67 histone marks and histone crotonylation as a new type of histone modification, Tan et al, Cell, 2011, describing the breadth of discovered modifications using mass spectometry. (line 34)
To reflect the complexity arising from the deposition of histone PTM in combination, we have added the following sentence (line 31): "Such modifications may be found in combination on several residues of the same histone proteins, adding to the complexity of the combinatorial space of PTM that may be explored"


- line 76 - the second step of the framework states that the "fold-change greater than zero" is set, which I assume describes the Wald test, however the description here is lacking. Does the statement imply that a one-sided test is performed? or is the fold-change here with respect to the input? It should be clarified.

This statement is indeed a bit confusing. We now clarified that the threshold is related to the absolute fold change between the experimental groups: line 87.

- in the Data Import section, the authors mention that they provide a DChIPRep.py utility that extracts count data. However they do not mention it relies on the HTseq package . This is an important dependency as the .py file fails if there is no HTseq installed. This should be mentioned in the text and the HTseq tool should be referenced.

We kindly thank the reviewer for flagging this oversight - the reference to the HTSeq package has been added in the main text (line 286).


- line 59. there is a word "peer" that seems out of context

We thank the reviewer for noticing this typo and have removed this word from the main text (line 68).




Experimental design
Major points:
- The case study focuses on the BAR-CHIP data from Chabbert et al 2015. This is a recently developed and new protocol. Not exactly a standard in the field. If the method should be applicable to the wide spectrum of applications I would suggest using it on any, publicly available standard Chip-Seq dataset. The authors can present it also on their data to potentially highlight some additional features, however the title and abstract suggest that the tool is generally applicable to "chromatin studies" and "chip-seq data" and this is not demonstrated.

	We realised that the reference to the paper from Chabbert et al might be confusing as it describes a new protocol. Nevertheless, this study also includes classical ChIP-seq experiments whose sequencing are publicly available (these were used to confirm the findings obtained by the application of the new protocol). The particular datasets are the ones being analyzed in this publication. To clarify this aspect of our work, with have added the following sentence at line 185: "For this particular case study, we have only selected the sequencing data generated using a classical ChIP-seq protocol (while other samples have been profiled using a different protocol in the same publication)".
	Additionally, we have also analysed a second dataset coming from an independant study to demonstrate the generality of the method developped here. We have analyzed the differences in H3K4me3 occupancy around TSS between two mouse embryonic stem cell populations. Through the re-processing of the data from Galonska et al, Cell 2015, we have successfully called differentially enriched region in the TSS profile using the DChIPRep packages. Details of the analysis (which includes biological replicate and chomatin input data integration) are  now summarized in a new section of the paper titled "Analysis of H3K4me3 profiles in mouse embryonic stem cells" (line 237). This additional case study demonstrates the applicability of our tool to the analysis of multiple ChIP-seq datasets, describing various chomatin marks across different organisms.


- The additional use of Wald test is not well supported. This test assumes Normality of data, which is rarely satisfied in NGS data. It's not clear to me why this is necessary and whether there is evidence for normality of the metagene profile differences. I'd suggest a reference to a study with relevant statistical data

Our approach for statistical testing of differential enrichment/binding relies on the DESeq2 workflow that uses the Wald test as a standard test. This part of our approach is explained in the original DESeq2 paper (p.4, just below Figure 2): “These shrunken LFCs and their standard errors are used in the Wald tests for differential expression described in the next section”. As we used DESeq2 out of the box and referenced the original study, we did not feel the need to add modifications.

- The supplementary dat allows for replication of the plots, however, the instruction is misleading . The data is provided as an RData file, whiel the instruction is based on the assumption that the counts will be read from text files. This should be changed.

We thank the reviewer for highlighting this discordance in our explanation. This is indeed confusing, and we have now changed the respective section heading to “Steps for a typical analysis” to indicate that this particular section does not exactly reproduce the case study.



Validity of the findings
no comments


Comments for the author
I think this package can be very useful to many people, however the paper needs substantial modifications to both description of the method as well as the case study.





Reviewer 2 (Thomas Carroll)

Basic reporting

This article presents a Bioconductor package wrapper tool for differential ChIP analysis fitted to metagene profiles. 
The article does make mention of the existence of tools for the generation or analysis of metagene profiles but fails to make appropriate referencing to these tools despite referencing the DiffBind and CSAW Bioconductor package.
I would expect to see references to NGSplot (as a leading package in metaprofile related count table generation) and to the soGGi Bioconductor package released previously (of which I am author and which has a very high overlap of methods/approaches detailed below.).
Appropriate referencing of NGS plot and soGGI is required to provide sufficient background to previously available tools sharing highly overlapping functions.

We thank the reviewer for spotting the oversight in mentioning the ngs.plot and soGGi packages. We now mention ngs.plot and soGGi explicitly in the section describing our plotting functions and acknowledge the superior visualization capabilities that they provide (line 177):

We also added a new import function “importData_soGGi” based on the soGGi package and that allows a direct import of .bam files (version 1.1.7 or later, currently in the Bioconductor devel branch, this version is scheduled for the next release  - Bioc 3.3 - on May 4th). Consequently, DChIPRep now imports soGGi.


Experimental design

The package has significant overlap with pre-existing tools but offers a wrapper to the visualisation and reporting of positions differential for ChIP signal.

This package however provides no method of generation of metaprofiles in R despite many R packages providing methods to generate count tables from single-end ChIP-seq. The external python script provided will only work on SAM files (citing some comment on standards in BAM format on their github page I dont understand). The use of SAM files would greatly inflate the size of the input files.

It is unclear whether their python tool works for single end ChIP-seq to me. From a quick review of the python code it appears to rely on paired-end data. Since the vast majority of ChIP-seq is single end, the use of this tool is very limited. Should this be the case then this limitation must be mentioned in the text.

To avoid any confusion, we have now mentioned this limitation in the text - it should now be clear that the python script expects paired-end data (line 132) . Additionally, the integration of the soGGi import function now allows to work directly with bam files, as mentioned in the addressed point in the 'Basic reporting' section.


The high overlap with much of the functionality already seen within soGGi should be addressed with a focus on how DChIPRep differs.

 soGGi already carried the functionality seen within DChIPRep.py and implemented this within Bioconductor framework. This includes selection of pairs of read satisfying minimum and maximum fragment lengths and the filtering for duplicate reads. soGGi previously offers much of the functionality of the main package including the use of trimmed means, reporting plots as GGplot for user-customisation and the construction of summarisedExperiment objects for ease of use with differential tools in a few lines.

 In order to offer a useful tool, a complete workflow would be required working from single-end (including fragment length estimation/extension) or paired-end BAM files to visualisation of differential regions. I believe this could have been resolved for example by taking a dependency on soGGi and using code as below (here for paired data allowing for fragment length selection).

# Where mm9TSS is TSS locations in a GRanges object. mnaseData <- regionPlot("myMNAse.bam", mm9TSS, style="point", distanceUp = 2000, distanceDown = 2000, distanceAround = 2000, format="bam",paired=T,removeDup=F,minFragmentLength=100,maxFragmentLength=150)
myBPcountTable <- assay(mnaseData)
rownames(myBPcountTable) <- rowRanges(mnasData)$name
colnames(myBPcountTable) <- colnames(mnasData)


We would like to thank the reviewer for this great suggestion. As explained in details in the above sections, we have now incorporated a data import function that is based on soGGi and can directly import .bam files.


Although it is clearer in the packages code, I would like to see a more detailed description of the generation of normalisation factors for input correction including any references to better assess the methodology.

We thank the reviewer for this very important point. The normalization was indeed not very well explained in
 the paper. We have now extended the information on the normalization in the section “Call for enriched regions” and added the following elements: " Essentially, we use the positionwise ratios of ChIP and  Input data as the normalized data we first adjust  the total counts (representing the library size) of the chromatin Input metafeature profiles so that they match the library size of their corresponding ChIP samples. This corrects for global differences in sequencing depth between the ChIP and Input samples and is  commonly performed as a simple scaling normalization in the analysis of high-throughput sequencing data as exemplified in edgeR. The adjusted Input data is now on the same scale as the ChIP data and can directly be used as a position-specific normalization factor in  DESeq2. Other reports have also shown that it is possible to use the Input data directly as an "ordinary" sample and then test for differences between ratios of ratios  - this functionality might be added as an option in a future version of the package "

My major concern is that in its current state, this package does not offer original functionality and as a pipeline package fails to offer a complete workflow.

Thanks to the insightful comments from both reviewers, we believe that we have now integrated some key additional functionalities to DChIPRep that can provide a relatively complete workflow for ChIP-seq analysis. These major improvements include the implementaiton of import functions supporting a greater variety of data types (bam file, non-paired end data for example) and building on other Bioconductor packages (as described in the previous points). Additionally, we would like to emphasize here that the major novelty in our package lies in the creation of an analytical workflow allowing for the integration of chromatin input data and biological replicate information - we therefore offer a robust statistical framework to correct for local biases using the chromatin input while taking technical noise into account. The main added value of DChIPRep resides in this statistical approach rather than in the development of visualisation tools as implied by some of the comments adressed above. Through our comments and modifications of the manuscript, we believe that we have demonstrated that this concern is no longer valid.




Validity of the findings

[bookmark: _GoBack]This package's performance in detecting differentially bound regions is visually compared to that implemented in CSAW package. This comparison appears to show very similar results with the authors suggesting differences are largely due to the application of the fold change filter. This suggests that this wrapper tool offers little advantage over a similar method previously implemented.
A direct comparison of the methods in a table/vennDiagram of common versus unique differential regions and/or presentation of CSAW and DiffChIPRep results in a single plot or side-by-side would help clarifying how different these are and where differences lie.

	As mentioned in the section "Basic reporting" from reviewer 1, we have identified a mistake in the edgeR comparison an error present in the previous edgeR code: the normalization factors were not incorporated. After correction, the results using edgeR are now extremely similar to the DESeq2 ones. In fact, all of the position called significant by the DESeq2 pipeline are also identified as signficant by edgeR. 
	However, edgeR calls  positions as significant up to 250 bp downstream of the TSS, which have a very low fold change. This might be due to the post-hoc fold change cutoff used, something that is not necessary with DESeq2, since a fold change to be tested against can be specified directly. All these points are now discussed in greater detail in the manuscript (lines 227-233).
