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ABSTRACT
Recently, many studies have addressed the performance of phylogenetic
tree-building methods (maximum parsimony, maximum likelihood, and Bayesian
inference), focusing primarily on simulated data. However, for discrete
morphological data, there is no consensus yet on which methods recover the
phylogeny with better performance. To address this lack of consensus, we investigate
the performance of different methods using an empirical dataset for hexapods as a
model. As an empirical test of performance, we applied normalized indices to
effectively measure accuracy (normalized Robinson–Foulds metric, nRF) and
precision, which are measured via resolution, one minus Colless’ consensus fork
index (1-CFI). Additionally, to further explore phylogenetic accuracy and support
measures, we calculated other statistics, such as the true positive rate (statistical
power) and the false positive rate (type I error), and constructed receiver operating
characteristic plots to visualize the relationship between these statistics. We applied
the normalized indices to the reconstructed trees from the reanalyses of an empirical
discrete morphological dataset from extant Hexapoda using a well-supported
phylogenomic tree as a reference. Maximum likelihood and Bayesian inference
applying the k-state Markov (Mk) model (without or with a discrete gamma
distribution) performed better, showing higher precision (resolution). Additionally,
our results suggest that most available tree topology tests are reliable estimators of the
performance measures applied in this study. Thus, we suggest that likelihood-based
methods and tree topology tests should be used more often in phylogenetic tree
studies based on discrete morphological characters. Our study provides a fair
indication that morphological datasets have robust phylogenetic signal.

Subjects Biodiversity, Entomology, Evolutionary Studies, Taxonomy, Zoology
Keywords Accuracy, Insects, Likelihood-based methods, MK model, Morphological discrete data,
Precision, Resolution, Tree topology tests

INTRODUCTION
As organisms inherit their genome from their ancestors, phylogenetic trees are key to
predictability in the Life Sciences, and they are routinely used in most biological areas
(Felsenstein, 2004a). Using molecular datasets, likelihood-based methods (maximum
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likelihood and Bayesian inference) are widely used in phylogenetic analyses (Chen, Kuo &
Lewis, 2014; Felsenstein, 2004a), with a few genetic markers (Sanger, Nicklen & Coulson,
1977) or genomic data (Young & Gillung, 2020). Nevertheless, the performance of
tree-building methods using morphological data is somewhat controversial (but see
Felsenstein, 1978; Lewis, 2001) despite the predominance of the parsimony method (Farris,
1983; Kitching et al., 1998). As morphological data are the only type available in
palaeontology, it is important to evaluate methods using morphology (e.g., Goloboff, Torres
& Arias, 2018; Puttick et al., 2018; Schrago, Aguiar & Mello, 2018; Smith, 2019).

Computer simulations may be used to estimate the performance of tree-building
methods, as the user selects the actual phylogenetic tree by which simulated lineages
evolve. Hence, in those cases, there is a known true tree that is comparable to those
reconstructed by distinct methods which can be then evaluated. There have been many
recent morphology-based simulations that indicate that the Bayesian inference
outperforms both maximum likelihood and maximum parsimony in recovering the true
tree (O’Reilly et al., 2016, 2017, 2018; Puttick et al., 2017a, 2017b, 2018; Wright & Hillis,
2014). Conversely, also using simulations, Smith (2019) concluded that implied-weights
maximum parsimony and Bayesian inference seem to converge as the amount of
morphological data increases. Simulations, however, often rely on an unrealistic
combination of parameter values, particularly when using morphological data (Goloboff
et al., 2019;O’Reilly et al., 2018). Some researchers suggest, for instance, that the traditional
k-state Markov (Mk) model (Lewis, 2001) may be biased (e.g., Goloboff, Torres & Arias,
2017, 2018) towards likelihood-based methods. Naturally, model-based simulated datasets
tend to oversimplify evolutionary processes, potentially leading to biased results (Goloboff,
Torres & Arias, 2017; O’Reilly et al., 2016; Wright & Hillis, 2014).

To evaluate the performance of tree-building methods using morphological data, one
possible alternative is to use a reference tree, that is, a tree that is well-supported by fossils,
molecules, phylogenomics and morphology (e.g., Miyamoto & Fitch, 1995). This popular
approach is partially derived from classical congruence studies and relies on the premise
that the congruent or reference topology is the best estimate for the true topology of a
group; thus, by comparing reference and inferred trees, we would be able to measure
phylogenetic accuracy (Hillis, 1995).

Therefore, in this study, to evaluate the performance of tree-building methods, we used
a discrete morphological dataset (Beutel & Gorb, 2001) to test maximum parsimony,
maximum likelihood, and Bayesian inference in recovering a phylogenomic extant
Hexapoda topology (Misof et al., 2014). We compared reconstructed and reference trees
using a topological distance metric that measures accuracy (Day, 1986; Penny, Foulds &
Hendy, 1982; Robinson & Foulds, 1981). Additionally, we analysed other metrics, such as
precision (measured via resolution) and the relationship with support measures (see
section “Metrics and indices” in Methods for more on our use of “accuracy”).
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MATERIALS AND METHODS
Data matrix, reference tree, and phylogenetic reconstructions
We aimed to study the performance of the metrics of accuracy and precision (measured via
resolution) and their relationship with support measures (Brown et al., 2017; Smith, 2019).
As previously reported, we used the reference topology resulting from the phylogenomic
analysis of 1,478 protein-coding genes (1K Insect Transcriptome Evolution Project,
1KITE, https://1kite.org;Misof et al., 2014; Fig. 1). We selected this topology because many
recent studies have used this tree as a reference for Hexapoda (e.g., Beutel et al., 2017;
Boudinot, 2018; Moreno-Carmona, Cameron & Quiroga, 2021; Kjer et al., 2016a, 2016b).
Additionally, other reconstructed topologies (e.g., Peters et al., 2014; Song et al., 2016;
Thomas et al., 2020;Wipfler et al., 2019) and fossil taxa (Wolfe et al., 2016) were congruent
with this topology, rendering a high degree of phylogenetic confidence (Hillis, 1995;
Miyamoto & Fitch, 1995).

The original taxonomic names (in the data matrix and reference tree) were revised
according to the most recent information (Beutel et al., 2017; Grimaldi & Engel, 2005; Kjer
et al., 2016a, 2016b; see File S1). A summary flowchart showing the operational steps of the
present study is shown in Fig. 2. Our phylogenies were reconstructed using an empirical
discrete morphological dataset from extant Hexapoda, (Beutel & Gorb, 2001; 115
characters, of which 98 are parsimony informative and seven are constant; equal-weights
maximum parsimony ensemble consistency index = 0.697; equal-weights maximum
parsimony ensemble retention index = 0.765 (Farris, 1989); G1 statistic = −0.716 (Hillis &
Huelsenbeck, 1992; Sokal & Rohlf, 1981)), to test the performance of the tree-building
methods in recovering the selected well-supported phylogenomic topology (Misof et al.,
2014).

The following phylogenetic tree-building methods were used in this study: (1) Bayesian
inference (BI; Rannala & Yang, 1996; Yang & Rannala, 1997), (2) maximum likelihood
(ML; Felsenstein, 1973, 1981), (3) unordered (nonadditive) equal-weights maximum
parsimony (EW-MP; Farris, 1983; Fitch, 1971), and (4) unordered (nonadditive)
implied-weights maximum parsimony (IW-MP; Goloboff, 1993). In the latter, several
values for the constant (K parameter) were used (2, 3, 5, 10, and 20) for the homoplasy
concavity function, which modifies the weights of characters, downweighting more
homoplastic characters. Hence, seeking to avoid a possible bias, we tested several values
following the procedure of Smith (2019).

The k-state Markov (Mk) model (Lewis, 2001) is, to a certain degree, a generalization of
the Jukes & Cantor (1969) model (JC69) for discrete morphological data applied to k
(unordered)-state characters, assuming evolution via a stochastic Markovian process.
Using the Mk model, we can assign a 2 × 2 rate matrix (k = 2) for binary characters or a
higher dimensionality rate matrix (k > 2) for multistate characters. Hence, the
dimensionality of the Mk matrices exhibits variability among characters. In the case of the
JC69 model, the process is always modelled in a 4 × 4 rate matrix for all characters.
Therefore, the JC69 model could be seen as a special case of the Mk model for k = 4 (see
Felsenstein, 1973; Lewis, 2001; Pagel, 1994 for more details).
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In the present study, the Mk model was modelled with and without a discrete gamma
distribution (Mk+G and Mk, respectively) to account for the heterogeneity rates across
sites/characters (Jin & Nei, 1990; Uzzell & Corbin, 1971; Yang, 1993, 1994). PAUP� 4.0a169
software (Swofford & Bell, 2017) was used for EW-MP and IW-MP; IQ-Tree 2 software
(Minh et al., 2020; Nguyen et al., 2015) was used for ML; and MrBayes 3.2.7a software
(Ronquist et al., 2012) was used for BI.

In the case of the BI runs, chain convergence of the posterior distribution was checked
via Tracer 1.7.1 software (Rambaut et al., 2018), evaluating the parameters: for standard
deviations of split frequencies, the minimum threshold of 0.01 was adopted; for minimum
and average values of the effective sample size (ESS; Ripley, 1987), the recommended
minimum threshold of 200 was adopted; and the potential scale reduction factor (PSRF;
Gelman & Rubin, 1992) approached 1.000.

Statistical support for branches (Wróbel, 2008) was generated by (1) nonparametric
bootstrap (i.e., standard bootstrap) for EW-MP and IW-MP; this resampling method was

Figure 1 Phylogeny of Hexapoda. Phylogeny of the subphylum Hexapoda used in the present work as a
well-supported reference cladogram. This phylogenetic tree was pruned from the phylogenomic analysis
of 1,478 protein-coding genes, 1KITE project, https://1kite.org (Misof et al., 2014; see also Beutel et al.,
2017 and Kjer et al., 2016a, 2016b). Operational adaptations made in the terminal groups are detailed
in File S1. Full-size DOI: 10.7717/peerj.16706/fig-1
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adapted by Felsenstein (1985) from the original proposal of Efron (1979); (2) “ultrafast”
bootstrap (UFBoot;Hoang et al., 2018;Minh, Nguyen & von Haeseler, 2013) for maximum
likelihood analyses; and (3) posterior probability (PP) of Bayesian inference (Yang &
Rannala, 1997). Note that the application of the “ultrafast” bootstrap (developed for
likelihood analyses) has increased recently, since it is not just an ordinary faster
improvement compared to the standard bootstrap but is also reportedly a more accurate
resampling method for maximum likelihood (Hoang et al., 2018). Therefore, the support
chosen and applied here is consistent with traditional and current phylogenetic practices
among phylogenetic tree-building methods (Hoang et al., 2018; Minh, Nguyen & von
Haeseler, 2013; Minh et al., 2020; Nguyen et al., 2015).

All the resulting trees from all the phylogenetic methods were summarized by the
majority-rule consensus tree method (Margush & McMorris, 1981) for nonparametric
bootstrap, “ultrafast” bootstrap, and posterior probability. The majority-rule consensus
tree was used to summarize the BI results, considering that this strategy is more accurate
(also when the trade-off with precision is considered) than the alternatives, maximum
clade credibility consensus tree (MCC) and maximum a posteriori tree (MAP) (Holder,
Sukumaran & Lewis, 2008; O’Reilly & Donoghue, 2018; Rannala & Yang, 1996).

Next, among all methods, the groups were collapsed using four different support
thresholds (1-a) (majority-rule consensus = 50%, 65%, 80%, and 95%). Brown et al. (2017)
demonstrated that accuracy and precision measures should preferentially be calculated for

Figure 2 Flowchart. Summary flowchart showing the operational steps of the present study. Steps (1) to (3) and (5) are characterized and detailed in
the section “Data matrix, reference tree, and phylogenetic reconstructions”. Steps (3) to (5) are characterized and detailed in the section “Metrics and
indices”. Steps (6) to (11) are characterized and detailed in the section “Statistical and tree topology tests”.

Full-size DOI: 10.7717/peerj.16706/fig-2
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trees with comparable support thresholds (and not in optimal point estimate trees, such as
an optimal maximum likelihood tree). If different support threshold trees are compared
directly (e.g., an majority-rule consensus compared to a 95% support threshold tree),
precision is overestimated (in the majority-rule consensus) or underestimated (in the 95%
support threshold tree), and thus, the results are misleading (see also Alfaro, Zoller &
Lutzoni, 2003; Berry & Gascuel, 1996). Finally, the resulting cladograms were visualized
using the Interactive Tree of Life online platform (iTOL) v5 (Letunic & Bork, 2021).

Metrics and indices
To assess the performance of the phylogenetic tree-building methods tested in this study,
the three metrics used were accuracy, precision, and statistical support measures. Accuracy
measures the degree of the “true” evolutionary relationships recovered (Hillis & Bull, 1993;
Hillis, 1995). We acknowledge a degree of uncertainty in our reference tree since we are
using a well-supported empirical tree; hence, the terms accuracy and true/false are not
applicable in the strict sense (i.e., our accuracy measure is a reasonable proxy). However,
we decided to use it due to the lack of a more appropriate term (references that use the
term in this sense or in a similar sense: Cunningham, 1997; Hipp, Hall & Sytsma, 2004;
Russo, Takezaki & Nei, 1996; Seixas, Paiva & Russo, 2016).

Precision is a more straightforward measurement, which in this case corresponds to the
resolution of a phylogeny (i.e., the degree of evolutionary relationships recovered) (Brown
et al., 2017). Finally, the statistical support measures correspond to the degree of
confidence, or uncertainty, of interior branches in a phylogenetic tree (Wróbel, 2008),
which in turn directly impacts the precision; this happens if we apply a support threshold,
which in turn generates a trade-off with accuracy (Holder, Sukumaran & Lewis, 2008;
Brown et al., 2017; O’Reilly & Donoghue, 2018; Smith, 2019). On this subject, collapsing
poorly supported clades into soft polytomies often improves the overall accuracy, and
these poorly supported clades should not be considered reliable in general (see O’Reilly &
Donoghue, 2018). Here, we standardized the latter metric simply as nodal “support”, which
includes phylogenetic resampling methods, such as the nonparametric bootstrap and the
“ultrafast” bootstrap, as well as the posterior probability of Bayesian inference (Alfaro,
Zoller & Lutzoni, 2003; Hillis & Bull, 1993; Soltis & Soltis, 2003).

We evaluated the performance (accuracy and precision and their relationship with
support measures) of different categories of tree-building methods, such as parsimony vs
likelihood-based methods, since these measures are complementary (Mackay, 1950; Smith,
2019). The topological distance between two trees has traditionally been calculated by the
Robinson–Foulds metric (RF), also known as the “Robinson–Foulds distance”, “symmetric
difference”, or “partition distance” (Bourque, 1978; Penny, Foulds & Hendy, 1982;
Robinson, 1971; Robinson & Foulds, 1981), with a widely applied modification (Rzhetsky &
Nei, 1992) that enables calculation in multifurcating trees.

The Robinson–Foulds metric may be used to estimate accuracy when comparing a
reconstructed tree with a reference tree (Hillis, 1995). As the distance (RF) range is not 0 to
1, a comparison between different metrics (e.g., a comparison with a precision metric) is
inappropriate without adequate normalization. The most suitable normalization, termed
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“symmetric difference”, was proposed by Day (1986), in which the Robinson–Foulds
absolute value (RF) is divided by the sum of the total number of resolved (not polytomous)
nontrivial splits in each tree. In this study, it is simply termed the “normalized
Robinson–Foulds metric” (nRF). The RF absolute values were calculated using the
“treedist” of the PHYLIP 3.698 program package, PHYLogeny Inference Package
(Felsenstein, 2013), and subsequently, these values were normalized via the procedure
mentioned above.

Regarding the precision (measured via resolution), we calculated the ratio of the
number of unresolved nontrivial splits or polytomic splits (NRS) to the number of possible
nontrivial splits (PS), which also corresponds to one minus Colless’ consensus fork index
(CFI) (Colless, 1980, 1981). We used this complementary measure in relation to the CFI
index, which ranges from 0 to 1, because a perfectly resolved phylogeny would have a value
of zero, whereas a totally polytomic tree would have a value of one. Thus, the values of
phylogenetic resolution (1-CFI) can be compared on the same scale as the values of
phylogenetic accuracy (nRF).

Additionally, to further explore phylogenetic accuracy and support measures (e.g.,
Anisimova & Gascuel, 2006; Anisimova et al., 2011; Berry & Gascuel, 1996), we calculated
other statistics: (1) the true positive rate (or statistical power), when a recovered branch has
a support value higher than a given threshold and is present in our reference tree; (2) the
false positive rate (or type I error), when a recovered branch has a support value higher
than a given threshold and is not present in the reference tree; (3) the true negative rate,
when a recovered branch has a support value lower than a given threshold and is not
present in the reference tree; and (4) the false negative rate (or type II error), when a
recovered branch has a support value lower than a given threshold and is present in the
reference tree. To summarize these metrics, we measured the Matthews correlation
coefficient (Matthews, 1975), also known as the Yule phi (φ) coefficient (Yule, 1912). This
metric ranges from a negative one (a total disagreement of the predictions) to a positive
one (a perfect agreement of the predictions), measuring the power of the prediction of a
binary (true/false) classification estimator.

Statistical and tree topology tests
We performed a series of statistical analyses to verify the normality (Shapiro‒Wilk test;
Shapiro & Wilk, 1965) and homogeneity of variances of the accuracy and precision (nRF
and 1-CFI) (Levene’s test; Levene, 1960). The difference in performance when comparing
different phylogenetic tree-building methods was statistically tested using the four support
thresholds (majority-rule consensus = 50%, 65%, 80%, and 95%) by applying general linear
model statistical tests and corresponding nonparametric tests for cases lacking normality
and/or homogeneity of variances (Kruskal & Wallis, 1952; Nelder & Wedderburn, 1972).

In addition to testing individual methods, we also checked the performance of groups of
methods using an independent-sample Student’s t test (Gosset, 1908), namely, maximum
parsimony methods (EW-MP and IW-MP) vs likelihood-based methods (ML and BI).
Since all the statistical testing in this study represents a multiple comparison problem, the
Šidák (1967) correction was applied to control for the familywise error rate (m = 2,
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a′ = 0.0253), i.e., a correction of the p value (a = 0.05). All the tests described above were
performed using Past 4.01 software (Hammer, Harper & Ryan, 2001).

We performed a series of classic nonparametric tree topology tests (i.e., paired-site tests
sensu Felsenstein, 2004b) that can be used in parsimony- and likelihood-based phylogenies
(Felsenstein, 2004b; Goldman, Anderson & Rodrigo, 2000; Shimodaira, 2002), following a
well-known similar approach used in many studies (e.g., Buckley, 2002; Černý & Simonoff,
2023; Ferreira et al., 2023; Schneider, 2007). Our topology tests included both parsimony-
and likelihood-based tests to avoid any bias favouring any tested phylogenetic
tree-building method.

Two parsimony-based tests were performed: the Templeton test, or Wilcoxon
signed-rank test (Templeton, 1983), and the Winning-sites test (Prager & Wilson, 1988).
Three likelihood-based tests were performed: the two-tailed Kishino-Hasegawa test
(Kishino & Hasegawa, 1989); the one-tailed Shimodaira-Hasegawa test or paired-sites
test (Shimodaira & Hasegawa, 1999); and Shimodaira’s approximately unbiased test
(Shimodaira, 2002). These likelihood-based tests were performed by applying the
bootstrap resampling method with efficient resampling estimated log-likelihood
optimization (Felsenstein, 2004b; Kishino, Miyata & Hasegawa, 1990; Kishino &
Hasegawa, 1989).

All these tests were applied to all the reconstructed majority-rule consensus trees to
avoid inappropriate comparisons of trees with different support thresholds (Brown et al.,
2017; Smith, 2019). Thus, each reconstructed topology was considered a competing
phylogenetic hypothesis to be tested. The results of these tests are aligned with those of
with tests performed with the same dataset but with optimal point estimate trees.
See Holder, Sukumaran & Lewis (2008), Brown et al. (2017), and O’Reilly & Donoghue
(2018) for more about our preferred use of majority-rule consensus trees. Therefore, we
were able to test the congruence of these topological tests with the applied performance
indices (accuracy–nRF; and precision, measured via resolution–1-CFI) through Pearson
(r) and Spearman (ρ) correlations.

With this procedure, we were able to effectively infer whether tree topology tests could
be used as indirect measures of phylogenetic performance (Hillis, 1995; Li & Zharkikh,
1995). This is highly relevant, considering that the application of tree topology tests does
not require the knowledge of a known or a well-supported reference tree and therefore can
be used in the day-to-day practice of empirical phylogenetic inference to help with
decision-making in tree selection. All tree topology tests were performed using PAUP�

4.0a169 (Swofford & Bell, 2017). Commands to perform the phylogenetic analyses and
topology tests are presented in File S2, and more detailed phylogenetic trees are presented
in Files S3–S10.

RESULTS
Performance of tree-building methods
In this study, we aim to evaluate the performance of tree-building methods in recovering a
reference Hexapoda topology using a morphologic dataset. Among all the tree-building
methods and models tested, the trees generated with maximum likelihood (log-likelihood
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for Mk = −1,509.9958; log-likelihood for Mk+G = −1,524.3199; Fig. 3) and Bayesian
inference (number of trees in the 95% postburn-in credibility interval for Mk = 3,356 and
for Mk+G = 3,791; standard deviations of splits <0.006; effective sample size >1,000;
potential scale reduction factor ≈1.000) performed better, specifically with higher precision
measured via resolution (1-CFI) when compared to trees generated via maximum
parsimony (EW-MP with 252 most parsimonious trees; IW-MP with 24 most
parsimonious trees). This was evaluated using a more complex test that properly considers
accuracy (nRF) and resolution (1-CFI) together as dependent variables (analysis of
covariance F = 7.07, p = 0.00077; Tables 1–4) and when we clustered methods into more
inclusive groups, as previously mentioned (analysis of covariance F = 17.61, p = 0.00016;
Fig. 4 and Tables 1–4). This difference is also statistically significant when we apply a more
straightforward Student’s t test (t = 3.8045, p = 0.0005).

Specifically, in the 50% (i.e., majority-rule consensus trees) support threshold, the same
topology was recovered with the ML-Mk, BI-Mk, and BI-Mk+G methods and models, and
a very similar topology was recovered with ML-Mk+G. (Fig. 3, see Files S3–S10). Among
all the phylogenetic tree-building methods tested, maximum parsimony methods exhibited
slightly higher accuracy (both RF and nRF) than either the maximum likelihood or
Bayesian inference methods, particularly in the 50% support threshold. This difference is
not statistically significant; therefore, this difference must be interpreted with caution
(t = 1.7726, p = 0.0843). Additionally, there was no statistically significant difference in
performance (nRF and 1-CFI) between different maximum parsimony methods (EW-MP,
IW-MP) (analysis of covariance F = 0.2134, p = 0.6489) or between different
likelihood-based methods (ML, BI) (analysis of covariance F = 1.854, p = 0.1965). Finally,
there was no statistically significant difference between the Mk and Mk+G models
(analysis of covariance F = 1.571, p = 0.2521).

50–95% support threshold performance
To evaluate the relationship between support and the known trade-off between
phylogenetic accuracy and phylogenetic resolution, we collapsed poorly supported splits of
the reconstructed topologies according to four support threshold categories (majority-rule
consensus = 50%, 65%, 80%, and 95%). Hence, we compared the support values of accurate
(“true”) and inaccurate (“false”) internal nodes in each threshold category. For all
phylogenetic tree-building methods tested, support values for accurately recovered internal
nodes (mean = 86.04%, median = 90.11%) were slightly higher (t = 2.0796, p = 0.0376)
than those for inaccurate nodes (mean = 82%, median = 86.81%).

Among the accurately recovered internal nodes, the nonparametric bootstrap of
maximum parsimony methods had lower (t = 4.9082, p = 0.0001) support values
(mean = 83.48%, median = 86.09%) than the maximum likelihood UFBoot or the Bayesian
inference PP (mean = 93.33%, median = 98.75%). This pattern repeats itself in all the
support thresholds (Fig. 5 and Tables 1–4). Nevertheless, among inaccurately recovered
internal nodes, there was no significant difference (t = 0.53957, p = 0.589) between the
support values of the nonparametric bootstrap of maximum parsimony methods
(mean = 82.43%, median = 91.66%) and those of the maximum likelihood UFBoot and the
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Bayesian inference PP (mean = 84.53%, median = 91.60%). This pattern is also seen in all
the support thresholds (Fig. 5 and Tables 1–4).

The true positive rate (power), the false positive rate (type I error), the true negative rate,
the false negative rate (type II error), and the Matthews correlation coefficient did not
present statistically significant differences among the methods (all analysis of variance
F < 2.366, all p > 0.09398; all Kruskal–Wallis Hc < 5.814, all p > 0.121). When the methods
were clustered, the true positive rate of UFBoot for maximum likelihood and posterior
probability for Bayesian inference presented values slightly higher (p < 0.05) than those of
the nonparametric bootstrap for maximum parsimony methods.

Although this difference was significant in a Student’s t test (t = 2.0842, p = 0.0439), this
result must be interpreted with caution since this value is close to a = 0.05 and above the
value of the Šidák (1967) correction (a′ = 0.0253). Finally, all values of the Matthews
correlation coefficient were positive (mean = 0.3897, median = 0.4329), and all
tree-building methods, among all support thresholds applied, presented a comparable
general performance (t = 1.7297, p = 0.0947) concerning the power of the prediction of

Figure 3 Cladogram (reanalysis of the Beutel & Gorb). Cladogram resulting from the reanalysis of the
Beutel & Gorb (2001)matrix performing maximum likelihood (ML) with the Mk+G model. Groups with
support (“ultrafast” bootstrap, UFBoot) values less than 50% were collapsed. A very similar topology was
recovered with ML-Mk, BI-Mk, and BI-Mk+G (see Files S3–S10). All four cladograms (ML-Mk, ML-Mk
+G, BI-Mk, and BI-Mk+G) presented an optimal trade-off between accuracy and precision (measured via
resolution) (nRF = 0.392; 1-CFI = 0.068). Nodes with black circles represent accurately recovered groups,
and nodes with white circles represent inaccurately recovered groups (when compared to the well--
supported reference tree, Misof et al. (2014)). Full-size DOI: 10.7717/peerj.16706/fig-3
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Figure 4 Differences in nRF and precision. Differences in the normalized Robinson-Foulds metric
(nRF) and precision, measured via resolution (one minus Colless’ consensus fork index, 1-CFI) among
the performed phylogenetic tree-building methods. All four different values for collapsing groups
(support thresholds) were considered (MRC – 50%, 65%, 80%, and 95%). Reanalyses were performed
using the Beutel & Gorb (2001) matrix. Phylogenetic tree-building methods considered: equal-weights
maximum parsimony–EW-MP; implied-weights maximum parsimony–IW-MP; maximum
likelihood–ML; and Bayesian inference–BI. Full-size DOI: 10.7717/peerj.16706/fig-4

Table 1 Absolute number of recovered splits and accurately recovered splits (50%). Absolute number
of recovered splits and accurately recovered splits (50%). Mean (%) of the support values (non-parametric
bootstrap; “ultrafast” bootstrap, UFBoot; and posterior probability, PP) of the recovered splits, accurately
recovered splits, and inaccurately recovered splits. Accuracy, measured via the normalized Robinson-
Foulds metric (nRF), and precision, measured via resolution (one minus Colless’ consensus fork index,
1-CFI). Groups were collapsed using support thresholds of 50%.

Support mean (accurate splits) Support mean (inaccurate splits) nRF 1-CFI

EW-MP 78.76 78.20 0.3725 0.2414

IW-MP K = 2 85.55 85.62 0.3333 0.2414

IW-MP K = 3 84.64 85.45 0.3333 0.2414

IW-MP K = 5 84.21 80.34 0.3462 0.2069

IW-MP K = 10 82.69 86.47 0.3333 0.2414

IW-MP K = 20 84.93 80.21 0.4000 0.2759

ML Mk 90.18 79.50 0.3929 0.0690

ML Mk+G 96.06 84.20 0.3929 0.0690

BI Mk 93.37 88.78 0.3929 0.0690

BI Mk+G 93.69 86.24 0.3929 0.0690
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phylogenetic groups. The receiver operating characteristic plots of the true positive rate
(power) and the false positive rate (type I error) can be seen in Fig. 6.

Tree topology tests
To estimate the performance of tree topology tests, the test probability value for a given
reconstructed tree was compared to the accuracy and precision of the tree, such that more
appropriate tests were those that yield a higher probability value for a reconstructed tree

Table 2 Absolute number of recovered splits and accurately recovered splits (65%). Absolute number
of recovered splits and accurately recovered splits (65%). Mean (%) of the support values (non-para-
metric bootstrap; “ultrafast” bootstrap, UFBoot; and posterior probability, PP) of the recovered splits,
accurately recovered splits, and inaccurately recovered splits. Accuracy, measured via the normalized
Robinson-Foulds metric (nRF), and precision, measured via resolution (one minus Colless’ consensus
fork index, 1-CFI). Groups were collapsed using support thresholds of 65%.

Support mean (accurate splits) Support mean
(inaccurate splits)

nRF 1-CFI

EW-MP 84.81 86.83 0.4667 0.4483

IW-MP K = 2 87.39 92.64 0.3469 0.3103

IW-MP K = 3 88.08 92.40 0.3750 0.3448

IW-MP K = 5 87.81 92.21 0.3750 0.3448

IW-MP K = 10 86.83 92.62 0.3750 0.3448

IW-MP K = 20 84.93 91.01 0.3750 0.3448

ML Mk 92.13 86.00 0.3962 0.1724

ML Mk+G 98.63 94.71 0.3846 0.2069

BI Mk 95.91 93.00 0.4074 0.1379

BI Mk+G 96.13 93.84 0.3962 0.1724

Table 3 Absolute number of recovered splits and accurately recovered splits (80%). Mean (%) of the
support values (non-parametric bootstrap; “ultrafast” bootstrap, UFBoot; and posterior probability, PP)
of accurately recovered splits and inaccurately recovered splits. Accuracy, measured via the normalized
Robinson-Foulds metric (nRF), and precision, measured via resolution (one minus Colless’ consensus
fork index, 1-CFI). Groups were collapsed using the support threshold of 80%.

Support mean (accurate splits) Support mean (inaccurate splits) nRF 1-CFI

EW-MP 94.03 91.32 0.6410 0.6552

IW-MP K = 2 92.52 92.64 0.4667 0.4483

IW-MP K = 3 92.02 92.40 0.4667 0.4483

IW-MP K = 5 91.73 92.21 0.4667 0.4483

IW-MP K = 10 90.75 92.62 0.4667 0.4483

IW-MP K = 20 89.53 91.01 0.5000 0.4828

ML Mk 94.21 94.00 0.4167 0.3448

ML Mk+G 98.53 94.71 0.3846 0.2069

BI Mk 95.91 95.54 0.3962 0.1724

BI Mk+G 97.65 97.58 0.4118 0.2414
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more similar to our reference tree. As likelihood-based topologies were more similar to our
reference tree, that is ML and BI methods performed best, we evaluated tests on their
ability to yield higher probabilities for the ML and BI (reconstructed) topologies than for

Table 4 Absolute number of recovered splits and accurately recovered splits (95%). Mean (%) of the
support values (non-parametric bootstrap; “ultrafast” bootstrap, UFBoot; and posterior probability, PP)
of accurately recovered splits and inaccurately recovered splits. Accuracy, measured via the normalized
Robinson-Foulds metric (nRF), and precision, measured via resolution (one minus Colless’ consensus
fork index, 1-CFI). Groups were collapsed using the support threshold of 95%.

Support mean (accurate splits) Support mean (inaccurate splits) nRF 1-CFI

EW-MP 99.67 95.50 0.8182 0.8621

IW-MP K = 2 98.55 96.03 0.7297 0.7241

IW-MP K = 3 98.20 97.13 0.7143 0.7931

IW-MP K = 5 98.86 95.72 0.7714 0.7931

IW-MP K = 10 98.97 95.40 0.7778 0.7586

IW-MP K = 20 99.77 95.75 0.8235 0.8276

ML Mk 98.25 97.67 0.6000 0.6207

ML Mk+G 99.87 100.00 0.3750 0.3448

BI Mk 99.29 98.96 0.5556 0.4483

BI Mk+G 98.95 98.86 0.4583 0.3448

Figure 5 Differences in split support values. Differences (median with confidence interval) in split
support values (non-parametric bootstrap; “ultrafast” bootstrap, UFBoot; and posterior probability, PP)
among accurately recovered splits and inaccurately recovered splits. Groups were collapsed using support
thresholds of 50%. Phylogenetic tree-building methods considered: equal-weights maximum
parsimony–EW-MP; implied-weights maximum parsimony–IW-MP; maximum likelihood–ML; and
Bayesian inference–BI. Full-size DOI: 10.7717/peerj.16706/fig-5
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those reconstructed using maximum parsimony methods. All tests yielded higher
probabilities for the reconstructed trees using ML and BI (Templeton’s ML and BI
p > 0.7389; Winning-sites’s ML and BI p = 1.00; Kishino-Hasegawa ML and BI p > 0.7219;
Shimodaira-Hasegawa ML and BI p > 0.6589; Shimodaira’s approximately unbiased
p > 0.3988) than values for the MP topologies (Templeton’s MP p < 0.023; Winning-sites’s
MP p < 0.031; Kishino-Hasegawa MP p < 0.052; Shimodaira-Hasegawa MP p < 0.036;
Shimodaira’s approximately unbiased p < 0.0063) (see Table 5 for more details).

Our results suggest that these topology tests are reliable estimators of phylogenetic
performance. More specifically, our recommendation is supported by the fact that the
precision, measured via resolution (1-CFI), was highly correlated to all the applied tree
topology tests: Templeton (Pearson R2 = 0.940, Spearman R2 = 0.924, linear regression
p = 0.0001); Winning sites (Pearson R2 = 0.972, Spearman R2 = 0.960, linear regression
p = 0.0004); Kishino and Hasegawa (Pearson R2 = 0.948, Spearman R2 = 0.924, linear
regression p = 0.0001); Shimodaira and Hasegawa (Pearson R2 = 0.973, Spearman
R2 = 0.924, linear regression p = 0.0001); and Shimodaira’s approximately unbiased
(Pearson R2 = 0.946, Spearman R2 = 0.891, linear regression p = 0.0004) (see File S12).

DISCUSSION
The most important finding of our study is that, based on an empirical discrete
morphological dataset of hexapods, likelihood-based methods can build trees with better
performance (specifically, better precision, measured via resolution) than maximum
parsimony methods. In the dataset used (Beutel & Gorb, 2001), both maximum
likelihood and Bayesian inference methods were equally effective. Additional studies
with other datasets are needed to further explore the application of the pattern that was
found in the present study to other lineages. Assuming a well-supported reference tree

Figure 6 Receiver operating characteristic plots. Receiver operating characteristic plots. (A) True
positive rate (power) related to the support thresholds applied; (B) false positive rate (type I error) related
to the support thresholds. Phylogenetic tree-building methods considered: equal-weights maximum
parsimony–EW-MP; implied-weights maximum parsimony–IW-MP K = 3; maximum likelihood, k-state
Markov model without a discrete gamma distribution–ML-Mk; maximum likelihood, k-state Markov
model with a discrete gamma distribution–ML-Mk+G; Bayesian inference, k-state Markov model
without a discrete gamma distribution–BI-Mk; and Bayesian inference, k-state Markov model with a
discrete gamma distribution–BI-Mk+G. Full-size DOI: 10.7717/peerj.16706/fig-6
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(Misof et al., 2014), these k-state Markov (Mk) analyses resulted in unexpectedly high
precision measured via resolution (1-CFI = 0.069).

The results of the present study are aligned with the findings presented in recent works
focusing primarily on simulations of discrete morphological data (Brown et al., 2017;
O’Reilly et al., 2016, 2017, 2018; Puttick et al., 2017a, 2017b, 2018; Wright & Hillis, 2014)
and are in agreement with a previous study based on experimental data that likewise
indicates the superior performance of maximum likelihood and Bayesian inference
methods (Randall et al., 2016). Some researchers (Goloboff & Arias, 2019; Goloboff, Torres
& Arias, 2017; Goloboff et al., 2019) have questioned the reported (O’Reilly et al., 2016,
2017, 2018; Puttick et al., 2017a, 2017b, 2018) lower performance (accuracy, precision, or
both) of maximum parsimony (EW-MP and IW-MP) when compared to likelihood-based
methods. They argue that differences in branch lengths, especially in the deep nodes of
asymmetric trees, would artificially generate a bias in favour of likelihood-based methods.
Branch lengths and other parameters can be controlled in simulation studies but not in
empirical studies such as ours. In any case, this would not be a problem in our study, as
maximum parsimony and likelihood-based methods recovered the deep nodes similarly;
see, for instance, the early Hexapoda splits, which were unresolved, and the accurate
paraphyletic position of the Apterygota orders (Figs. 1 and 3).

Comparatively, equal-weights maximum parsimony can be interpreted as a
parameter-rich evolutionary model (Goldman, 1990; Penny et al., 1994; Tuffley & Steel,
1997). In addition to the problems associated with overparameterization (seeHolder, Lewis
& Swofford, 2010;Huelsenbeck et al., 2008;Huelsenbeck, Alfaro & Suchard, 2011), this class
of methods (in this statistical interpretation or not) has been historically criticized as
sensitive to long-branch attraction artefacts (e.g., Allard & Miyamoto, 1992; Carmean &
Crespi, 1995; Felsenstein, 1978; Huelsenbeck, 1995), in which parsimony can be biased in
certain specific combinations of branch lengths. This situation was assessed not only in

Table 5 Topological tests.

ln(L) Templeton Winning-sites KH SH AU

EW-MP −1,147.60 0.0062 0.0039 0.0135 0.0152 0.0000

IW-MP K = 2, 3, 10 −1,161.77 0.0042 0.0020 0.0069 0.0072 0.0000

IW-MP K = 5 −1,143.78 0.0231 0.0313 0.0521 0.0359 0.0063

IW-MP K = 20 −1,152.22 0.0024 0.0010 0.0058 0.0070 0.0000

ML Mk −1,121.02 0.7389 1.0000 1.0000 0.7472 0.5376

ML Mk+G −1,123.58 1.0000 1.0000 0.7219 0.6940 0.3988

BI Mk −1,121.02 0.7389 1.0000 1.0000 0.7472 0.5393

BI Mk+G −1,121.02 0.7389 1.0000 1.0000 0.7472 0.5393

Note:
Performed topology tests: Templeton test; Winning-sites test; Kishino-Hasegawa (KH) test; weighted Kishino-Hasegawa
(WKH) test; Shimodaira-Hasegawa (SH) test; weighted Shimodaira-Hasegawa (WSH) test; and Shimodaira’s
approximately unbiased (AU) test. The presented numbers are the p values of each corresponding statistic. All tests were
applied to all the reconstructed majority-rule consensus trees (MRC); thus, each topology was considered a competing
phylogenetic hypothesis. The results of these tests agree with tests performed with the same dataset but with optimal
point estimate trees (see Brown et al. (2017) for more on the subject of our preferred use of majority-rule consensus trees).
Phylogenetic tree-building methods considered: equal-weights maximum parsimony–EW-MP; implied-weights
maximum parsimony–IW-MP; maximum likelihood–ML; Bayesian inference–BI. ln(L)–log-likelihood of reconstructed
majority-rule consensus trees (MRC).

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 15/27

http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


molecular but also in morphological datasets (Lee & Worthy, 2012; Lockhart & Cameron,
2001;Wiens & Hollingsworth, 2000). This finding is in apparent agreement with our result,
but it would be best to further explore the relationship between long-branch attraction
artefacts and the phylogenetic performance measures tested in this study.

Likelihood-based methods have also been shown to be biased when applied to other
branch-length combinations (Kück et al., 2012; Susko, 2012), particularly in the presence of
heterotachy (Zhou et al., 2007), i.e., when the evolutionary rate of a given site/character
varies across time/phylogenetic history (Philippe et al., 2005; Kolaczkowski & Thornton,
2004). Furthermore, under certain conditions, long-branch attraction artefacts were also
effectively demonstrated in Bayesian inference (Kolaczkowski & Thornton, 2009; Susko,
2012). Since most of these studies focus on simulations, attempts to assess method
performance in empirical data, such as ours, are important for a better understanding of
these long-branch artefacts.

Additionally, it has been reported that models incorporating heterotachy in the
evolutionary process of the dataset performed significantly better than traditional
evolutionary models (Kolaczkowski & Thornton, 2008). Unfortunately, such complex
models have not yet been efficiently implemented for morphological data. Future studies
should focus on the impact of using alternative and more complex models on
morphological data and how to incorporate the complexity of the morphological change in
evolutionary models (see also Keating et al., 2020).

As we have shown, likelihood-based methods present better precision than maximum
parsimony methods, or they at least show comparable performance. In this sense, a
preference for likelihood-based methods has been suggested, as they incorporate branch
length information and maximum parsimony does not (Felsenstein, 1973, 1978, 1981).
Thus, likelihood-based methods are, by definition, more informative methods of
phylogenetic reconstruction. It is also worth mentioning that the tested phylogenetic
tree-building methods are not theoretically limited to one type of data (Edwards, 1996,
2009; Felsenstein, 2001, 2004c; Sober, 2004). This interpretation agrees with the findings of
our study since we have shown that maximum likelihood and Bayesian inference methods
can outperform maximum parsimony methods for morphological-based phylogenies, at
least for those among hexapods.

As the interpretation of the accuracy and resolution of a phylogenetic tree depends on
the support value, we also detailed our results using “extreme” support thresholds to
evaluate reliable splits, namely, those with 80% and 95% threshold values. In most cases,
similar performance values (nRF and 1-CFI) were found in likelihood-based methods
(Tables 3 and 4). Considering the threshold of 95%, for example, for the maximum
likelihood trees with the Mk+G model, reconstruction performed significantly better
(nRF = 0.375 and 1-CFI = 0.344) than that with the Mk model (nRF = 0.600 and
1-CFI = 0.620). The same pattern was observed for BI with a support threshold of 95%.

The results reported here indicate that among the accurately recovered internal nodes,
nonparametric bootstrapping of maximum parsimony methods had lower support values
than the maximum likelihood UFBoot or PP of Bayesian inference. This pattern strongly
agrees with the interpretation that resampling methods (nonparametric bootstrap and
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jackknife) applied to maximum parsimony are more conservative and tend to
underestimate support if compared to Bayesian PP, a more liberal measure that often
overestimates support. This interpretation, involving statistical support measures, was
demonstrated in simulated and empirical datasets, and it has been well known for quite
some time and has been explored in the phylogenetic literature (e.g., Anisimova & Gascuel,
2006; Anisimova et al., 2011; Hillis & Bull, 1993; Wilcox et al., 2002). Additionally, this
pattern indicates a high statistical power (Anisimova et al., 2011) among the support
thresholds of likelihood-based methods applied in the present study (UFBoot and PP)
when compared to the nonparametric bootstrap of maximum parsimony.

Previous studies have explored the possibility of using the Templeton, Kishino and
Hasegawa, Shimodaira and Hasegawa, and Swofford–Olsen–Waddell–Hillis (SOWH)
tests (the latter is a complex test applied via parametric bootstrapping; see Goldman,
Anderson & Rodrigo, 2000; Hillis, Mable & Moritz, 1996; Swofford et al., 1996) as indirect
estimators of several performance measures for selecting competing alternative topologies
(i.e., specific phylogenetic hypotheses) and genetic markers (e.g., Hipp, Hall & Sytsma,
2004;Miya & Nishida, 2000; Rokas et al., 2002; Zardoya & Meyer, 1996). In particular, the
Shimodaira’s approximately unbiased test has been previously recommended by others as
the least biased among tree topology tests (Shimodaira, 2002; Swofford & Bell, 2017).

Our results indicate that these tree topology tests are reliable estimators of phylogenetic
performance to be used when selecting between alternative trees. More specifically, our
recommendation is strongly supported by the fact that the precision, measured via
resolution (1-CFI), highly correlates with all the tree topology tests applied: Templeton,
Winning-sites, Kishino and Hasegawa, Shimodaira and Hasegawa, and Shimodaira’s
approximately unbiased (see Ferreira et al., 2023; Goldman, Anderson & Rodrigo, 2000;
Schneider, 2007 for guidance).

CONCLUDING REMARKS
Using a morphological dataset, for the first time, our study suggests that likelihood-based
methods build more precise phylogenies than maximum parsimony methods, at least
when applied to our hexapod data. Despite many claims that molecular sequence data have
replaced morphological datasets in phylogenies, our study highlights the existence of a fair
phylogenetic signal in a morphological dataset when recovering a phylogenomic tree of
hexapods. This an important result, considering that over 99% of the biodiversity in our
planet is fossil and only the morphology is accessible to phylogenies using those taxa. This
finding reinforces the view that classic morphological phylogenetic analyses and other tests
of morphological based methods are still much necessary.

ACKNOWLEDGEMENTS
We are very grateful to Rolf G. Beutel (Friedrich-Schiller-Universität Jena) for kindly
making their data matrix available and for having provided important articles and
suggested additional references. We are also grateful to André Silva Roza, Beatriz Mello
Carvalho, Carlos Eduardo Guerra Schrago, Elliot Santovich Scaramal (Universidade
Federal do Rio de Janeiro, UFRJ), Les R. Foulds (Universidade Federal de Goiás, UFG),

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 17/27

http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Mario César Cardoso de Pinna (Museu de Zoologia da Universidade de São Paulo,
MZUSP), and Vinicius de Souza Ferreira (Natural History Museum of Denmark,
Zoological Museum, University of Copenhagen) for revising a preliminary version of
the text.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by the Coordenação de Aperfeiçoamento de Pessoal de Nível
Superior–Education Ministry of Brazil (CAPES)–Finance Code 001. The National
Research and Technology Council (CNPq) process 312786/2022-0 provided support to
Jose Ricardo Miras Mermudes and 310567/2018-1 to Claudia AM Russo. The Rio de
Janeiro State Research Funding Agency (FAPERJ) processes E-26/010.001887/2019,
SEI-260003/001170/2020, SEI-260003/012995/2021 provided support to Claudia AM
Russo. The funders had no role in study design, data collection and analysis, decision to
publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Coordenação de Aperfeiçoamento de Pessoal de Nível Superior–Education Ministry of
Brazil (CAPES): 001.
The National Research and Technology Council (CNPq): 312786/2022-0 & 310567/2018-1.
The Rio de Janeiro State Research Funding Agency (FAPERJ): E-26/010.001887/2019, SEI-
260003/001170/2020 & SEI-260003/012995/2021.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions
� Felipe Francisco Barbosa conceived and designed the experiments, performed the
experiments, analyzed the data, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

� José Ricardo M. Mermudes conceived and designed the experiments, analyzed the data,
authored or reviewed drafts of the article, and approved the final draft.

� Claudia A. M. Russo conceived and designed the experiments, analyzed the data,
authored or reviewed drafts of the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The modifications to the morphological matrix, commands, reference tree and results in
detail are available in the Supplemental Files.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 18/27

http://dx.doi.org/10.7717/peerj.16706#supplemental-information
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj.16706#supplemental-information.

REFERENCES
Alfaro ME, Zoller S, Lutzoni FM. 2003. Bayes or bootstrap? A simulation study comparing the

performance of Bayesian Markov chain Monte Carlo sampling and bootstrapping in assessing
phylogenetic confidence. Molecular Biology and Evolution 20(2):255–266
DOI 10.1093/molbev/msg028.

Allard MW, Miyamoto MM. 1992. Testing phylogenetic approaches with empirical data, as
illustrated with the parsimony method. Molecular Biology and Evolution 9:778–786
DOI 10.1093/oxfordjournals.molbev.a040761.

Anisimova M, Gascuel O. 2006. Approximate likelihood-ratio test for branches: a fast, accurate,
and powerful alternative. Systematic Biology 55(4):539–552 DOI 10.1080/10635150600755453.

Anisimova M, Gil M, Dufayard JF, Dessimoz C, Gascuel O. 2011. Survey of branch support
methods demonstrates accuracy, power, and robustness of fast likelihood-based approximation
schemes. Systematic Biology 60(5):685–699 DOI 10.1093/sysbio/syr041.

Berry V, Gascuel O. 1996. On the interpretation of bootstrap trees: appropriate threshold of clade
selection and induced gain. Molecular Biology and Evolution 3(7):999–1011
DOI 10.1093/molbev/13.7.999.

Beutel RG, Gorb SN. 2001. Ultrastructure of attachment specializations of hexapods
(Arthropoda): evolutionary patterns inferred from a revised ordinal phylogeny. Journal of
Zoological Systematics and Evolutionary Research 39(4):177–207
DOI 10.1046/j.1439-0469.2001.00155.x.

Beutel RG, Yavorskaya MI, Mashino Y, Fukui M, Meusemann K. 2017. The phylogeny of
Hexapoda (Arthropoda) and the evolution of megadiversity. Proceedings of Arthropodan
Embryological Society of Japan 51:1–15.

Boudinot BE. 2018. A general theory of genital homologies for the Hexapoda (Pancrustacea)
derived from skeletomuscular correspondences, with emphasis on the Endopterygota.
Arthropod Structure & Development 47(6):563–613 DOI 10.1016/j.asd.2018.11.001.

Bourque M. 1978. Arbres de steiner et réseaux dont certains sommets sont à localisation variable.
Ph.D. Dissertation. Université de Montréal.

Brown JW, Parins-Fukuchi C, Stull GW, Vargas OM, Smith SA. 2017. Bayesian and likelihood
phylogenetic reconstructions of morphological traits are not discordant when taking uncertainty
into consideration: a comment on Puttick et al. Proceedings of the Royal Society B: Biological
Sciences 284(1864):1–3 DOI 10.1098/rspb.2017.0986.

Buckley TR. 2002. Model misspecification and probabilistic tests of topology: evidence from
empirical data sets. Systematic Biology 51(3):509–523 DOI 10.1080/10635150290069922.

Černý D, Simonoff AL. 2023. Statistical evaluation of character support reveals the instability of
higher level dinosaur phylogeny. Scientific Reports 13(9273):1–13
DOI 10.1038/s41598-023-35784-3.

Carmean D, Crespi BJ. 1995. Do long branches attract flies? Nature 373(6516):666
DOI 10.1038/373666b0.

Chen M-H, Kuo L, Lewis PO. 2014. Bayesian phylogenetics: methods, algorithms and applications.
New York, NY, US: Chapman & Hall/CRC.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 19/27

http://dx.doi.org/10.7717/peerj.16706#supplemental-information
http://dx.doi.org/10.7717/peerj.16706#supplemental-information
http://dx.doi.org/10.1093/molbev/msg028
http://dx.doi.org/10.1093/oxfordjournals.molbev.a040761
http://dx.doi.org/10.1080/10635150600755453
http://dx.doi.org/10.1093/sysbio/syr041
http://dx.doi.org/10.1093/molbev/13.7.999
http://dx.doi.org/10.1046/j.1439-0469.2001.00155.x
http://dx.doi.org/10.1016/j.asd.2018.11.001
http://dx.doi.org/10.1098/rspb.2017.0986
http://dx.doi.org/10.1080/10635150290069922
http://dx.doi.org/10.1038/s41598-023-35784-3
http://dx.doi.org/10.1038/373666b0
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Colless DH. 1980. Congruence between morphometric and allozyme data for Menidia species: a
reappraisal. Systematic Zoology 29(3):289–299 DOI 10.2307/2412663.

Colless DH. 1981. Predictivity and stability in classifications: some comments on recent studies.
Systematic Zoology 30(3):325–331 DOI 10.2307/2413253.

Cunningham CW. 1997. Is congruence between data partitions a reliable predictor of phylogenetic
accuracy? Empirically testing an iterative procedure for choosing among phylogenetic methods.
Systematic Biology 46(3):464–478 DOI 10.1093/sysbio/46.3.464.

DayWHE. 1986. Analysis of quartet dissimilarity measures between undirected phylogenetic trees.
Systematic Zoology 35(3):325–333 DOI 10.2307/2413385.

Edwards AWF. 1996. The origin and early development of the method of minimum evolution for
the reconstruction of phylogenetic trees. Systematic Biology 45(1):79–91
DOI 10.1093/sysbio/45.1.79.

Edwards AWF. 2009. Statistical methods for evolutionary trees. Anecdotal, Historical and Critical
Commentaries on Genetics: Genetics 183(1):5–12 DOI 10.1534/genetics.109.107847.

Efron B. 1979. Bootstrap methods: another look at the jackknife. Annals of Statistics 7(1):1–26
DOI 10.1214/aos/1176344552.

Farris JS. 1983. The logical basis of phylogenetic analysis. In: Platnick NI, Funk VA, eds. Advances
in Cladistics. New York: Columbia University Press, 7–36.

Farris JS. 1989. The retention index and the rescaled consistency index. Cladistics 5(4):417–419
DOI 10.1111/j.1096-0031.1989.tb00573.x.

Felsenstein J. 1973. Maximum likelihood and minimum-steps methods for estimating
evolutionary trees from data on discrete characters. Systematic Biology 22(3):240–249
DOI 10.1093/sysbio/22.3.240.

Felsenstein J. 1978. Cases in which parsimony or compatibility methods will be positively
misleading. Systematic Zoology 27(4):401–410 DOI 10.2307/2412923.

Felsenstein J. 1981. Evolutionary trees from DNA sequences: a maximum likelihood approach.
Journal of Molecular Evolution 17(6):368–376 DOI 10.1007/BF01734359.

Felsenstein J. 1985. Confidence limits on phylogenetics: an approach using the bootstrap.
Evolution 39(4):783–791 DOI 10.2307/2408678.

Felsenstein J. 2001. The troubled growth of statistical phylogenetics. Systematic Biology
50(4):465–467 DOI 10.1080/10635150119297.

Felsenstein J. 2004a. Inferring phylogenies. Second Edition. Sunderland: Sinauer Associates.

Felsenstein J. 2004b. Paired-sites tests. In: Felsenstein J, ed. Inferring Phylogenies. Second Edition.
Sunderland: Sinauer Associates, Chapter 21, 364–372.

Felsenstein J. 2004c. A digression on history and philosophy. In: Felsenstein J, ed. Inferring
Phylogenies. Second Edition. Sunderland: Sinauer Associates, Chapter 10, 123–146.

Felsenstein J. 2013. PHYLIP (phylogeny inference package), version 3.698. Distributed by the
author. Seattle, WA, US: Department of Genome Sciences, University of Washington.

Ferreira VS, Barbosa FF, Bocakova M, Solodovnikov A. 2023. An extraordinary case of elytra loss
in Coleoptera (Elateroidea: Lycidae): discovery and placement of the first anelytrous adult male
beetle. Zoological Journal of the Linnean Society 199(2):553–566
DOI 10.1093/zoolinnean/zlad026.

Fitch WM. 1971. Toward defining the course of evolution: minimum change for a specified tree
topology. Systematic Zoology 20(4):406–416 DOI 10.2307/2412116.

Gelman A, Rubin DB. 1992. Inferences from iterative simulation using multiple sequences.
Statistical Science 7(4):457–511 DOI 10.1214/ss/1177011136.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 20/27

http://dx.doi.org/10.2307/2412663
http://dx.doi.org/10.2307/2413253
http://dx.doi.org/10.1093/sysbio/46.3.464
http://dx.doi.org/10.2307/2413385
http://dx.doi.org/10.1093/sysbio/45.1.79
http://dx.doi.org/10.1534/genetics.109.107847
http://dx.doi.org/10.1214/aos/1176344552
http://dx.doi.org/10.1111/j.1096-0031.1989.tb00573.x
http://dx.doi.org/10.1093/sysbio/22.3.240
http://dx.doi.org/10.2307/2412923
http://dx.doi.org/10.1007/BF01734359
http://dx.doi.org/10.2307/2408678
http://dx.doi.org/10.1080/10635150119297
http://dx.doi.org/10.1093/zoolinnean/zlad026
http://dx.doi.org/10.2307/2412116
http://dx.doi.org/10.1214/ss/1177011136
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Goldman N. 1990.Maximum likelihood inference of phylogenetic trees, with special reference to a
poisson process model of DNA substitution and to parsimony analyses. Systematic Zoology
39(4):345–361 DOI 10.2307/2992355.

Goldman N, Anderson JP, Rodrigo AG. 2000. Likelihood-based tests of topologies in
phylogenetics. Systematic Biology 49(4):652–870 DOI 10.1080/106351500750049752.

Goloboff PA. 1993. Estimating character weights during tree search. Cladistics 9(1):83–91
DOI 10.1111/j.1096-0031.1993.tb00209.x.

Goloboff PA, Arias JS. 2019. Likelihood approximations of implied weights parsimony can be
selected over the Mk model by the Akaike information criterion. Cladistics 35(6):695–716
DOI 10.1111/cla.12380.

Goloboff PA, Pittman M, Pol D, Xu X. 2019. Morphological data sets fit a common mechanism
much more poorly than DNA sequences and call into question the Mkv model. Systematic
Biology 68:494–504 DOI 10.1093/sysbio/syy077.

Goloboff PA, Torres A, Arias JS. 2017. Weighted parsimony outperforms other methods of
phylogenetic inference under models appropriate for morphology. Cladistics 34(4):407–437
DOI 10.1111/cla.12205.

Goloboff PA, Torres A, Arias JS. 2018. Parsimony and model-based phylogenetic methods for
morphological data: a comment on O’Reilly et al. Palaeontology 61(4):625–630
DOI 10.1111/pala.12353.

Gosset WS. 1908. The probable error of a mean. Biometrika 6(1):1–25 DOI 10.2307/2331554.

Grimaldi D, Engel M. 2005. Evolution of the insects. Cambridge: Cambridge University Press.

Hammer Ø, Harper DAT, Ryan PD. 2001. PAST: paleontological statistics software package for
education and data analysis. Palaeontologia Electronica 4:1–9.

Hillis DM. 1995. Approaches for assessing phylogenetic accuracy. Systematic Biology 44(1):3–16
DOI 10.2307/2413480.

Hillis DM, Bull JJ. 1993. An empirical test of bootstrapping as a method for assessing confidence
in phylogenetic analysis. Systematic Biology 42(2):182–192 DOI 10.1093/sysbio/42.2.182.

Hillis DM, Huelsenbeck JP. 1992. Signal noise and reliability in molecular phylogenetic analyses.
Journal of Heredity 83(3):189–195 DOI 10.1093/oxfordjournals.jhered.a111190.

Hillis DM, Mable BK, Moritz C. 1996. Applications of molecular systematics: the state of the field
and a look to the future. In: Hillis DM, Moritz C, Mable BK, eds. Molecular Systematics. Second
Edition. Sunderland: Sinauer Associates, Chapter 12, 515–543.

Hipp AL, Hall JC, Sytsma KJ. 2004. Congruence versus phylogenetic accuracy: revisiting the
incongruence length difference test. Systematic Biology 53(1):81–89
DOI 10.1080/10635150490264752.

Hoang DT, Chernomor O, von Haeseler A, Minh BQ, Vinh LS. 2018. UFBoot2: improving the
ultrafast bootstrap approximation. Molecular Biology and Evolution 35(2):518–522
DOI 10.1093/molbev/msx281.

Holder MT, Lewis PO, Swofford DL. 2010. The Akaike information criterion will not choose the
no common mechanism model. Systematic Biology 59(4):477–485 DOI 10.1093/sysbio/syq028.

Holder MT, Sukumaran J, Lewis PO. 2008. A justification for reporting the majority-rule
consensus tree in Bayesian phylogenetics. Systematic Biology 57(5):814–821
DOI 10.1080/10635150802422308.

Huelsenbeck JP. 1995. Performance of phylogenetic methods in simulation. Systematic Biology
44(1):17–48 DOI 10.2307/2413481.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 21/27

http://dx.doi.org/10.2307/2992355
http://dx.doi.org/10.1080/106351500750049752
http://dx.doi.org/10.1111/j.1096-0031.1993.tb00209.x
http://dx.doi.org/10.1111/cla.12380
http://dx.doi.org/10.1093/sysbio/syy077
http://dx.doi.org/10.1111/cla.12205
http://dx.doi.org/10.1111/pala.12353
http://dx.doi.org/10.2307/2331554
http://dx.doi.org/10.2307/2413480
http://dx.doi.org/10.1093/sysbio/42.2.182
http://dx.doi.org/10.1093/oxfordjournals.jhered.a111190
http://dx.doi.org/10.1080/10635150490264752
http://dx.doi.org/10.1093/molbev/msx281
http://dx.doi.org/10.1093/sysbio/syq028
http://dx.doi.org/10.1080/10635150802422308
http://dx.doi.org/10.2307/2413481
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Huelsenbeck JP, Alfaro ME, Suchard MA. 2011. Biologically inspired phylogenetic models
strongly outperform the no common mechanism model. Systematic Biology 60(2):225–232
DOI 10.1093/sysbio/syq089.

Huelsenbeck JP, Ané C, Larget B, Ronquist F. 2008. A Bayesian perspective on a
non-parsimonious parsimony model. Systematic Biology 57(3):406–419
DOI 10.1080/10635150802166046.

Jin L, Nei M. 1990. Limitations of the evolutionary parsimony method of phylogenetic analysis.
Molecular Biology and Evolution 7:82–102 DOI 10.1093/oxfordjournals.molbev.a040588.

Jukes TH, Cantor CR. 1969. Evolution of protein molecules. In: Munro HN, ed. Mammalian
Protein Metabolism. Cambridge: Academic Press, 21–132.

Keating JN, Sansom RS, Sutton MD, Knight CG, Garwood RJ. 2020. Morphological
phylogenetics evaluated using novel evolutionary simulations. Systematic Biology 69(5):897–912
DOI 10.1093/sysbio/syaa012.

Kishino H, Hasegawa M. 1989. Evaluation of the maximum likelihood estimate of the
evolutionary tree topologies from DNA sequence data and the branching order in Hominoidea.
Journal of Molecular Evolution 29(2):170–179 DOI 10.1007/BF02100115.

Kishino H, Miyata T, Hasegawa M. 1990. Maximum likelihood inference of protein phylogeny
and the origin of chloroplasts. Journal of Molecular Evolution 31(2):151–160
DOI 10.1007/BF02109483.

Kitching IJ, Forey PL, Humphries CJ, Williams DM. 1998. Cladistics: the theory and practice of
parsimony analysis. Second Edition. Oxford: Oxford University Press.

Kjer K, Borowiec M, Frandsen PB, Ware J, Wiegmann BM. 2016b. Advances using molecular
data in insect systematics. Current Opinion in Insect Science, Special Section: Insect Phylogenetics
18:40–47 DOI 10.1016/j.cois.2016.09.006.

Kjer KM, Simon S, Yavorskaya M, Beutel RG. 2016a. Progress pitfalls and parallel universes: a
history of insect phylogenetics. Journal of the Royal Society Interface 13(121):1–29
DOI 10.1098/rsif.2016.0363.

Kolaczkowski B, Thornton JH. 2004. Performance of maximum parsimony and likelihood
phylogenetics when evolution is heterogeneous. Nature 431(7011):980–984
DOI 10.1038/nature02917.

Kolaczkowski B, Thornton JH. 2008. A mixed branch length model of heterotachy improves
phylogenetic accuracy. Molecular Biology and Evolution 25(6):1054–1066
DOI 10.1093/molbev/msn042.

Kolaczkowski B, Thornton JH. 2009. Long-branch attraction bias and inconsistency in Bayesian
phylogenetics. PLOS ONE 4(12):1–12 DOI 10.1371/journal.pone.0007891.

Kruskal WH, Wallis WA. 1952. Use of ranks in one-criterion variance analysis. Journal of the
American Statistical Association 47(264):583–621 DOI 10.2307/2281082.

Kück P, Mayer C, Wägele J-W, Misof B. 2012. Long branch effects distort maximum likelihood
phylogenies in simulations despite selection of the correct model. PLOS ONE 7(5):1–7
DOI 10.1371/journal.pone.0036593.

Lee MSY, Worthy TH. 2012. Likelihood reinstates Archaeopteryx as a primitive bird. Biology
Letters 8(2):299–303 DOI 10.1098/rsbl.2011.0884.

Letunic I, Bork P. 2021. Interactive tree of life (iTOL) v5: an online tool for phylogenetic tree
display and annotation. Nucleic Acids Research 49(W1):W293–W296
DOI 10.1093/nar/gkab301.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 22/27

http://dx.doi.org/10.1093/sysbio/syq089
http://dx.doi.org/10.1080/10635150802166046
http://dx.doi.org/10.1093/oxfordjournals.molbev.a040588
http://dx.doi.org/10.1093/sysbio/syaa012
http://dx.doi.org/10.1007/BF02100115
http://dx.doi.org/10.1007/BF02109483
http://dx.doi.org/10.1016/j.cois.2016.09.006
http://dx.doi.org/10.1098/rsif.2016.0363
http://dx.doi.org/10.1038/nature02917
http://dx.doi.org/10.1093/molbev/msn042
http://dx.doi.org/10.1371/journal.pone.0007891
http://dx.doi.org/10.2307/2281082
http://dx.doi.org/10.1371/journal.pone.0036593
http://dx.doi.org/10.1098/rsbl.2011.0884
http://dx.doi.org/10.1093/nar/gkab301
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Levene H. 1960. Robust tests for equality of variance. In: Olkin I, Ghurye SG, Hoeffding W,
Madow WG, Mann HB, eds. Contributions to Probability and Statistics: Essays in Honor of
Harold Hotelling. Redwood City: Stanford University Press, 278–292.

Lewis PO. 2001. A likelihood approach to estimating phylogeny from discrete morphological
character data. Systematic Biology 50(6):913–925 DOI 10.1080/106351501753462876.

Li W-H, Zharkikh A. 1995. Statistical tests of DNA phylogenies. Systematic Biology 44(1):49–63
DOI 10.2307/2413482.

Lockhart PJ, Cameron SA. 2001. Trees for bees. Trends in Ecology & Evolution 16(2):84–88
DOI 10.1016/S0169-5347(00)02054-1.

Mackay DM. 1950. XXIV. Quantal aspects of scientific information. The London, Edinburgh and
Dublin Philosophical Magazine and Journal of Science 41(314):289–311
DOI 10.1080/14786445008521798.

Margush T, McMorris FR. 1981. Consensus n-trees. Bulletin of Mathematical Biology
43(2):239–244 DOI 10.1007/BF02459446.

Matthews BW. 1975. Comparison of the predicted and observed secondary structure of T4 phage
lysozyme. Biochimica et Biophysica Acta (BBA)–Protein Structure 405(2):442–451
DOI 10.1016/0005-2795(75)90109-9.

Minh BQ, Nguyen MAT, von Haeseler A. 2013. Ultrafast approximation for phylogenetic
bootstrap. Molecular Biology and Evolution 30(5):1188–1195 DOI 10.1093/molbev/mst024.

Minh BQ, Schmidt HA, Chernomor O, Schrempf D, Woodhams MD, von Haeseler A,
Lanfear R. 2020. IQ-TREE 2: new models and efficient methods for phylogenetic inference in
the genomic era. Molecular Biology and Evolution 37(5):1530–1534
DOI 10.1093/molbev/msaa015.

Misof B, Liu S, Meusemann K, Peters RS, Donath A, Mayer C, Frandsen PB, Ware J, Flouri T,
Beutel RG, Niehuis O, Petersen M, Izquierdo-Carrasco F, Wappler T, Rust J, Aberer AJ,
Aspöck U, Aspöck H, Bartel D, Blanke A, Berger S, Böhm A, Buckley TR, Calcott B, Chen J,
Friedrich F, Fukui M, Fujita M, Greve C, Grobe P, Gu S, Huang Y, Jermiin LS, Kawahara AY,
Krogmann L, Kubiak M, Lanfear R, Letsch H, Li Y, Li Z, Li J, Lu H, Machida R, Mashimo Y,
Kapli P, McKenna DD, Meng G, Nakagaki Y, Navarrete-Heredia JL, Ott M, Ou Y, Pass G,
Podsiadlowski L, Pohl H, von Reumont BM, Schütte K, Sekiya K, Shimizu S, Slipinski A,
Stamatakis A, Song W, Su X, Szucsich NU, Tan M, Tan X, Tang M, Tang J, Timelthaler G,
Tomizuka S, Trautwein M, Tong X, Uchifune T, Walzl MG, Wiegmann BM, Wilbrandt J,
Wipfler B, Wong TK, Wu Q, Wu G, Xie Y, Yang S, Yang Q, Yeates DK, Yoshizawa K,
Zhang Q, Zhang R, Zhang W, Zhang Y, Zhao J, Zhou C, Zhou L, Ziesmann T, Zou S, Li Y,
Xu X, Zhang Y, Yang H, Wang J, Wang J, Kjer KM, Zhou X. 2014. Phylogenomics resolves
the timing and pattern of insect evolution. Science 346:763–767 DOI 10.1126/science.1257570.

Miya M, Nishida M. 2000. Use of mitogenomic information in teleostean molecular phylogenetics:
a tree-based exploration under the maximum-parsimony optimality criterion. Molecular
Phylogenetics and Evolution 17(3):437–455 DOI 10.1006/mpev.2000.0839.

Miyamoto MM, Fitch WM. 1995. Testing species phylogenies and phylogenetic methods with
congruence. Systematic Biology 44(1):64–76 DOI 10.2307/2413483.

Moreno-Carmona M, Cameron SL, Quiroga CFP. 2021. How are the mitochondrial genomes
reorganized in Hexapoda? Differential evolution and the first report of convergences within
Hexapoda. Gene 791:1–13 DOI 10.1016/j.gene.2021.145719.

Nelder JA, Wedderburn RWM. 1972. Generalized linear models. Journal of the Royal Statistical
Society A 135(3):370–384 DOI 10.2307/2344614.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 23/27

http://dx.doi.org/10.1080/106351501753462876
http://dx.doi.org/10.2307/2413482
http://dx.doi.org/10.1016/S0169-5347(00)02054-1
http://dx.doi.org/10.1080/14786445008521798
http://dx.doi.org/10.1007/BF02459446
http://dx.doi.org/10.1016/0005-2795(75)90109-9
http://dx.doi.org/10.1093/molbev/mst024
http://dx.doi.org/10.1093/molbev/msaa015
http://dx.doi.org/10.1126/science.1257570
http://dx.doi.org/10.1006/mpev.2000.0839
http://dx.doi.org/10.2307/2413483
http://dx.doi.org/10.1016/j.gene.2021.145719
http://dx.doi.org/10.2307/2344614
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Nguyen LT, Schmidt HA, von Haeseler A, Minh BQ. 2015. IQ-TREE: a fast and effective
stochastic algorithm for estimating maximum likelihood phylogenies. Molecular Biology and
Evolution 32(1):268–274 DOI 10.1093/molbev/msu300.

O’Reilly JE, Donoghue PCJ. 2018. The efficacy of consensus tree methods for summarizing
phylogenetic relationships from a posterior sample of trees estimated from morphological data.
Systematic Biology 67(2):354–362 DOI 10.1093/sysbio/syx086.

O’Reilly JE, Puttick MN, Parry L, Tanner AR, Tarver JE, Fleming J, Pisani D, Donoghue PCJ.
2016. Bayesian methods outperform parsimony but at the expense of precision in the estimation
of phylogeny from discrete morphological data. Biology Letters 12(4):1–5
DOI 10.1098/rsbl.2016.0081.

O’Reilly JE, Puttick MN, Pisani D, Donoghue PCJ. 2017. Probabilistic methods surpass
parsimony when assessing clade support in phylogenetic analyses of discrete morphological
data. Palaeontology 61(1):105–118 DOI 10.1111/pala.12330.

O’Reilly JE, Puttick MN, Pisani D, Donoghue PCJ. 2018. Empirical realism of simulated data is
more important than the model used to generate it: a reply to Goloboff et al. Palaeontology
61(4):631–635 DOI 10.1111/pala.12361.

Pagel M. 1994. Detecting correlated evolution on phylogenies: a general method for the
comparative analysis of discrete characters. Proceedings of the Royal Society B: Biological Sciences
255(1342):37–45 DOI 10.1098/rspb.1994.0006.

Penny D, Foulds LR, Hendy MD. 1982. Testing the theory of evolution by comparing
phylogenetic trees constructed from five different protein sequences. Nature 297(5863):197–200
DOI 10.1038/297197a0.

Penny D, Steel MA, Lockhart PJ, Hendy MD. 1994. The role of models in reconstructing
evolutionary trees. In: Scotland RW, Stebert DJ, Williams DM, eds. Models in Phylogeny
Reconstruction. Oxford: Oxford University Press/The Clarendon Press, 211–230.

Peters RS, Meusemann K, Petersen M, Mayer C, Wilbrandt J, Ziesmann T, Donath A, Kjer KM,
Aspöck U, Aspöck H, Aberer A, Stamatakis A, Friedrich F, Hünefeld F, Niehuis O,
Beutel RG, Misof B. 2014. The evolutionary history of holometabolous insects inferred from
transcriptome-based phylogeny and comprehensive morphological data. BMC Evolutionary
Biology 14(1):1–16 DOI 10.1186/1471-2148-14-52.

Philippe H, Zhou Y, Brinkmann H, Rodrigue N, Delsuc F. 2005. Heterotachy and long-branch
attraction in phylogenetics. BMC Evolutionary Biology 5(1):1–8 DOI 10.1186/1471-2148-5-1.

Prager EM, Wilson AC. 1988. Ancient origin of lactalbumin from lysozyme: analysis of DNA and
amino acid sequences. Journal of Molecular Evolution 27(4):326–335 DOI 10.1007/BF02101195.

Puttick MN, O’Reilly JE, Oakley D, Tanner AR, Fleming JF, Clark J, Holloway L, Lozano-
Fernandez J, Parry LA, Tarver JE, Pisani D, Donoghue PCJ. 2017b. Parsimony and
maximum-likelihood phylogenetic analyses of morphology do not generally integrate
uncertainty in inferring evolutionary history: a response to Brown et al. Proceedings of the Royal
Society B: Biological Sciences 284(1864):1–3 DOI 10.1098/rspb.2017.1636.

Puttick MN, O’Reilly JE, Pisani D, Donoghue PCJ. 2018. Probabilistic methods outperform
parsimony in the phylogenetic analysis of data simulated without a probabilistic model.
Palaeontology 62(1):1–17 DOI 10.1111/pala.12388.

Puttick MN, O’Reilly JE, Tanner AR, Fleming JF, Clark J, Holloway L, Lozano-Fernandez J,
Parry LA, Tarver JE, Pisani D, Donoghue PCJ. 2017a. Uncertain-tree: discriminating among
competing approaches to the phylogenetic analysis of phenotype data. Proceedings of the Royal
Society B: Biological Sciences 284(1846):1–9 DOI 10.1098/rspb.2016.2290.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 24/27

http://dx.doi.org/10.1093/molbev/msu300
http://dx.doi.org/10.1093/sysbio/syx086
http://dx.doi.org/10.1098/rsbl.2016.0081
http://dx.doi.org/10.1111/pala.12330
http://dx.doi.org/10.1111/pala.12361
http://dx.doi.org/10.1098/rspb.1994.0006
http://dx.doi.org/10.1038/297197a0
http://dx.doi.org/10.1186/1471-2148-14-52
http://dx.doi.org/10.1186/1471-2148-5-1
http://dx.doi.org/10.1007/BF02101195
http://dx.doi.org/10.1098/rspb.2017.1636
http://dx.doi.org/10.1111/pala.12388
http://dx.doi.org/10.1098/rspb.2016.2290
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Rambaut A, Drummond AJ, Xie D, Baele G, Suchard MA. 2018. Posterior summarisation in
Bayesian phylogenetics using Tracer 1.7. Systematic Biology 67(5):901–904
DOI 10.1093/sysbio/syy032.

Randall RN, Radford CE, Roof KA, Natarajan DK, Gaucher EA. 2016. An experimental
phylogeny to benchmark ancestral sequence reconstruction. Nature Communications 7(1):1–6
DOI 10.1038/ncomms12847.

Rannala B, Yang Z. 1996. Probability distribution of molecular evolutionary trees: a new method
of phylogenetic inference. Journal of Molecular Evolution 43(3):304–311
DOI 10.1007/BF02338839.

Ripley BD. 1987. Stochastic simulation. In: Wiley Series in Probability and Statistics. New York,
NY, US: John Wiley & Sons.

Robinson DR. 1971. Comparison of labelled trees with valency three. Journal of Combinatorial
Theory, Series B 11(2):105–119 DOI 10.1016/0095-8956(71)90020-7.

Robinson DR, Foulds LR. 1981. Comparison of phylogenetic trees. Mathematical Biosciences
53(1–2):131–147 DOI 10.1016/0025-5564(81)90043-2.

Rokas A, Nylander JAA, Ronquist F, Stone GN. 2002. A maximum-likelihood analysis of eight
phylogenetic markers in gallwasps (Hymenoptera: Cynipidae): implications for insect
phylogenetic studies. Molecular Phylogenetics and Evolution 22(2):206–219
DOI 10.1006/mpev.2001.1032.

Ronquist F, Teslenko M, van der Mark P, Ayres DL, Darling A, Höhna S, Larget B, Liu L,
Suchard MA, Huelsenbeck JP. 2012. MrBayes 3.2: efficient Bayesian phylogenetic inference
and model selection across a large model space. Systematic Biology 61(3):539–542
DOI 10.1093/sysbio/sys029.

Russo CAM, Takezaki M, Nei M. 1996. Efficiencies of different genes and different tree-building
methods in recovering a known vertebrate phylogeny. Molecular Biology and Evolution
13(3):525–536 DOI 10.1093/oxfordjournals.molbev.a025613.

Rzhetsky A, Nei M. 1992. A simple method for estimating and testing minimum-evolution trees.
Molecular Biology and Evolution 9:945–967 DOI 10.1093/oxfordjournals.molbev.a040771.

Šidák ZK. 1967. Rectangular confidence regions for the means of multivariate normal
distributions. Journal of the American Statistical Association 62(318):626–633
DOI 10.1080/01621459.1967.10482935.

Sanger F, Nicklen S, Coulson AR. 1977. DNA sequencing with chain-terminating inhibitors.
Proceedings of the National Academy of Sciences of the United States of America
74(12):5463–5467 DOI 10.1073/pnas.74.12.5463.

Schneider H. 2007. 9.2 testes para comparação de duas ou mais topologias. In: Schneider H, ed.
Métodos de Análise Filogenética: um Guia Prático. Third Edition. Madison: Holos Editora,
135–144.

Schrago CG, Aguiar BO, Mello B. 2018. Comparative evaluation of maximum parsimony and
Bayesian phylogenetic reconstruction using empirical morphological data. Journal of
Evolutionary Biology 31(10):1477–1484 DOI 10.1111/jeb.13344.

Seixas VC, Paiva PC, Russo CAM. 2016. Complete mitochondrial genomes are not necessarily
more informative than individual mitochondrial genes to recover a well-established annelid
phylogeny. Gene Reports 5:10–17 DOI 10.1016/j.genrep.2016.07.011.

Shapiro SS, Wilk MB. 1965. An analysis of variance test for normality (complete samples).
Biometrika 52(3–4):591–611 DOI 10.1093/biomet/52.3-4.591.

Shimodaira H. 2002. An approximately unbiased test of phylogenetic tree selection. Systematic
Biology 51(3):492–508 DOI 10.1080/10635150290069913.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 25/27

http://dx.doi.org/10.1093/sysbio/syy032
http://dx.doi.org/10.1038/ncomms12847
http://dx.doi.org/10.1007/BF02338839
http://dx.doi.org/10.1016/0095-8956(71)90020-7
http://dx.doi.org/10.1016/0025-5564(81)90043-2
http://dx.doi.org/10.1006/mpev.2001.1032
http://dx.doi.org/10.1093/sysbio/sys029
http://dx.doi.org/10.1093/oxfordjournals.molbev.a025613
http://dx.doi.org/10.1093/oxfordjournals.molbev.a040771
http://dx.doi.org/10.1080/01621459.1967.10482935
http://dx.doi.org/10.1073/pnas.74.12.5463
http://dx.doi.org/10.1111/jeb.13344
http://dx.doi.org/10.1016/j.genrep.2016.07.011
http://dx.doi.org/10.1093/biomet/52.3-4.591
http://dx.doi.org/10.1080/10635150290069913
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Shimodaira H, Hasegawa M. 1999. Multiple comparisons of log-likelihoods with applications to
phylogenetic inference. Molecular Biology and Evolution 16(8):1114–1116
DOI 10.1093/oxfordjournals.molbev.a026201.

Smith MR. 2019. Bayesian and parsimony approaches reconstruct informative trees from
simulated morphological datasets. Biology Letters 15(2):1–6 DOI 10.1098/rsbl.2018.0632.

Sober E. 2004. The contest between parsimony and likelihood. Systematic Biology 53(4):644–653
DOI 10.1080/10635150490468657.

Sokal RR, Rohlf FJ. 1981. Biometry: the principles and practice of statistics in biological research.
Second Edition. San Francisco: W. H. Freeman.

Soltis PS, Soltis DE. 2003. Applying the bootstrap in phylogeny reconstruction. Statistical Science
18(2):256–267 DOI 10.1214/ss/1063994980.

Song F, Li H, Jiang P, Zhou X, Liu J, Sun C, Vogler AP, Cai W. 2016. Capturing the phylogeny of
Holometabola with mitochondrial genome data and Bayesian site-heterogeneous mixture
models. Genome Biology and Evolution 8(5):1411–1426 DOI 10.1093/gbe/evw086.

Susko E. 2012. Bayesian long branch attraction bias and corrections. Systematic Biology
64(2):243–255 DOI 10.1093/sysbio/syu099.

Swofford DL, Bell CD. 2017. PAUP�. Phylogenetic analysis using parsimony (�and other methods),
version 4.0a169. Sunderland: Sinauer Associates.

Swofford DL, Olsen GJ, Waddel PJ, Hillis DM. 1996. Phylogenetic inference. In: Hillis DM,
Moritz C, Mable BK, eds. Molecular Systematics. Sunderland: Sinauer Associates, 407–514.

Templeton AR. 1983. Phylogenetic inference from restriction endonuclease cleavage site maps
with particular reference to the evolution of humans and the apes. Evolution 37(2):221–244
DOI 10.2307/2408332.

Thomas GWC, Dohmen E, Hughes DST, Murali SC, Poelchau M, Glastad K, Anstead CA,
Ayoub NA, Batterham P, Bellair M, Binford GJ, Chao H, Chen YH, Childers C, Dinh H,
Doddapaneni HV, Duan JJ, Dugan S, Esposito LA, Friedrich M, Garb J, Gasser RB,
Goodisman MAD, Gundersen-Rindal DE, Han y, Handler AM, Hatakeyama M, Hering L,
Hunter WB, Ioannidis P, Jayaseelan JC, Kalra D, Khila A, Korhonen PK, Lee CE, Lee SL,
Li Y, Lindsey ARI, Mayer G, McGregor AP, McKenna DD, Misof B, Munidasa M, Munoz-
Torres M, Muzny DM, Niehuis O, Osuji-Lacy N, Palli SR, Panfilio KA, Pechmann M,
Perry T, Peters RS, Poynton HC, Prpic N-M, Qu J, Rotenberg D, Schal C, Schoville SD,
Scully ED, Skinner E, Sloan DB, Stouthamer R, Strand MR, Szucsich NU, Wijeratne A,
Young ND, Zattara EE, Benoit JB, Zdobnov EM, Pfrender ME, Hackett KJ, Werren JH,
Worley KC, Gibbs RA, Chipman AD, Waterhouse RM, Bornberg-Bauer E, Hahn MW,
Richards S. 2020. Gene content evolution in the arthropods. Genome Biology 21(15):1–14
DOI 10.1186/s13059-019-1925-7.

Tuffley C, Steel M. 1997. Links between maximum likelihood and maximum parsimony under a
simple model of site substitution. Bulletin of Mathematical Biology 59(3):581–607
DOI 10.1007/BF02459467.

Uzzell T, Corbin KW. 1971. Fitting discrete probability distributions to evolutionary events.
Science 172:1089–1096 DOI 10.1126/science.172.3988.1089.

Wiens JJ, Hollingsworth BD. 2000. War of the iguanas: conflicting molecular and morphological
phylogenies and long-branch attraction in iguanid lizards. Systematic Biology 49(1):143–159
DOI 10.1080/10635150050207447.

Wilcox TP, Zwickl DJ, Heath TA, Hillis DM. 2002. Phylogenetic relationships of the dwarf boas
and a comparison of Bayesian and bootstrap measures of phylogenetic support. Molecular
Phylogenetics and Evolution 25(2):361–371 DOI 10.1016/S1055-7903(02)00244-0.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 26/27

http://dx.doi.org/10.1093/oxfordjournals.molbev.a026201
http://dx.doi.org/10.1098/rsbl.2018.0632
http://dx.doi.org/10.1080/10635150490468657
http://dx.doi.org/10.1214/ss/1063994980
http://dx.doi.org/10.1093/gbe/evw086
http://dx.doi.org/10.1093/sysbio/syu099
http://dx.doi.org/10.2307/2408332
http://dx.doi.org/10.1186/s13059-019-1925-7
http://dx.doi.org/10.1007/BF02459467
http://dx.doi.org/10.1126/science.172.3988.1089
http://dx.doi.org/10.1080/10635150050207447
http://dx.doi.org/10.1016/S1055-7903(02)00244-0
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/


Wipfler B, Letsch H, Frandsen PB, Kapli P, Mayer C, Bartel D, Buckley TR, Donath A, Edgerly-
Rooks JS, Fujita M, Liu S, Machida R, Mashimo Y, Misof B, Niehuis O, Peters RS,
Petersen M, Podsiadlowski L, Schütte K, Shimizu S, Uchifune T, Wilbrandt J, Yan E,
Zhou X, Simon S. 2019. Evolutionary history of polyneoptera and its implications for our
understanding of early winged insects. Proceedings of the National Academy of Sciences of the
United States of America 116(8):3024–3029 DOI 10.1073/pnas.1817794116.

Wolfe JM, Daley AC, Legg DA, Edgecombe GD. 2016. Fossil calibrations for the arthropod tree of
life. Earth Science Reviews 160(2):43–110 DOI 10.1016/j.earscirev.2016.06.008.

Wright APM, Hillis DM. 2014. Bayesian analysis using a simple likelihood model outperforms
parsimony for estimation of phylogeny from discrete morphological data. PLOS ONE 9(10):1–6
DOI 10.1371/journal.pone.0109210.

Wróbel B. 2008. Statistical measures of uncertainty for branches in phylogenetic trees inferred
from molecular sequences by using model-based methods. Journal of Applied Genetics
49(1):49–67 DOI 10.1007/BF03195249.

Yang Z. 1993. Maximum likelihood estimation of phylogeny from DNA sequences when
substitution rates differ over sites. Molecular Biology and Evolution 10:1396–1401
DOI 10.1093/oxfordjournals.molbev.a040082.

Yang Z. 1994. Maximum likelihood phylogenetic estimation from DNA sequences with variable
rates over sites: approximate methods. Journal of Molecular Evolution 39(3):306–314
DOI 10.1007/BF00160154.

Yang Z, Rannala B. 1997. Bayesian phylogenetic inference using DNA sequences: a Markov chain
Monte Carlo method. Molecular Biology and Evolution 14(7):717–724
DOI 10.1093/oxfordjournals.molbev.a025811.

Young AD, Gillung JP. 2020. Phylogenomics–principles opportunities and pitfalls of big-data
phylogenetics. Systematic Entomology 45(2):225–247 DOI 10.1111/syen.12406.

Yule GU. 1912. On the methods of measuring association between two attributes. Journal of the
Royal Statistical Society 75(6):579–652 DOI 10.2307/2340126.

Zardoya R, Meyer A. 1996. Phylogenetic performance of mitochondrial protein-coding genes in
resolving relationships among vertebrates. Molecular Biology and Evolution 13(7):933–942
DOI 10.1093/oxfordjournals.molbev.a025661.

Zhou Y, Rodrigue N, Lartillot N, Philippe H. 2007. Evaluation of the models handling
heterotachy in phylogenetic inference. BMC Evolutionary Biology 7(1):1–13
DOI 10.1186/1471-2148-7-1.

Francisco Barbosa et al. (2024), PeerJ, DOI 10.7717/peerj.16706 27/27

http://dx.doi.org/10.1073/pnas.1817794116
http://dx.doi.org/10.1016/j.earscirev.2016.06.008
http://dx.doi.org/10.1371/journal.pone.0109210
http://dx.doi.org/10.1007/BF03195249
http://dx.doi.org/10.1093/oxfordjournals.molbev.a040082
http://dx.doi.org/10.1007/BF00160154
http://dx.doi.org/10.1093/oxfordjournals.molbev.a025811
http://dx.doi.org/10.1111/syen.12406
http://dx.doi.org/10.2307/2340126
http://dx.doi.org/10.1093/oxfordjournals.molbev.a025661
http://dx.doi.org/10.1186/1471-2148-7-1
http://dx.doi.org/10.7717/peerj.16706
https://peerj.com/

	Performance of tree-building methods using a morphological dataset and a well-supported Hexapoda phylogeny
	Introduction
	Materials and Methods
	Results
	Discussion
	Concluding remarks
	flink6
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


