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ABSTRACT
Background. Suicidal attempts in patients withmajor depressive disorder (MDD) have
become an important challenge in global mental health affairs. To correctly distinguish
MDD patients with and without suicidal attempts, a multimodal prediction model was
developed in this study using multimodality data, including demographic, depressive
symptoms, and brain structural imaging data. This model will be very helpful in the
early intervention of MDD patients with suicidal attempts.
Methods. Two feature selection methods, support vector machine-recursive feature
elimination (SVM-RFE) and random forest (RF) algorithms, were merged for feature
selection in 208 MDD patients. SVM was then used as a classification model to
distinguish MDD patients with suicidal attempts or not.
Results. The multimodal predictive model was found to correctly distinguish MDD
patients with and without suicidal attempts using integrated features derived from
SVM-RFE and RF, with a balanced accuracy of 77.78%, sensitivity of 83.33%, specificity
of 70.37%, positive predictive value of 78.95%, and negative predictive value of
76.00%. The strategy ofmerging the features from two selectionmethods outperformed
traditional methods in the prediction of suicidal attempts in MDD patients, with
hippocampal volume, cerebellar vermis volume, and supracalcarine volume being the
top three features in the prediction model.
Conclusions. This study not only developed a new multimodal prediction model
but also found three important brain structural phenotypes for the prediction of
suicidal attempters in MDD patients. This prediction model is a powerful tool for
early intervention in MDD patients, which offers neuroimaging biomarker targets for
treatment in MDD patients with suicidal attempts.

Subjects Neuroscience, Neurology, Psychiatry and Psychology, Radiology and Medical Imaging,
Mental Health
Keywords MDD, Suicidal attempts, Machine learning, SVM-RFE, RF, Support vector machine,
Feature selection

INTRODUCTION
Major depressive disorder (MDD) is a disablingmental disorder regulated by both genomics
and environment (Otte et al., 2016), currently affectingmore than 320million people in the
world (Zhuo et al., 2019) and causing a serious burden on society (Whiteford et al., 2013).
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Suicide refers to the behavior of ending one own’s life (Sveticic & De Leo, 2012), which is
a serious consequence of global mental health and contributes to one million deaths each
year (Brundin, Bryleva & Rajamani, 2017). Nowadays, 90% of people with suicide attempts
suffer from one or more mental disorders, and those with MDD account for 59–87% of all
suicidal attempts (Rihmer & Kiss, 2002). Therefore, it is extremely important to predict the
suicide attempts of MDD patients and explore underlying neural mechanisms to alleviate
the harm of suicide attempts.

Increasing evidence has demonstrated significant demographic and clinical differences
between MDD patients with and without suicidal attempts. For example, suicidal MDD
patients have more comorbid alcohol dependence (Schick et al., 2023) and experience
frequent nightmares (Song et al., 2022). They were also found to have an earlier onset age
of MDD (Claassen et al., 2007), lower education (Wang et al., 2022) and social support
(Hu et al., 2023a), more vulnerability to external control (Wiebenga et al., 2021) and
more often exposed to childhood trauma (Souza et al., 2016). With the development of
magnetic resonance imaging, more and more studies are showing significant alterations
in brain structure in MDD patients who attempt suicide. For example, suicidal attempters
demonstrated larger bilateral hippocampal fissures (Zhang et al., 2021) but smaller
hippocampal volumes (Colle et al., 2015). MDD patients with suicide attempts showed
larger surface area in the left posterior central region and lateral occipital region (Kang et
al., 2020), larger prefrontal cortical and insula volume (Rizk et al., 2019), and smaller left
angular gyrus and right cerebellum volume (Lee et al., 2016).

Although the behavioral and neuroimaging differences among MDD patients with and
without suicide attempts were inconclusive (Dwivedi, 2012), they still offered some clues
for the prediction of suicide attempts in MDD patients. Increasing machine learning (ML)
methods have been conducted for the prediction of suicide attempts in MDD patients
using behavioral and neuroimaging data, in which recursive feature elimination (RFE)
and its variation have been widely adopted (Bhadra & Kumar, 2023). RFE has shown
excellent performance in feature selection from high-dimensional data. For example,
history of suicide attempts, religion, ethnicity, suicidal ideation, and severity of clinical
depression are sensitive in predicting suicide attempters in MDD using RFE (Nordin et al.,
2021). Support vector machine-recursive feature elimination (SVM-RFE) integrates the
advantages of SVM and RFE by filtering and ranking features (Bao et al., 2023). SVM-RFE
has been established to be a useful feature eliminationmethod in predicting suicide attempt
risk among MDD patients (Hong et al., 2021), with orbitofrontal, cingulate, fusiform, and
temporal pole thickness and volume as important selected features. In addition, Random
Forest (RF) is a traditional feature selection algorithm that ranks feature importance by
calculating contribution weight into a decision tree (Gündoğdu, 2023), which can stratify
suicide risk among MDD patients, with pain avoidance and right thalamus volume as key
features selected from behavioral and neuroimaging data (Hao et al., 2023). These studies
show that the isolated ML approach may help to provide an individual-level prediction of
suicidal risks in MDD patients (Chen et al., 2023), however, integrated ML multimodal in
predicting suicide attempt risk among MDD patients using high-dimensional behavioral
and neuroimaging data have been less investigated.
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In this study, to accurately predict suicide attempt risk among MDD patients, we
developed an ML suicidal multimodal prediction model in MDD patients in the UK
Biobank dataset using high-dimensional behavioral and neuroimaging data. We aim
to optimize accuracy in predicting suicide attempt risk among MDD patients using an
integration of SVM-RFE and RF models. In addition, the surviving selected neuroimaging
features will strengthen the understanding of neural mechanisms in suicide attempts in
MDD patients. Our suicidal multimodal prediction model can not only be used for early
prediction of suicide attempts in MDD patients but also offers neuroimaging biomarker
targets for treatment in MDD patients.

MATERIAL AND METHODS
Study populations
The participants used in this study were from the UK biobank (UKBB) (http:
//www.ukbiobank.ac.uk), which is a population-based cohort including over 500,000
participants recruited in the United Kingdom between 2006 and 2010 (Sudlow et al., 2015).
Among the 502,616 participants, exclusively adults, with age ranges from 40 to 77, the
mean age at baseline was 59.46 years (standard deviation 8.12), 54.41% were men and
81.51% were of White ethnicity. UKBB is used to improve the prevention, diagnosis, and
treatment of various diseases. The baseline assessment includes lifestyle, environment,
medical history, genomics, physical measures, and other relevant data. Informed consent
was obtained from all UKBB participants.

This study was subject to UKBB ethical approval granted by the National Information
Governance Board for Health and Social Care and the NHS North West Multicenter
Research Ethics Committee. All participants gave informed consent by electronic signature
at baseline. Data collected at baseline were used in this study. This study was conducted
using the UK Biobank Resource under Application Number 75556.

Definition of major depressive disorders
The definition ofMDDwas based onmajor depression status in the UKBB(field ID: 20126).
The definition of MDD in this field is generated based on the hypothetical categories of
MDD summarized by Smith et al. (2013), which are classified into single-episode major
depression, moderate recurrent major depression, and severe recurrent major depression.
For participants with missing data, we excluded them from the study. Finally, there were a
total of 31,829 MDD patients included in this study.

Definition of suicidal attempts
The definition of suicidal attempts was based on ‘‘Ever attempted suicide’’ (field ID:
20483). Each participant was asked to answer a question about ‘‘Have you harmed yourself
with the intention to end your life?’’. In the latest data released by UKBB, excluding those
participants with the answer ‘‘Prefer not to answer’’ ( n= 219), there were a total of 6,642
participants answering this question. Finally, there were a total of 1132 MDD patients
with completed the suicidal attempts questionnaire. Among 1,132 MDD patients, there
were a total of 653 participants defined as MDD patients with suicide attempts (MDD-SA,
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n= 653), and a total of 479 participants defined as MDD patients without suicide attempts
(MDD-nSA, n= 479).

Features characteristics
A total of 179 features were included in the prediction analysis, including demographic
features (n= 11), depressive symptoms features (n= 15), and brain structural phenotypes
features( n= 153). More information about these features is described in Table S1.

Demographic features. There were eleven demographic features, including gender,
age at the time of attending the assessment center, current employment status, age at
completion of full-time education, moral background, age at the time of the first episode
of depression, age at the time of the last episode of depression, sleep duration, smoking
status, variation in diet and alcohol intake frequency.

Depressive symptoms feature. There were fifteen depressive symptoms features, for
example, ‘‘numbers of depression episodes’’, ‘‘even had prolonged feelings of sadness or
depression’’, ‘‘feeling of tiredness during a worst episode of depression’’, and so on. More
information about these features is described in Table S1.

Brain structural phenotypes. In this study, neuroimaging data were scanned at the UK
Biobank Imaging Centre by a standard Siemens Skyra 3T scanner runningVD13A SP4 and a
standard Siemens 32-channel radiofrequency receiver head coil (Miller et al., 2016). More
information is shown at https://biobank.ctsu.ox.ac.uk/crystal/crystal/docs/brain_mri.pdf.
The FAST and FIRST grey matter segmentation are used to generate a further 153
regional brain structural phenotypes, by summing the grey matter partial volume
estimates within 153 ROIs: 139 regional grey matter volumes (GMV) and 14 subcortical
volumes (Category ID: 1101 and 1102). These ROIs are established in MNI152 space
by merging several different atlases: the Harvard-Oxford cortical and subcortical
atlases (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases) and the Diedrichsen cerebellar atlas
(http://www.diedrichsenlab.org/imaging/propatlas.htm). More details are available
at https://biobank.ctsu.ox.ac.uk/crystal/crystal/docs/brain_mri.pdf. A total of 42,789
participants’ neuroimaging data were used for the present study. Due to the small amount
of data, we excluded fields with missing rates exceeding 10% from the study. For the
remaining categorical variables, the missing values were filled in using the mode value. For
the remaining continuous variables, the missing values were filled in using mean and then
standardized to z-score for further analyses.

Finally, 208 MDD patients (MDD-SA, n= 119; MDD-nSA, n= 89) with complete
11 demographic features, 15 depressive symptoms features, and 153 brain structural
phenotypes features were included in the further analysis. A flowchart for describing the
sample size in each analysis is shown in Fig. S1.

Statistical analysis
In this study, an ML multimodal model was built for the prediction of suicide attempters
in MDD patients by integrating SVM-RFE and RF algorithms in 208 MDD patients. The
process includes feature selection, feature integration, and prediction model estimation.
The working flowchart in this study is described in Fig. 1 and details are introduced below.
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Figure 1 Working flowchart in the present study. Abbreviation: SVM, support vector machine; SVM-
RFE, support vector machine-recursive feature elimination; RF, random forest; MDD-SA, MDD patients
with suicidal attempts; MDD-nSA, MDD patients without suicidal attempts.

Full-size DOI: 10.7717/peerj.16362/fig-1

Feature selection
Feature selection is an important step in the classification prediction model. In this
study, two classical feature selection methods, namely SVM-RFE and RF, were used
to explore important features in the classification of MDD-SA and MDD-nSA. This
study implemented ML feature selection using the scikit-learn package with Python 3.7
(http://scikit-learn.org/). SVM-RFE algorithm is a feature selection algorithm for recursive
feature elimination based on the principle of maximum interval of SVM, in which the
three most important parameters are kernel function, kernel function coefficient gamma,
and penalty coefficient C. In this study, we set the kernel function to be ‘‘linear kernel’’,
the kernel function coefficient to be ‘‘auto’’, and the penalty coefficient to be 1. RF is an
algorithm for feature selection by calculating the contribution of each feature on each tree
in a random forest, the two most important parameters are the number of decision trees
and the classification criteria of the tree nodes criterion, which we set to 50000 and ‘‘Gini’’,
respectively. More information about the algorithm parameters used in the experiments is
shown in Table S2.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 5/14

https://peerj.com
https://doi.org/10.7717/peerj.16362/fig-1
http://scikit-learn.org/
http://dx.doi.org/10.7717/peerj.16362#supp-1
http://dx.doi.org/10.7717/peerj.16362


The specific implementation process of the SVM-RFE method was as follows: (1)
All 179 features were introduced into SVM-RFE to train the classifier, in which the less
important features were iteratively eliminated according to the weighted vector of SVM
with linear kernel, and the features were rearranged in descending order according to
their importance; (2) Repeated training and testing split design was conducted using
leave-one-out cross-validation (LOOCV). Specifically, in each experiment, one dataset was
used for model test, and all other data was used for model training. The feature importance
ranking was recorded according to all the iterative results. (3) Finally, the predictive features
that survived from Subset-SVM-RFE were adopted for the following analysis.

The implementation of the RF method was as follows: (1) All 179 features were
introduced into an RF classifier to build 50,000 subtrees, using Gini Impurity as an
evaluation criterion for dividing the subtrees (Menze et al., 2009); (2) The features were
ranked by importance and the top features were selected as subset-RF for subsequent
analysis. The numbers of top features in Subset-RF were consistent with the numbers of
features in Subset-SVM-RFE.

Feature integration
The features in Subset-SVM-RFE and Subset-RF were then integrated for further analysis.
The common features in Subset-SVM-RFE and Subset-RF were treated as Features-Subset
and other features were added to the Features-Subset one by one based on their importance
for model training. The dataset for model training was stratified into train and test datasets
with a ratio of 7:3, ensuring the category proportion. A linear kernel was used to fit the SVM
model, the rest of the parameters was based on the default parameters of the SVM model.
More information about the algorithm parameters used in the experiments is shown in
Table S2.

Prediction model estimation
Three indices in prediction model estimation, including accuracy, sensitivity, and
specificity, were used to estimate the prediction model. Additionally, two important
statistics, positive predictive value (PPV) and negative predictive value (NPV) were used
to measure the optimized clinical relevance of a test. The receiver operating characteristic
(ROC) curve for this optimal model was also demonstrated. To validate the selected
features that survived from the integrated prediction model, a two-sample T-test of the
predictors in the resulting optimal classifier was performed to compare the differences in
features among MDD-SA and MDD-nSA participants.

RESULTS
Demographic
A total of 208 MDD patients were finally included in this study, their demographic and
clinical characteristics are shown in Table 1. There were no statistical differences between
MDD-SA (n= 119) and MDD-nSA (n= 89) in terms of sex, current employment status,
sleep duration, smoking status, dietary changes, and frequency of alcohol consumption
(Table 1). The age at the time of assessment in theMDD-SA group (53.09± 7.51 years) was
significantly higher than those in the MDD-nSA group (50.54 ± 7.07 years) (P = 0.015).

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 6/14

https://peerj.com
http://dx.doi.org/10.7717/peerj.16362#supp-1
http://dx.doi.org/10.7717/peerj.16362


Table 1 Demographic information of MDD patients.

MDD-SA (n= 119) MDD-nSA (n= 89) P -value

Sex (male/female) 31/88 20/69
Age (years) 53.09± 7.514 50.54± 7.068 0.02 a

Current employment status 0.92b

In paid employment or self-employed 91 (76.47%) 66 (74.16%)
Retired 17 (14.29%) 14 (15.73%)
Looking after home and/or family 2 (1.68%) 2 (2.25%)
Unable to work because of sickness or disability 7 (5.88%) 4 (4.49%)
Unemployed 2 (1.68%) 2 (2.25%)
Full or part-time student 0 1 (1.12%)
Sleep duration 7.08± 1.277 7.15± 1.029 0.55a

Smoking status 0.83b

Never 58 (48.74%) 47 (52.8%)
Previous 50 (42.02%) 35 (39.33%)
Current 11 (9.24%) 7 (7.87%)
Variation in diet 0.68b

Never/rarely 36 (30.25%) 22 (24.72%)
Sometimes 72 (60.5%) 58 (65.17%)
Often 11 (9.25%) 9 (10.11%)
Alcohol intake frequency 0.73b

Daily or almost daily 18 (15.13%) 14 (15.73%)
Three or four times a week 26 (21.85%) 25 (28.09%)
Once or twice a week 36 (30.25%) 22 (24.72%)
One to three times a month 18 (15.13%) 11 (12.36%)
Special occasions only 10 (8.40%) 11 (12.36%)
Never 11 (9.24) 6 (6.74%)

Notes.
MDD-SA, MDD patients with suicidal attempts; MDD-nSA, MDD patients without suicidal attempts.
Statistically significant difference (P < 0.05) of each item among MDD-SA and MDD-nSA were shown in bold and iliac.

aP-value in Mann-Whitney U test.
bP-value in chi-square test.

Feature selection and integration
In the feature selection using SVM-RFE, the Subset-SVM-RFE selected a total of 21
predictive features. Correspondingly, the Subset-RF included the top 21 predictive features
from the RF algorithm (Table S3). The SVM-RFE and RF algorithms were integrated to
explore useful prediction features for the classification of MDD-SA and MDD-nSA. We
found that there were eight common features between Subset-SVM-RFE and Subset-RF.
The other 34 features from Subset-SVM-RFE and Subset-RF were added to the predictive
model interactively to estimate the predictive performance. More information about these
features is shown in Table S3.

Predictive model performance
In this study, threemodel prediction indices, including accuracy, sensitivity, and specificity,
were used to estimate the predictive model. The process of adding features one by one
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Figure 2 Multimodal predictive model performance for MDD-SA. (A) Accuracy, sensitivity, and speci-
ficity in the prediction model for MDD-SA; (B) the ROC curves for the prediction model. Abbreviation:
ROC: receiver operating characteristic. Abbreviation: MDD-SA, MDD patients with suicidal attempts;
ROC, Receiver Operating Characteristic.

Full-size DOI: 10.7717/peerj.16362/fig-2

Table 2 Comparison of the classification performance of different feature selection methods.

ACC TPR TNR PPV NPV AUC

SVM-RFE 76.19% 80.56% 70.37% 78.38% 73.08% 0.75
RF 65.08% 77.78% 48.15% 66.67% 61.90% 0.62
SVM-RFE and RF 77.78% 83.33% 70.37% 78.95% 76.00% 0.75

Notes.
ACC, accuracy; AUC, area under the curve; NPV, negative predictive value; PPV, positive predictive value; RF, random forest; SVM- RFE, support vector machine- recur-
sive feature elimination; TNR, true negative rate; TPR, true positive rate.

to achieve the best classification effect is shown in Fig. 2. As shown in Table 2, in the
prediction model of a single feature selection method, RF demonstrated an accuracy of
65.08% of predictive performance, and SVM-RFE demonstrated an accuracy of 76.19%.
After iteratively integrating features from Sub-SVM-RFE and Sub-RF, we found that the
predictive model with 34 features demonstrated the best performance, with a balanced
accuracy of 77.78%, a sensitivity of 83.33%, and a specificity of 70.37%. Additionally, two
important statistics, PPV and NPVwere used tomeasure the best clinical relevance of a test.
In this study, the PPV of MDD-SA was 78.95%, and the NPV value was 76.00%. The ROC
curve with AUC=0.75 for this optimal model is shown in Fig. 2. For the prediction model
of integrated feature selection methods, its prediction accuracy is nearly 13% higher than
that of feature selection using RF, and 1.59% higher than that of the model using SVM-RFE
for feature selection. This may be because the SVM-RFE algorithm calculates feature scores
based on SVM, and the selected features can fit the model well when reintroduced into
the SVM predictor for prediction, resulting in roughly equal accuracy between the two
algorithms.

This study additionally conducted a post-hoc analysis on the finally used features in
the model, and significant differences were found in 9 features from the above 34 features
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Table 3 Significant differences of nine predictive features frommultimodal predictive model for
MDD-SA.

Feature name Statistics P-value

Brain structural phenotypes features
Right hippocampal volume 2.02 0.045
Left hippocampal volume 2.09 0.038
Left supracalcarine cortex volume −2.56 0.011
Left precuneous cortex volume −2.17 0.031
Right thalamus volume −2.22 0.028
Right precuneous cortex volume −1.99 0.048
Demographics features
Age when attended assessment centre −2.44 0.015
Depressive symptom features
Number of depression episodes −2.43 0.015
Feelings of worthlessness during worst period of depression 9.38 0.002

Notes.
MDD-SA, MDD patients with suicidal attempts.
P value with statistically significant difference were shown in bold and italic.

between MDD-SA and MDD-nSA. The brain structural phenotypes feature included
bilatary precuneus cortex volume, bilateral hippocampal volume, left supracalcarine cortex
volume, and right thalamus volume. The demographic and behavioral features included
‘‘age when attending assessment centre’’, ‘‘number of depression episodes’’, and ‘‘feelings
of worthlessness during worst period of depression’’ (Table 3).

DISCUSSION
In this study, we developed an ML suicidal multimodal prediction model in MDD patients
in the UK Biobank dataset using high-dimensional behavioral and neuroimaging data.
Using the integration of SVM-RFE and RF models, accuracy in predicting MDD-SA could
be optimized compared to any of the single feature selection methods. We also selected the
neuroimaging features, which will strengthen our understanding of neural mechanisms in
MDD-SA patients. Our suicidal multimodal prediction model can not only be used for
early prediction in MDD-SA patients but also offers neuroimaging biomarker targets for
treatment in MDD patients.

Exploring the prediction possibility in MDD-SA patients is a very important research
topic and has aroused some applicable findings (Hu et al., 2023b; Zheng et al., 2022). In
this study, our algorithm showed a prediction accuracy of 77.78%, a sensitivity of 83.33%,
and a specificity of 70.37%, which outperformed than any one of the selection methods. It
can be attributed to two factors, the used features for prediction and prediction methods.
Shuqiong Zheng et al. only adopted cognition features and Jinlong Hu et al. only used
structural MRI features, which hindered the exploitation of comprehensive information
from different modalities. Here, we took advantage of multimodal feature fusion by
integrating behavioral, demographic, and brain structural phenotype data.
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The feature selection method is also very vital for prediction performance. Compared to
the previous studies using only one method (Hong et al., 2021), we proposed a strategy of
combining two general feature selectionmethods, SVM-RFE and RF algorithms. SVM-RFE
has been widely used to do feature selection in neuroimaging (Guyon et al., 2002), in which
the importance of each original feature is directly related to its weight coefficient, thus
allowing simple identification of the most discriminative features in original data. RF
algorithm is also popular in high-dimensional data feature selection, in which the input
features are sorted in descending order according to their importance. In this study, we
merged these two feature selection methods to include as many features as possible.

In this study, a total of 34 predictive features were finally adopted for our prediction
model, to explain the classification variables that distinguish betweenMDD-SA andMDD-
nSA, we conducted two-sample t -tests on all 34 predictive features to test for inter-group
differences. Left hippocampal volume, cerebellar volume, and left supracalcarine cortex
volume were found to be the most important three predictive features. The hippocampus
is a very important brain structure, and its volume was found to be associated with
episodic memory (Tulving & Markowitsch, 1998), emotion regulation (Barch et al., 2019),
and attention (Kim et al., 2021). Consistent with previous studies (Colle et al., 2015),
hippocampal volume was found to play a very important role in the prediction of MDD-
SA, presenting statistical differences between MDD-SA and MDD-nSA patients. The
cerebellum plays a key role in sensory motor and vestibular control, as well as in emotional
and autonomic functions (Schmahmann, 2019). Its volume is related to working memory
performance (Ding et al., 2012), high-order cognition (Buckner, 2013), sensorimotor
control (Manto & Ben Taib, 2013), and here we found for the first time that cerebellar
volume can be a significant predictor in MDD-SA. The supracalcarine cortex volume was
found to associate with cognitive function (Dichter et al., 2009), and this is also the first
time to be found that it can be referred to as an important predictive feature in MDD-SA
patients.

Our research has advanced efforts to predict MDD-SA patients; however, more work
still needs to be done for the application into clinical assessment for identifying MDD-SA
patients. A limitation of the present study is our participants range from 49 to 77 in
the UK Biobank dataset, the generalization into other age populations still needs to be
explored. More external validation should be tested based on our study. Exploration of
involving other modality features in the prediction model for MDD-SA could be tested in
the future.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work received support from the Natural Science Foundation of Tianjin
(22JCQNJC01450 for Qiaojun Li) and the Tianjin Postgraduate Research Innovation
Project (2022SKYZ133 for Kun Liao). The funders had no role in study design, data
collection and analysis, decision to publish, or preparation of the manuscript.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 10/14

https://peerj.com
http://dx.doi.org/10.7717/peerj.16362


Grant Disclosures
The following grant information was disclosed by the authors:
Natural Science Foundation of Tianjin: 22JCQNJC01450.
Tianjin Postgraduate Research Innovation Project: 2022SKYZ133.

Competing Interests
The authors declare there are no competing interests.

Author Contributions
• Qiaojun Li conceived and designed the experiments, authored or reviewed drafts of the
article, and approved the final draft.
• Kun Liao conceived and designed the experiments, performed the experiments, analyzed
the data, prepared figures and/or tables, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The original data and code are available in the Supplementary Files.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj.16362#supplemental-information.

REFERENCES
Bao Y,Wang L, Yu F, Yang J, Huang D. 2023. Parkinson’s disease gene biomark-

ers screened by the LASSO and SVM algorithms. Brain Sciences 13(2):175
DOI 10.3390/brainsci13020175.

Barch DM, HarmsMP, Tillman R, Hawkey E, Luby JL. 2019. Early childhood depres-
sion, emotion regulation, episodic memory, and hippocampal development. Journal
of Abnormal Psychology 128:81–95 DOI 10.1037/abn0000392.

Bhadra S, Kumar CJ. 2023. Enhancing the efficacy of depression detection sys-
tem using optimal feature selection from EHR. Computer Methods in Biome-
chanics and Biomedical Engineering Epub ahead of print 2023 23 February
DOI 10.1080/10255842.2023.2181660.

Brundin L, Bryleva EY, Rajamani KT. 2017. Role of inflammation in suicide: from
mechanisms to treatment. Neuropsychopharmacology 42:271–283
DOI 10.1038/npp.2016.116.

Buckner RL. 2013. The cerebellum and cognitive function: 25 years of insight from
anatomy and neuroimaging. Neuron 80:807–815 DOI 10.1016/j.neuron.2013.10.044.

Chen S, Zhang X, Lin S, Zhang Y, Xu Z, Li Y, XuM, Hou G, Qiu Y. 2023. Suicide risk
stratification among major depressed patients based on a machine learning approach
and whole-brain functional connectivity. Journal of Affective Disorders 322:173–179
DOI 10.1016/j.jad.2022.11.022.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 11/14

https://peerj.com
http://dx.doi.org/10.7717/peerj.16362#supplemental-information
http://dx.doi.org/10.7717/peerj.16362#supplemental-information
http://dx.doi.org/10.7717/peerj.16362#supplemental-information
http://dx.doi.org/10.3390/brainsci13020175
http://dx.doi.org/10.1037/abn0000392
http://dx.doi.org/10.1080/10255842.2023.2181660
http://dx.doi.org/10.1038/npp.2016.116
http://dx.doi.org/10.1016/j.neuron.2013.10.044
http://dx.doi.org/10.1016/j.jad.2022.11.022
http://dx.doi.org/10.7717/peerj.16362


Claassen CA, Trivedi MH, Rush AJ, HusainMM, Zisook S, Young E, Leuchter A,
Wisniewski SR, Balasubramani GK, Alpert J. 2007. Clinical differences among
depressed patients with and without a history of suicide attempts: findings from the
STAR*D trial. Journal of Affective Disorders 97:77–84 DOI 10.1016/j.jad.2006.05.026.

Colle R, ChupinM, Cury C, Vandendrie C, Gressier F, Hardy P, Falissard B, Colliot
O, Ducreux D, Corruble E. 2015. Depressed suicide attempters have smaller
hippocampus than depressed patients without suicide attempts. Journal of Psychiatric
Research 61:13–18 DOI 10.1016/j.jpsychires.2014.12.010.

Dichter GS, Felder JN, Bodfish JW, Sikich L, Belger A. 2009.Mapping social target
detection with functional magnetic resonance imaging. Social Cognitive and Affective
Neuroscience 4:59–69 DOI 10.1093/scan/nsn037.

Ding H, QinW, Jiang TZ, Zhang YT, Yu CS. 2012. Volumetric variation in subregions
of the cerebellum correlates with working memory performance. Neuroscience Letters
508:47–51 DOI 10.1016/j.neulet.2011.12.016.

Dwivedi Y. 2012. Frontiers in neuroscience. In: The neurobiological basis of suicide. Boca
Raton: CRC Press/Taylor & Francis ©2012 by Taylor & Francis Group, LLC.

Gündoğdu S. 2023. Efficient prediction of early-stage diabetes using XGBoost classifier
with random forest feature selection technique.Multimedia Tools and Applications
82:34163–34181 DOI 10.1007/s11042-023-15165-8.

Guyon I, Weston J, Barnhill S, Vapnik V. 2002. Gene selection for cancer clas-
sification using support vector machines.Machine Learning 46:389–422
DOI 10.1023/a:1012487302797.

Hao Z, Li H, Ouyang L, Sun F,Wen X,Wang X. 2023. Pain avoidance and functional
connectivity between insula and amygdala identifies suicidal attempters in patients
with major depressive disorder using machine learning. Psychophysiology 60:e14136
DOI 10.1111/psyp.14136.

Hong S, Liu YS, Cao B, Cao J, Ai M, Chen JM, Greenshaw A, Kuang L. 2021. Iden-
tification of suicidality in adolescent major depressive disorder patients using
sMRI: a machine learning approach. Journal of Affective Disorders 280:72–76
DOI 10.1016/j.jad.2020.10.077.

Hu FH, Zhao DY, Fu XL, ZhangWQ, TangW, Hu SQ, ShenWQ, Chen HL. 2023a.
Effects of social support on suicide-related behaviors in patients with severe
mental illness: a systematic review and meta-analysis. Journal of Affective Disorders
328:324–333 DOI 10.1016/j.jad.2023.02.070.

Hu J, Huang Y, Zhang X, Liao B, Hou G, Xu Z, Dong S, Li P. 2023b. Identifying
suicide attempts, ideation, and non-ideation in major depressive disorder from
structural MRI data using deep learning. The Asian Journal of Psychiatry 82:103511
DOI 10.1016/j.ajp.2023.103511.

Kang SG, Cho SE, Na KS, Lee JS, Joo SW, Cho SJ, Son YD, Lee YJ. 2020. Differences
in brain surface area and cortical volume between suicide attempters and non-
attempters with major depressive disorder. Psychiatry Research: Neuroimaging
297:111032 DOI 10.1016/j.pscychresns.2020.111032.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 12/14

https://peerj.com
http://dx.doi.org/10.1016/j.jad.2006.05.026
http://dx.doi.org/10.1016/j.jpsychires.2014.12.010
http://dx.doi.org/10.1093/scan/nsn037
http://dx.doi.org/10.1016/j.neulet.2011.12.016
http://dx.doi.org/10.1007/s11042-023-15165-8
http://dx.doi.org/10.1023/a:1012487302797
http://dx.doi.org/10.1111/psyp.14136
http://dx.doi.org/10.1016/j.jad.2020.10.077
http://dx.doi.org/10.1016/j.jad.2023.02.070
http://dx.doi.org/10.1016/j.ajp.2023.103511
http://dx.doi.org/10.1016/j.pscychresns.2020.111032
http://dx.doi.org/10.7717/peerj.16362


Kim TH, Choi E, KimH, Kim SY, Kim Y, Kim BN, Park S, Jung KI, Park B, Park
MH. 2021. The association between hippocampal volume and level of atten-
tion in children and adolescents. Frontiers in Systems Neuroscience 15:671735
DOI 10.3389/fnsys.2021.671735.

Lee YJ, Kim S, Gwak AR, Kim SJ, Kang SG, Na KS, Son YD, Park J. 2016. Decreased
regional gray matter volume in suicide attempters compared to suicide non-
attempters with major depressive disorders. Comprehensive Psychiatry 67:59–65
DOI 10.1016/j.comppsych.2016.02.013.

MantoM, Ben Taib NO. 2013. The contributions of the cerebellum in sensorimotor
control: what are the prevailing opinions which will guide forthcoming studies?
Cerebellum 12:313–315 DOI 10.1007/s12311-013-0449-z.

Menze BH, Kelm BM,Masuch R, Himmelreich U, Bachert P, PetrichW, Hamprecht
FA. 2009. A comparison of random forest and its Gini importance with standard
chemometric methods for the feature selection and classification of spectral data.
BMC Bioinformatics 10:213 DOI 10.1186/1471-2105-10-213.

Miller KL, Alfaro-Almagro F, Bangerter NK, Thomas DL, Yacoub E, Xu J, Bartsch AJ,
Jbabdi S, Sotiropoulos SN, Andersson JL, Griffanti L, Douaud G, Okell TW,Weale
P, Dragonu I, Garratt S, Hudson S, Collins R, JenkinsonM,Matthews PM, Smith
SM. 2016.Multimodal population brain imaging in the UK Biobank prospective
epidemiological study. Nature Neuroscience 19:1523–1536 DOI 10.1038/nn.4393.

Nordin N, Zainol Z, NoorMHM, Fong CL. 2021. A comparative study of machine
learning techniques for suicide attempts predictive model. Health Informatics Journal
27(1):1460458221989395 DOI 10.1177/1460458221989395.

Otte C, Gold SM, Penninx BW, Pariante CM, Etkin A, FavaM,Mohr DC, Schatzberg
AF. 2016.Major depressive disorder. Nature Reviews Disease Primers 2:16065
DOI 10.1038/nrdp.2016.65.

Rihmer Z, Kiss K. 2002. Bipolar disorders and suicidal behaviour. Bipolar Disorder
4(Supp 1):21–25 DOI 10.1034/j.1399-5618.4.s1.3.x.

RizkMM, Rubin-Falcone H, Lin XJ, Keilp JG, Miller JM, MilakMS, Sublette ME,
OquendoMA, Ogden RT, Abdelfadeel NA, AbdelhameedMA,Mann JJ. 2019.
Gray matter volumetric study of major depression and suicidal behavior. Psychiatry
Research-Neuroimaging 283:16–23 DOI 10.1016/j.pscychresns.2018.11.007.

SchickMR, Hostetler KL, Kirk-Provencher KT, Spillane NS. 2023. Depressive symp-
toms, alcohol use, and alcohol-related consequences: the moderating role of gender
among American Indian adolescents. Journal of Ethnicity in Substance Abuse Epub
ahead of print 2023 24 May DOI 10.1080/15332640.2023.2216162.

Schmahmann JD. 2019. The cerebellum and cognition. Neuroscience Letters 688:62–75
DOI 10.1016/j.neulet.2018.07.005.

Smith DJ, Nicholl BI, Cullen B, Martin D, Ul-Haq Z, Evans J, Gill JM, Roberts B,
Gallacher J, Mackay D, Hotopf M, Deary I, Craddock N, Pell JP. 2013. Prevalence
and characteristics of probable major depression and bipolar disorder within
UK biobank: cross-sectional study of 172,751 participants. PLOS ONE 8:e75362
DOI 10.1371/journal.pone.0075362.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 13/14

https://peerj.com
http://dx.doi.org/10.3389/fnsys.2021.671735
http://dx.doi.org/10.1016/j.comppsych.2016.02.013
http://dx.doi.org/10.1007/s12311-013-0449-z
http://dx.doi.org/10.1186/1471-2105-10-213
http://dx.doi.org/10.1038/nn.4393
http://dx.doi.org/10.1177/1460458221989395
http://dx.doi.org/10.1038/nrdp.2016.65
http://dx.doi.org/10.1034/j.1399-5618.4.s1.3.x
http://dx.doi.org/10.1016/j.pscychresns.2018.11.007
http://dx.doi.org/10.1080/15332640.2023.2216162
http://dx.doi.org/10.1016/j.neulet.2018.07.005
http://dx.doi.org/10.1371/journal.pone.0075362
http://dx.doi.org/10.7717/peerj.16362


Song TH,Wang TT, Zhuang YY, Zhang H, Feng JH, Luo TR, Zhou SJ, Chen JX. 2022.
Nightmare distress as a risk factor for suicide among adolescents with major depres-
sive disorder. Nature and Science of Sleep 14:1687–1697 DOI 10.2147/nss.S362999.

Souza LDD,MolinaML, Da Silva RA, Jansen K. 2016.History of childhood trauma as
risk factors to suicide risk in major depression. Psychiatry Research 246:612–616
DOI 10.1016/j.psychres.2016.11.002.

Sudlow C, Gallacher J, Allen N, Beral V, Burton P, Danesh J, Downey P, Elliott P,
Green J, LandrayM, Liu B, Matthews P, Ong G, Pell J, Silman A, Young A, Sprosen
T, Peakman T, Collins R. 2015. UK biobank: an open access resource for identifying
the causes of a wide range of complex diseases of middle and old age. PLOS Medicine
12:e1001779 DOI 10.1371/journal.pmed.1001779.

Sveticic J, De Leo D. 2012. The hypothesis of a continuum in suicidality: a discussion on
its validity and practical implications.Mental Illness 4:e15 DOI 10.4081/mi.2012.e15.

Tulving E, Markowitsch HJ. 1998. Episodic and declarative memory: role of the
hippocampus. Hippocampus 8:198–204
DOI 10.1002/(sici)1098-1063(1998)8:3<198::Aid-hipo2>3.3.Co;2-j.

WangW, Guo X, Kang LJ, Zhang N, Ma SM, Cheng J, Fang L, Liu ZC. 2022. The
influence of family-related factors on suicide in major depression patients. Frontiers
in Psychiatry 13:919610 DOI 10.3389/fpsyt.2022.919610.

Whiteford HA, Degenhardt L, Rehm J, Baxter AJ, Ferrari AJ, Erskine HE, Charlson
FJ, Norman RE, Flaxman AD, Johns N, Burstein R, Murray CJL, Vos T. 2013.
Global burden of disease attributable to mental and substance use disorders:
findings from the Global Burden of Disease Study 2010. The Lancet 382:1575–1586
DOI 10.1016/s0140-6736(13)61611-6.

Wiebenga JX, EikelenboomM, Heering HD, Van Oppen P, Penninx BW. 2021. Suicide
ideation versus suicide attempt: examining overlapping and differential determinants
in a large cohort of patients with depression and/or anxiety. Australian and New
Zealand Journal of Psychiatry 55:167–179 DOI 10.1177/0004867420951256.

Zhang Q, Hong S, Cao J, Zhou Y, Xu XM, Ai M, Kuang L. 2021.Hippocampal subfield
volumes in major depressive disorder adolescents with a history of suicide attempt.
Biomed Research International 2021:5524846 DOI 10.1155/2021/5524846.

Zheng SQ, ZengWX, Xin QQ, Ye YR, Xue X, Li EZ, Liu T, Yan N, ChenWG, Yin HL.
2022. Can cognition help predict suicide risk in patients with major depressive
disorder? A machine learning study. BMC Psychiatry 22(1):580
DOI 10.1186/s12888-022-04223-4.

Zhuo CJ, Li GY, Lin XD, Jiang DG, Xu Y, Tian HJ, WangWQ, Song XQ. 2019. The
rise and fall of MRI studies in major depressive disorder. Translational Psychiatry
9(1):335 DOI 10.1038/s41398-019-0680-6.

Li and Liao (2023), PeerJ, DOI 10.7717/peerj.16362 14/14

https://peerj.com
http://dx.doi.org/10.2147/nss.S362999
http://dx.doi.org/10.1016/j.psychres.2016.11.002
http://dx.doi.org/10.1371/journal.pmed.1001779
http://dx.doi.org/10.4081/mi.2012.e15
http://dx.doi.org/10.1002/(sici)1098-1063(1998)8:3\lt 198::Aid-hipo2\gt 3.3.Co;2-j
http://dx.doi.org/10.3389/fpsyt.2022.919610
http://dx.doi.org/10.1016/s0140-6736(13)61611-6
http://dx.doi.org/10.1177/0004867420951256
http://dx.doi.org/10.1155/2021/5524846
http://dx.doi.org/10.1186/s12888-022-04223-4
http://dx.doi.org/10.1038/s41398-019-0680-6
http://dx.doi.org/10.7717/peerj.16362

