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10 Abstract

11 Biological sequence data mining is hot spot in bioinformatics. A biological sequence can be regarded as a set of 

12 characters. Time series is similar to biological sequences in terms of both representation and mechanism. Therefore, 

13 in the paper, biological sequences are represented with time series to obain biological time sequence (BTS). Hybrid 

14 ensemble learning framework (SaPt-CNN-LSTM-AR-EA) for BTS is proposed. Single-sequence and multi-

15 sequence models are respectively constructed with self-adaption pre-training one-dimensional convolutional 

16 recurrent neural network and autoregressive fractional integrated moving average fused evolutionary algorithm. In 

17 DNA sequence experiments with six viruses, SaPt-CNN-LSTM-AR-EA realized the good overall prediction 

18 performance and the prediction accuracy and correlation respectively reached 1.7073 and 0.9186. SaPt-CNN-

19 LSTM-AR-EA was comparied with other five benchmark models so as to verify its effectiveness and stability. SaPt-

20 CNN-LSTM-AR-EA increased the average accuracy by about 30%. The framework proposed in this paper is 

21 significant in biology, biomedicine, and computer science, and can be widely applied in sequence splicing, 
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22 computational biology, bioinformation, and other fields. 

23 1. Introduction

24 Portions of this text were previously published as part of a preprint 

25 (https://www.authorea.com/doi/full/10.22541/au.166739767.78591208/v1)Biological sequences are 

26 mainly classified into three types: DNA (Deoxyribonucleic Acids), RNA (Ribonucleic Acids), and protein 

27 sequences. In recent years, biological sequence data mining has been widely concerned and mainly focuses on the 

28 prediction and functional analysis of coding and non-coding regions of sequences, sequence analysis, sequence 

29 visualization, sequence alignment, gene identification, and evolutionary analysis (Ali et al. 2015; Eisenstein 2021; 

30 Li et al. 2022b; Ullah et al. 2022). The main sequence data mining methods mainly include mathematical statistics 

31 method, signal processing method, time series method, and machine learning algorithms (Jiang et al. 2023; Liu et al. 

32 2021; Wang et al. 2022). At present, classification, clustering, alignment, similarity, prediction, and graphical 

33 representation of biological sequences have been extensively explored (Abranches et al. 2022; Aevermann et al. 

34 2021; Routhier & Mozziconacci 2022).

35 DNA sequences can be regarded as the sequence set of four letters (A, C, G, and T). Time series is a sequence 

36 set of digital symbols composed in time sequence and similar to biological sequence in terms of data representation 

37 (Boltenkov et al. 2020; Lochel & Heider 2021; Pavithran et al. 2023; Thuillier et al. 2022). In terms of mechanism, 

38 time series is a sequence based on time, whereas biological sequences also contain a time series relationship related 

39 to organism evolution. Time series and biological sequences are related to time order, so biological sequences are 

40 similar to time series. Biological time sequence (BTS) is the biological series represented by time series method. In 

41 the preliminary work, our research group analyzed relevant literatures on BTS. Based on historical biological 

42 sequence data, BTS prediction aims to establish a suitable sequence prediction model from the trend, periodicity, 
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43 and volatility of biological sequences and then the established model can be used to generate unknown data for 

44 biological sequences. Many time series prediction models can be used in BTS analysis. Time series models can be 

45 classified into three types: single models, hybrid models, and integrated models (He et al. 2022; Li et al. 2021; Mitra 

46 & MacLean 2021; Wen & Yang 2021). Single prediction models mainly include autoregressive (AR), moving 

47 average (MA), autoregressive moving average (ARMA), autoregressive Integrated moving average (ARIMA), SVM, 

48 ANN-based model, and machine learning-based model. Hybrid models can obtain more accurate prediction (Bai et 

49 al. 2022; Han et al. 2019; James & Tripathi 2021; Zhang et al. 2021; Zhang et al. 2023). For example, various meta-

50 heuristic algorithms are used to optimize the weights and thresholds of ANN, such as differential evolution (DE), 

51 simulated annealing (SA), particle swarm optimization (PSO), and genetic algorithm (GA) (Chu et al. 2022; Gugler 

52 & Reiher 2022; Torkey et al. 2021; Torkey et al. 2022; Xia et al. 2022; Zhang et al. 2020). Integrated models have 

53 been widely used in sequence prediction. Integrated models have significant advantages and can improve the 

54 accuracy of sequence prediction and reduce the variance. Deep learning algorithms are emerging machine learning 

55 algorithms, such as recurrent neural network (RNN) (Li et al. 2022c; Savadkoohi et al. 2021; Yang & Song 2022; 

56 Zhou et al. 2023) and long-short term memory artificial neural network (LSTM) (Anzel et al. 2022; Jian et al. 2022; 

57 Li et al. 2023; Liu et al. 2022).

58 Two issues in BST research remain to be addressed. Firstly, biological sequence studies focus on single 

59 sequences. One of the disadvantages of single-sequence models is that some important features contained in 

60 biological sequences are omitted, thus affecting the modelling effect (Angthong et al. 2020; Du et al. 2023; Kim et 

61 al. 2021; Mondal et al. 2022; Nalecz-Charkiewicz & Nowak 2022; Namasudra et al. 2023; Thorn et al. 2022). 

62 Secondly, although various machine learning algorithms have been widely applied in time series prediction, 

63 multivariate biological sequence prediction is still a challenge. In this paper, parallel multivariate biological 
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164 After sequence division, each BTS consists of several groups of subsequences. To improve the generalization 

165 ability of the model, each subsequence is divided into three subsets: training set (70%), validation set (15%), and test 

166 set (15%), as shown in Table 2.

167 Table 2 Experimental data distribution

168 3.1.2. Stationary analysis

169 Taking the BTS generated with sequences A, C, and E as an example, the BTS corresponding to the first 3000 

170 bp is shown in Figure 3.

171

172 Figure 3 Biological time sequence

173 In Figure 3, the time series curves obtained with sequences A, C, and E are characterized by large fluctuations, 

174 unequal amplitudes, and unequal position intervals, indicating that BTS has typical non-stationary characteristics. 

175 Other series have similar non-stationary characteristics.

176 3.1.3. Pre-processing

177 In order to reduce the interference caused by non-stationary series, we carried out normalization and variance 

178 normalization transformations for each BTS. Each BTS produces six new series: normalized spectral time sequence, 

179 variance-normalized spectral time sequence, normalized CGR time sequence, variance-normalized CGR time 

180 sequence, normalized Z time sequence, and variance-normalized Z time sequence.

181 3.2. Results

182 The operating environment is Windows 10 64-bit OS (16 GB of memory and Intel (R) Core ô i7-12700F 

183 processor). The deep learning framework was constructed with Matlab2020a. The transformed and preprocessed 6 

184 BTSs were used for model testing and prediction (see the architecture of the model and corresponding parameters in 
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185 in Supporting Information). Finally, the output results of the model were reversely normalized to make the model 

186 more explanatory.

187 Firstly, SaPt-CNN-LSTM-AR-EA was trained with the training set. Secondly, various parameters of the model 

188 were adjusted to minimize the training error in the training process (see Supporting information). The relationship 

189 between the predicted value and the actual value of each data sample in the training set is shown in Figure 4.

190

191 Figure 4 Prediction results of the training set.

192 The closer the predicted data points are to the experimental line, the smaller the prediction error is. As shown in 

193 Figure 4, the predicted data points of the 6 biological sequences are basically distributed on the experimental line, 

194 indicating that the training effect of SaPt-CNN-LSTM-AR-EA was good on each sequence data set and that the 

195 model had been fully trained. The validation set was used to verify the reliability of the model. The parameters of 

196 the model were fine-tuned in the validation process so as to reduce the output error of the model. The distribution 

197 relationship between the predicted value and the actual value of the model in the validation set is shown in Figure 5.

198

199 Figure 5 Prediction results of the validation set.

200 In the validation set, the data points predicted by the model are basically distributed near the straight line, 

201 indicating that the predicted value was in good agreement with the experimental value. The predicted value of SaPt-

202 CNN-LSTM-AR-EA was more consistent with the experimental value, indicating that the trained model had the 

203 reliable and accurate prediction ability and could be used to predict BTS.
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204 After training and validation, the prediction experiment was performed with the trained model. With the test set, 

205 the model was tested against each biological sequence. The test data of each biological sequence were used for 

206 model testing. The prediction results and relevant data statistics of the model are shown in Figure 6.

207

208 Figure 6. Prediction results of the test set: (a) mean distribution of the error between predicted and experimental 

209 values, (b) error statistics of the model in each biological sequence test, and (c) error distribution of the model in 

210 each biological sequence test.

211 The distributions of predicted values and experimental values and the mean distribution of errors are shown in 

212 Figure 6(a). The error statistics and error distribution of the model in each biological sequence test are respectively 

213 shown in Figures 6(b) and 6(c).

214 The predicted values of each sequence were basically consistent with the actual values except the reults of 

215 some loci. In the error analysis results, most of the error points were distributed around the value of 0 and the 

216 number of sequences with large errors accounted for a small proportion. The predicted values were highly consistent 

217 with the experimental values in six biological sequences, indicating that the model had good prediction performance. 

218 The performance indexes of the model in the training set, validation set, and test set are shown in Table 3.

219 Table 3 Predictive performance indexes of the model.

220 The values of performance indexes fully reflect the comprehensive performance of the model in the three data 

221 sets. The error in the validation set was small and the correlation was high. The prediction ability of training and 

222 validation sets was better than that of the test set. From the perspective of prediction mechanism, model training and 

223 validation aims to reduce the output error, so the correlation coefficient of the training and validation sets should be 

224 larger than that of the new samples in the test set.
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225 4. Discussion

226 4.1. Comparison with other benchmark models

227 In order to verify the performance of the model, several models with better performances in time series 

228 prediction were selected as benchmark comparison models in this paper. The theories and parameters of all the 

229 models are shown in Table 4.

230 Table 4 Benchmark comparison models

231 One hundred samples were randomly selected from 6 BTS data sets to form the test data set of the comparison 

232 model. Each benchmark model was used to predict each sample in the test data set. The prediction results of each 

233 model on Sequence A are shown in Figure 7. The results on other sequences are similar to those of Sequence A.

234

235 Figure 7 Prediction performance of each benchmark model on Sequence A.

236 The correlation between the predicted and experimental values is shown in Figures 7(a) and 7(b). The 

237 prediction results of SaPt-CNN-LSTM-AR-EA model were closer to the experimental line, indicating that the 

238 predicted results were more consistent with experimental results. The statistical distribution of predicted values 

239 shown in Figures 7(c), 7(d), and 7(e) indicated that SaPt-CNN-LSTM-AR-EA model performed better than other 

240 models. The errors of each model are shown in Figure 8.

241

242 Figure 8 Test errors of each benchmark model

243 In the error curve (Figure 8(a)), the error bar of the SaPt-CNN-LSTM-AR-EA model was closest to the origin 

244 and the prediction error was smaller, indicating that the model had the highest prediction accuracy. According to the 

245 error statistics (Figure 8(b)), most of the error points of SaPt-CNN-LSTM-AR-EA model were distributed between 
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246 1.4 and 2.0 and the average error was also the smallest, indicating that the accuracy of the model was relatively high. 

247 The correlation coefficient and calculation time of each benchmark model are shown in Figure 9

248

249 Figure 9 Correlation coefficient and calculation time of each comparison model.

250 According to Figure 9(a), the correlation curve of SaPt-CNN-LSTM-AR-EA model is at the top of the 

251 coordinate and the coordinate value is closest to 1. In addition, the statistics of correlation data points also showed 

252 that the predicted values of the model in this paper had the most significant correlation with experimental values. BI-

253 ARFIMA model had the shortest computation time and CONV-LSTM model had the longest computation time 

254 (Figure 9(b)). SAPT-CNN-LSTM-AR-EA model also had the acceptable computation time. Table 5 shows the 

255 performance statistics of each model. SaPt-CNN-LSTM-AR-EA model performed better in terms of both prediction 

256 accuracy and correlation and its computation time was also acceptable.

257 Table 5 Statistics of the prediction performance of each benchmark model

258 SaPt-CNN-LSTM-AR-EA model had obvious advantages over other models in terms of prediction accuracy 

259 and correlation due to the following factors. Firstly, the characteristics of multivariate sequences were fully utilized 

260 in the model. Secondly, adaptive pre-training mechanism improved the training performance. Thirdly, the 

261 advantages of CNN-LSTM in feature extraction had been fully utilized. SaPt-CNN-LSTM-AR-EA model belonged 

262 to a multi-layer cyclic deep learning framework and fused ARFIMA, so its computation time was long. Compared 

263 with CTS-LSTM and CONV-LSTM models, SaPt-CNN-LSTM-AR-EA had a slight advantage in computation time 

264 because it adopted one-dimensional convolution operation.
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265 4.2 Discussion of different evaluation metrics

266 4.2.1 Accuracy growth rate

267 In this paper, the accuracy growth rate of each benchmark model was calculated in order to verify the 

268 prediction accuracy of SaPt-CNN-LSTM-AR-EA model on the test dataset. The accuracy growth rate statistics of 

269 SaPt-CNN-LSTM-AR-EA compared with other five benchmark models are shown in Figure 10.

270

271 Figure 10 Accuracy growth rate of SAPT-CNN-LSTM-AR-EA model compared with other benchmark models

272 Compared with the 5 benchmark models (BI-ARFIMA, ARFIMA-LSTM, EA-LSTM, CTS-LSTM, and Conv-

273 LSTM), SaPt-CNN-LSTM-AR-EA model had different MAPE growth rates in 6 different biological sequences. The 

274 highest accuracy was increased by nearly 50% and the average accuracy was increased by about 30%. The accuracy 

275 improvement was obvious.

276 The output of SaPt-CNN-LSTM-AR-EA model had obvious advantages in accuracy due to the comprehensive 

277 results of various algorithms. In addition, the performance of the model was significantly improved.

278 4.2.2 Diebold-Mariano test

279 DM test was performed to test the model. In invalid hypothesis , the error difference of the models is not H0

280 obvious. In other words, there is no significant difference in prediction accuracy. The DM test values of each model 

281 are shown in Table 6. At the significance level of 1%, all DM test values were above the upper limit of 2.58, 

282 suggesting that  should be rejected and that  should be accepted. The DM values indicated that the prediction H0 H1

283 performance was significantly different among the models.

284 Table 6 DM values of SaPt-CNN-LSTM-AR-EA and benchmark models (at the significance level of 1%)
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285 DM test was performed to test the necessity of modelling. DM values at the confidence level of 99% showed 

286 that SaPt-CNN-LSTM-AR-EA model was necessary and effective. The data distribution of DM values suggested the 

287 performance differences among the models. The performance of BI-ARFIMA, ARFIMA-LSTM, and EA-LSTM 

288 models was basically the same and the performance of CTS-LSTM was the same as that of CONV-LSTM. CONV-

289 LSTM had a slight advantage. The DM value on each sequence showed that the performance of the model was 

290 basically the same among all the sequences.

291 4.2.3 VAR

292 The proposed model is to improve the efficiency, accuracy, and stability of prediction. We used variance of 

293 residuals (VAR) to test the stability of the model. The VAR change curves of each model are shown in Figure 11. 

294 The VAR curve of SaPt-CNN-LSTM-AR-EA model was close to the abscissa, indicating that the model was more 

295 stable. In addition, BI-ARFIMA and ARFEIMA-LSTM had similar stability and CTS-LSTM was more stable than 

296 EA-LSTM.

297

298 Figure 11 VAR of each model

299 The results of VAR stability test indicated that the stability of SaPt-CNN-LSTM-AR-EA model was basically 

300 the same among all the BTS because the fusion of multivariate sequences in the model avoided the defect of single 

301 sequence output error and improved the generalization ability. The results also proved the good scalability of the 

302 model.

303 4.3 Discussion of ablation study

304 To validate the contribution of these modules to the framework, we performed ablation study by respectively 

305 removing one module from the four modules in four times. Then, four models were obtained: CNN-LSTM-AR-EA, 
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306 SaPt-LSTM-AR-EA, SaPt-CNN-LSTM-EA, and SaPt-CNN-LSTM-AR. The performance indexes of these models 

307 are shown in Table 7.

308 Table 7. Results of ablation study

309 After any module was removed from SaPt, CNN, AR, and EA, the error was significantly larger and the 

310 correlation decreased, indicating that each module contributed to SaPt CNN LSTM AR-EA model. SaPt-LSTM-AR-

311 EA model without the CNN module had the worst experimental results, indicating that the CNN module had the 

312 greatest contribution. The contributions of the other three modules ranked in the following order: AR > SaPt > EA. 

313 The contribution rate is defined as the ratio of the contribution of one module to the total contribution (assuming that 

314 the total contribution of the four modules is 100%). Fig. 12 shows the accuracy contribution and correlation 

315 contribution of each module.

316

317 Fig. 12 Contribution rate of each module 

318 The contributions of the four modules ranked in the following order: CNN > AR > SaPt > EA and all modules 

319 have a contribution rate of over 17% (Figures 12(a) and 12(b)). The ablation study indicated that the four modules 

320 were critical and indispensable and jointly contributed to SaPt-CNN-LSTM-AR-EA model.

321 5. Conclusions and Outlook

322 This paper proposes an integrated prediction model of biological sequence based on time series theory method: 

323 SaPt-CNN-LSTM-AR-EA. The prediction results of DNA sequences of six viruses indicated that the model had 

324 high prediction accuracy. The performance analysis and test confirmed the better reliability of the model. This study 

325 opened up a new field of BTS research and provided a new idea for biological sequence and time series research. 

326 The proposed integrated model framework is significant in many fields, such as biology, computer, economics, and 
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327 medicine and can be widely used in bioinformation, genetic evolution, financial economy, meteorology, hydrology, 

328 signal processing, electric power, medicine, and health care.

329 The algorithm proposed in this paper has achieved good experimental results, but its computing time is long. In 

330 the future work, we will further improve the performance, efficiency, and generalization ability of the model and 

331 reduce computation time and space complexity. We will design more optimized algorithms and models based on the 

332 parallel computation strategy for the purpose of mining biological sequence data.

333 Acknowledgment 

334 We thank TopPaper (www.toppaper.cn) for its linguistic assistance in the preparation of this manuscript.

335 References

336 1. Abranches DO, Zhang Y, Maginn EJ, and Colon YJ. 2022. Sigma profiles in deep learning: towards a 

337 universal molecular descriptor. Chemical Communications 58:5630-5633. DOI: 10.1039/d2cc01549h

338 2. Aevermann B, Zhang Y, Novotny M, Keshk M, Bakken T, Miller J, Hodge R, Lelieveldt B, Lein E, and 

339 Scheuermann RH. 2021. A machine learning method for the discovery of minimum marker gene 

340 combinations for cell type identification from single-cell RNA sequencing. Genome Research 

341 31:1767-1780. DOI: 10.1101/gr.275569.121

342 3. Ali JM, Hussain MA, Tade MO, and Zhang J. 2015. Artificial Intelligence techniques applied as 

343 estimator in chemical process systems - A literature survey. Expert Systems With Applications 

344 42:5915-5931. DOI: 10.1016/j.eswa.2015.03.023

345 4. Angthong P, Uengwetwanit T, Pootakham W, Sittikankaew K, Sonthirod C, Sangsrakru D, Yoocha T, 

346 Nookaew I, Wongsurawat T, Jenjaroenpun P, Rungrassamee W, and Karoonuthaisiri N. 2020. 

347 Optimization of high molecular weight DNA extraction methods in shrimp for a long-read sequencing 

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



348 platform. Peerj 8:10340. DOI: 10.7717/peerj.10340

349 5. Anzel A, Heider D, and Hattab G. 2022. MOVIS: A multi-omics software solution for multi-modal 

350 time-series clustering, embedding, and visualizing tasks. Computational and Structural Biotechnology 

351 Journal 20:1044-1055. DOI: 10.1016/j.csbj.2022.02.012

352 6. Bai GY, Li H, Qin SJ, and Gao D. 2022. Quantitative Structure-Activity Relationship Studies on Alkane 

353 Chemistry Tuning Ice Nucleation. Journal of Physical Chemistry Letters 13:11564-11570. DOI: 

354 10.1021/acs.jpclett.2c03183

355 7. Bhardwaj S, Gadre VM, and Chandrasekhar E. 2020. Statistical analysis of DWT coefficients of fGn 

356 processes using ARFIMA(p,d,q) models. Physica a-Statistical Mechanics and Its Applications 

357 547:124404. DOI: 10.1016/j.physa.2020.124404

358 8. Bi J, Zhang LY, Yuan HT, and Zhang J. 2023. Multi-indicator water quality prediction with attention-

359 assisted bidirectional LSTM and encoder-decoder. Information Sciences 625:65-80. DOI: 

360 10.1016/j.ins.2022.12.091

361 9. Boltenkov E, Artyukova E, Kozyrenko M, Erst A, and Trias-Blasi A. 2020. Iris sanguinea is conspecific 

362 with I. sibirica (Iridaceae) according to morphology and plastid DNA sequence data. Peerj 8:10088. 

363 DOI: 10.7717/peerj.10088

364 10. Chou YC, Chen CT, and Huang SH. 2022. Modeling behavior sequence for personalized fund 

365 recommendation with graphical deep collaborative filtering. Expert Systems With Applications 

366 192:116311. DOI: 10.1016/j.eswa.2021.116311

367 11. Chu YM, Guo S, Cui DC, Fu XF, and Ma YF. 2022. DeephageTP: a convolutional neural network 

368 framework for identifying phage-specific proteins from metagenomic sequencing data. Peerj 

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



369 10:13404. DOI: 10.7717/peerj.13404

370 12. Dias ADA, da Cruz LB, Diniz JOB, Silva AC, de Paiva AC, Gattass M, Rodriguez C, Quispe R, Ribeiro R, 

371 and Riguete V. 2023. Detection of potential gas accumulations in 2D seismic images using spatio-

372 temporal, PSO, and convolutional LSTM approaches. Expert Systems With Applications 215:119337. 

373 DOI: 10.1016/j.eswa.2022.119337

374 13. Du HM, Du SG, and Li W. 2023. Probabilistic time series forecasting with deep non-linear state space 

375 models. Caai Transactions on Intelligence Technology 8:3-13. DOI: 10.1049/cit2.12085

376 14. Eisenstein M. 2021. ARTIFICIAL INTELLIGENCE PROVES ITS PROTEIN-FOLDING POWER. Nature 

377 599:706-708. DOI: 10.1038/d41586-021-03499-y

378 15. Gugler S, and Reiher M. 2022. Quantum Chemical Roots of Machine-Learning Molecular Similarity 

379 Descriptors. Journal of Chemical Theory and Computation 18:6670-6689. DOI: 

380 10.1021/acs.jctc.2c00718

381 16. Han Y, Yang JZ, Qian XY, Cheng WC, Liu SH, Hua X, Zhou LY, Yang YN, Wu QB, Liu PY, and Lu Y. 2019. 

382 DriverML: a machine learning algorithm for identifying driver genes in cancer sequencing studies. 

383 Nucleic Acids Research 47:e45. DOI: 10.1093/nar/gkz096

384 17. He XY, Shi SX, Geng XL, and Xu LY. 2022. Information-aware attention dynamic synergetic network 

385 for multivariate time series long-term forecasting. Neurocomputing 500:143-154. DOI: 

386 10.1016/j.neucom.2022.04.124

387 18. James A, and Tripathi V. 2021. Time series data analysis and ARIMA modeling to forecast the short-

388 term trajectory of the acceleration of fatalities in Brazil caused by the corona virus (COVID-19). Peerj 

389 9:11748. DOI: 10.7717/peerj.11748

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



390 19. Jian Y, Wang YY, and Farimani AB. 2022. Predicting CO2 Absorption in Ionic Liquids with Molecular 

391 Descriptors and Explainable Graph Neural Networks. Acs Sustainable Chemistry & Engineering 

392 10:16681-16691. DOI: 10.1021/acssuschemeng.2c05985

393 20. Jiang MJ, Lu SY, Telu S, and Pike VW. 2023. An Empirical Quantitative Structure-Activity Relationship 

394 Equation Assists the Discovery of High-Affinity Phosphodiesterase 4D Inhibitors as Leads to PET 

395 Radioligands. Journal Of Medicinal Chemistry 66:1543-1561. DOI: 10.1021/acs.jmedchem.2c01745

396 21. Karim F, Majumdar S, Darabi H, and Harford S. 2019. Multivariate LSTM-FCNs for time series 

397 classification. Neural Networks 116:237-245. DOI: 10.1016/j.neunet.2019.04.014

398 22. Kim P, Tan H, Liu JJ, Yang MY, and Zhou XB. 2021. FusionAI: Predicting fusion breakpoint from DNA 

399 sequence with deep learning. Iscience 24:103164. DOI: 10.1016/j.isci.2021.103164

400 23. Li CC, Dai Q, and He PA. 2022a. A time series representation of protein sequences for similarity 

401 comparison. Journal Of Theoretical Biology 538:111039. DOI: 10.1016/j.jtbi.2022.111039

402 24. Li GB, Du XQ, Li XL, Zou L, Zhang GH, and Wu ZZ. 2021. Prediction of DNA binding proteins using local 

403 features and long-term dependencies with primary sequences based on deep learning. Peerj 9:11262. 

404 DOI: 10.7717/peerj.11262

405 25. Li J, Zhang LT, Elbaiomy RG, Chen LL, Wang ZR, Jiao J, Zhu JL, Zhou WH, Chen B, Soaud SA, Abbas M, 

406 Lin N, and El-Sappah AH. 2022b. Evolution analysis of FRIZZY PANICLE (FZP) orthologs explored the 

407 mutations in DNA coding sequences in the grass family (Poaceae). Peerj 10:12880. DOI: 

408 10.7717/peerj.12880

409 26. Li M, Ming Zeng, Zhang H, Chen H, and Guan L. 2023. Biological Activity Predictions of Ligands Based 

410 on Hybrid Molecular Fingerprinting and Ensemble Learning. Acs 

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



411 Omega:10.1021/acsomega.1022c06944. DOI: 

412 27. Li P, Gu HW, Yin LL, and Li BL. 2022c. Research on trend prediction of component stock in fuzzy time 

413 series based on deep forest. Caai Transactions on Intelligence Technology 7:617-626. DOI: 

414 10.1049/cit2.12139

415 28. Li X, Liu QQ, and Wu YL. 2022d. Prediction on blockchain virtual currency transaction under long 

416 short-term memory model and deep belief network. Applied Soft Computing 116:108349. DOI: 

417 10.1016/j.asoc.2021.108349

418 29. Liu F, Zhou XS, Cao JL, Wang Z, Wang TB, Wang H, and Zhang YC. 2022. Anomaly Detection in Quasi-

419 Periodic Time Series Based on Automatic Data Segmentation and Attentional LSTM-CNN. Ieee 

420 Transactions On Knowledge And Data Engineering 34:2626-2640. DOI: 10.1109/tkde.2020.3014806

421 30. Liu YQ, Na L, Bi CW, Han TY, Guo ZJ, Zhu YC, Li YX, He CP, and Lu ZH. 2021. FEM: mining biological 

422 meaning from cell level in single-cell RNA sequencing data. Peerj 9:12570. DOI: 10.7717/peerj.12570

423 31. Lochel HF, and Heider D. 2021. Chaos game representation and its applications in bioinformatics. 

424 Computational and Structural Biotechnology Journal 19:6263-6271. DOI: 10.1016/j.csbj.2021.11.008

425 32. Mitra R, and MacLean AL. 2021. RVAgene: generative modeling of gene expression time series data. 

426 Bioinformatics 37:3252-3262. DOI: 10.1093/bioinformatics/btab260

427 33. Mondal S, Barik S, De N, and Pal A. 2022. A note on neighborhood first Zagreb energy and its 

428 significance as a molecular descriptor. Chemometrics And Intelligent Laboratory Systems 222:104494. 

429 DOI: 10.1016/j.chemolab.2022.104494

430 34. Nalecz-Charkiewicz K, and Nowak RM. 2022. Algorithm for DNA sequence assembly by quantum 

431 annealing. BMC Bioinformatics 23:122. DOI: 10.1186/s12859-022-04661-7

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



432 35. Namasudra S, Dhamodharavadhani S, Rathipriya R, Crespo RG, and Moparthi NR. 2023. Enhanced 

433 Neural Network-Based Univariate Time-Series Forecasting Model for Big Data. Big Data. DOI: 

434 10.1089/big.2022.0155

435 36. Pavithran P, Mathew S, Namasudra S, and Singh A. 2023. Enhancing randomness of the ciphertext 

436 generated by DNA-based cryptosystem and finite state machine. Cluster Computing-the Journal of 

437 Networks Software Tools and Applications 26:1035-1051. DOI: 10.1007/s10586-022-03653-9

438 37. Routhier E, and Mozziconacci J. 2022. Genomics enters the deep learning era. Peerj 10:13613. DOI: 

439 10.7717/peerj.13613

440 38. Savadkoohi M, Oladunni T, and Thompson LA. 2021. Deep neural networks for human's fall-risk 

441 prediction using force-plate time series signal. Expert Systems With Applications 182:115220. DOI: 

442 10.1016/j.eswa.2021.115220

443 39. Singaravel S, Suykens J, and Geyer P. 2018. Deep-learning neural-network architectures and methods: 

444 Using component based models in building-design energy prediction. Advanced Engineering 

445 Informatics 38:81-90. DOI: 10.1016/j.aei.2018.06.004

446 40. Thorn GJ, Clarkson CT, Rademacher A, Mamayusupova H, Schotta G, Rippe K, and Teif VB. 2022. DNA 

447 sequence-dependent formation of heterochromatin nanodomains. Nature Communications 13:1861. 

448 DOI: 10.1038/s41467-022-29360-y

449 41. Thuillier K, Baroukh C, Bockmayr A, Cottret L, Pauleve L, and Siegel A. 2022. MERRIN: MEtabolic 

450 regulation rule INference from time series data. Bioinformatics 38:ii127-ii133. DOI: 

451 10.1093/bioinformatics/btac479

452 42. Torkey H, Atlam M, El-Fishawy N, and Salem H. 2021. A novel deep autoencoder based survival 

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



453 analysis approach for microarray dataset. Peerj Computer Science:e492. DOI: 10.7717/peerj-cs.492

454 43. Torkey H, Ibrahim E, Hemdan EE, El-Sayed A, and Shouman MA. 2022. Diabetes classification 

455 application with efficient missing and outliers data handling algorithms. Complex & Intelligent 

456 Systems 8:237-253. DOI: 10.1007/s40747-021-00349-2

457 44. Ullah M, Hadi F, Song JN, and Yu DJ. 2022. PScL-DDCFPred: an ensemble deep learning-based 

458 approach for characterizing multiclass subcellular localization of human proteins from bioimage data. 

459 Bioinformatics 38:4019-4026. DOI: 10.1093/bioinformatics/btac432

460 45. Wang ZT, Tang XJ, Swaminathan SK, Kandimalla KK, and Kalari KR. 2022. Mapping the dynamics of 

461 insulin-responsive pathways in the blood-brain barrier endothelium using time-series 

462 transcriptomics data. Npj Systems Biology and Applications 8:29. DOI: 10.1038/s41540-022-00235-8

463 46. Wen SC, and Yang CH. 2021. Time series analysis and prediction of nonlinear systems with ensemble 

464 learning framework applied to deep learning neural networks. Information Sciences 572:167-181. 

465 DOI: 10.1016/j.ins.2021.04.094

466 47. Xia YS, Watts JD, Machmuller MB, and Sanderman J. 2022. Machine learning based estimation of 

467 field-scale daily, high resolution, multi-depth soil moisture for the Western and Midwestern United 

468 States. Peerj 10:14275. DOI: 10.7717/peerj.14275

469 48. Yang Y, and Song X. 2022. Research on Face Intelligent Perception Technology Integrating Deep 

470 Learning under Different Illumination Intensities. Journal of Computational and Cognitive 

471 Engineering 1:32-36. DOI: 10.47852/bonviewJCCE19919

472 49. Zhang FH, Song H, Zeng M, Wu FX, Li YH, Pan Y, and Li M. 2021. A Deep Learning Framework for 

473 Gene Ontology Annotations With Sequence- and Network-Based Information. Ieee-Acm Transactions 

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



474 on Computational Biology and Bioinformatics 18:2208-2217. DOI: 10.1109/tcbb.2020.2968882

475 50. Zhang HC, Wang SX, Deng ZK, Li YL, Yang YY, and Huang H. 2023. Computed tomography-based 

476 radiomics machine learning models for prediction of histological invasiveness with sub-centimeter 

477 subsolid pulmonary nodules: a retrospective study. Peerj 11:e14559. DOI: 10.7717/peerj.14559

478 51. Zhang YA, Yan BB, and Aasma M. 2020. A novel deep learning framework: Prediction and analysis of 

479 financial time series using CEEMD and LSTM. Expert Systems With Applications 159:113609. DOI: 

480 10.1016/j.eswa.2020.113609

481 52. Zhou WL, Wu T, Du Y, Zhang XH, Chen XC, Li JB, Xie H, and Qu JP. 2023. Efficient fabrication of desert 

482 beetle-inspired micro/nano-structures on polypropylene/graphene surface with hybrid wettability, 

483 chemical tolerance, and passive anti-icing for quantitative fog harvesting. Chemical Engineering 

484 Journal 453:139784. DOI: 10.1016/j.cej.2022.139784

485

486

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed













�F�i�g�u�r�e� �6

�P�r�e�d�i�c�t�i�o�n� �r�e�s�u�l�t�s� �i�n� �t�h�e� �t�e�s�t� �s�e�t�:� �(�a�)� �M�e�a�n� �d�i�s�t�r�i�b�u�t�i�o�n� �o�f� �t�h�e� �e�r�r�o�r� �b�e�t�w�e�e�n� �p�r�e�d�i�c�t�e�d

�a�n�d� �e�x�p�e�r�i�m�e�n�t�a�l� �v�a�l�u�e�s�,� �(�b�)� �E�r�r�o�r� �s�t�a�t�i�s�t�i�c�s� �o�f� �t�h�e� �m�o�d�e�l� �i�n� �e�a�c�h� �b�i�o�l�o�g�i�c�a�l� �s�e�q�u�e�n�c�e

�t�e�s�t�,� �a�n�d� �(�c�)� �E�r�r�o�r� �d�i�s�t�r�i�b�u�t�i�o�n� �o�f� �t�h�e� �m�o�d�e�l� �i�n� �e�a�c�h� �b�i�o�l�o�g�i�c�a�l� �s�e�q�u�e�n�c�e� �t�e�s�t�.

�F�i�g�u�r�e�.�6�.� �P�r�e�d�i�c�t�i�o�n� �r�e�s�u�l�t�s� �i�n� �t�h�e� �t�e�s�t� �s�e�t�:� �(�a�)� �M�e�a�n� �d�i�s�t�r�i�b�u�t�i�o�n� �o�f� �t�h�e� �e�r�r�o�r� �b�e�t�w�e�e�n

�p�r�e�d�i�c�t�e�d� �a�n�d� �e�x�p�e�r�i�m�e�n�t�a�l� �v�a�l�u�e�s�,� �(�b�)� �E�r�r�o�r� �s�t�a�t�i�s�t�i�c�s� �o�f� �t�h�e� �m�o�d�e�l� �i�n� �e�a�c�h� �b�i�o�l�o�g�i�c�a�l

�s�e�q�u�e�n�c�e� �t�e�s�t�,� �a�n�d� �(�c�)� �E�r�r�o�r� �d�i�s�t�r�i�b�u�t�i�o�n� �o�f� �t�h�e� �m�o�d�e�l� �i�n� �e�a�c�h� �b�i�o�l�o�g�i�c�a�l� �s�e�q�u�e�n�c�e� �t�e�s�t�.

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �7

�P�r�e�d�i�c�t�i�o�n� �p�e�r�f�o�r�m�a�n�c�e� �o�f� �e�a�c�h� �b�e�n�c�h�m�a�r�k� �m�o�d�e�l� �o�n� �s�e�q�u�e�n�c�e� �A

�F�i�g�u�r�e� �7� �P�r�e�d�i�c�t�i�o�n� �p�e�r�f�o�r�m�a�n�c�e� �o�f� �e�a�c�h� �b�e�n�c�h�m�a�r�k� �m�o�d�e�l� �o�n� �s�e�q�u�e�n�c�e� �A

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �8

�T�e�s�t� �e�r�r�o�r�s� �o�f� �e�a�c�h� �b�e�n�c�h�m�a�r�k� �m�o�d�e�l

�F�i�g�u�r�e� �8� �T�e�s�t� �e�r�r�o�r�s� �o�f� �e�a�c�h� �b�e�n�c�h�m�a�r�k� �m�o�d�e�l

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �9

�C�o�r�r�e�l�a�t�i�o�n� �c�o�eû��c�i�e�n�t� �a�n�d� �c�a�l�c�u�l�a�t�i�o�n� �t�i�m�e� �o�f� �e�a�c�h� �c�o�m�p�a�r�e�d� �m�o�d�e�l

�F�i�g�u�r�e� �9� �C�o�r�r�e�l�a�t�i�o�n� �c�o�eû��c�i�e�n�t� �a�n�d� �c�a�l�c�u�l�a�t�i�o�n� �t�i�m�e� �o�f� �e�a�c�h� �c�o�m�p�a�r�e�d� �m�o�d�e�l

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �1�0

�A�c�c�u�r�a�c�y� �g�r�o�w�t�h� �r�a�t�e� �o�f� �S�A�P�T�-�C�N�N�-�L�S�T�M�-�A�R�-�E�A� �m�o�d�e�l� �c�o�m�p�a�r�e�d� �w�i�t�h� �o�t�h�e�r� �b�e�n�c�h�m�a�r�k

�m�o�d�e�l�s

�F�i�g�u�r�e� �1�0� �A�c�c�u�r�a�c�y� �g�r�o�w�t�h� �r�a�t�e� �o�f� �S�A�P�T�-�C�N�N�-�L�S�T�M�-�A�R�-�E�A� �m�o�d�e�l� �c�o�m�p�a�r�e�d� �w�i�t�h� �o�t�h�e�r

�b�e�n�c�h�m�a�r�k� �m�o�d�e�l�s

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �1�1

�V�A�R� �o�f� �e�a�c�h� �m�o�d�e�l

�F�i�g�u�r�e� �1�1� �V�A�R� �o�f� �e�a�c�h� �m�o�d�e�l

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�F�i�g�u�r�e� �1�2

�C�o�n�t�r�i�b�u�t�i�o�n� �r�a�t�e� �o�f� �e�a�c�h� �m�o�d�u�l�e

�F�i�g�u�r�e� �1�2� �C�o�n�t�r�i�b�u�t�i�o�n� �r�a�t�e� �o�f� �e�a�c�h� �m�o�d�u�l�e

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



�T�a�b�l�e� �1�(�o�n� �n�e�x�t� �p�a�g�e�)

�S�o�u�r�c�e� �o�f� �e�x�p�e�r�i�m�e�n�t�a�l� �d�a�t�a

�T�a�b�l�e� �1� �S�o�u�r�c�e� �o�f� �e�x�p�e�r�i�m�e�n�t�a�l� �d�a�t�a

PeerJ reviewing PDF | (2023:03:84038:1:2:NEW 28 Aug 2023)

Manuscript to be reviewed



1 Table 1 Source of experimental data

Label Source Accession Length (bp)

A Human adenovirus C NC_001405 35937

B Dubowvirus MR25 NC_010808 44342

C Infectious bronchitis virus NC_048213 27464

D Phietavirus MR11 NC_010147 43011

E Abalone shriveling syndrome-associated virus NC_011646 34952

F Clostridium phage phiCD505 NC_028764 49316
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1 Table 2 Experimental data distribution

Label Training set Validation set Testing set Data points

A 420 89 89 598

B 519 110 110 739

C 321 68 68 457

D 502 107 107 716

E 408 87 87 582

F 575 123 123 821
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1 Table 3 Predictive performance indexes of the model

Training set Validation set Test set

S��� ��� � MAPE R2 MAPE R2 MAPE R2

A 11� ���  010 �	
  11� 	0 �  010 ���  1100 ��  0 10 � �  

B 11� ��  010 �� �  11���0  010 �	�  11���	  0 10 ���  

C 11�	��  010 � 	  11����  010 �
0  11���
  0 10 ��
  

D 11� ��  010 �
0  11	� �  010 ���  11�	��  0 10 �	�  

E 11����  010 ��
  11�� �  010 �

  11
���  0 10 �
�  

F 11���	  010 ���  11� 	�  010 �	�  11� � �  0 10 �0 �  

AA���� � 11�	�0  010 �� 
  11���
  010 ��  11� �0�  0 10 ���  
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1 Table 4 BenB�� ���  Bc� � �� ��c �  �c m �� �

Model Model details R� �����  � !

B"#$ R%"&$ Ba'� !()�  "� �����  �  �f�  AR%"&$ DD�* )+,  et  e  2019 - DD�* )+  et ale  

2019.

AR%"&$#/23& AR%"&$#/23&  h 'h�(4  re  D����r  netnf�5 BD5* )�( ,  et  e  2020 - BD5* )�(  et ale  

2020.

EA#/23& EEf 6Dr(f� )�'  attention#h )!�4  /23& /( ,  et e  2019 - /(  et ale  2019 .

CT2#/23& /23&  netnf�5  �f�   f��� 6)r�4  ti +�  series W)� ,  et e  2020 - W)�  et ale  2020 .

ConE#/23& Con Ef 6Dr(f� )6  neD� )6  netnf�5  and /23& FD ,  et e  2022 - FD  et ale  2022 .
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1 Table 5  Statistics of predictive performance of each benb78 9:;  8 <= >?

Model MAM@ C

2 TiTF

BGHICJGKI 2LNOPQ 0LU VUU 10L XY

ACJGKIHZ[\K 2L] VQ Y 0LU VYV 21L ^U

EAHZ[\K 2LQ UPP 0LUOQ X 17LU V

CT[HZ[\K 2LV X]U 0LU ]P Y 22LQU

Conv HZ[\K 2LVO ^U 0LU ]]Q 45L ]V

[_M`HaddHZ[\KHICH@I 1LP ^P Y 0L XOU ] 19LPP
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1 Table 6 DM values of SaPt-CNN-LSTM-AR-EA and benchmark models (at the significance level of 1%)

Sequence BI-ARFIMA ARFIMA-LSTM EA-LSTM CTS-LSTM Conv-LSTM Average

A 5.2319 5.2951 5.4511 5.1221 4.2437 5.0688 

B 4.4318 5.3555 5.8193 5.2391 4.1951 5.0082 

C 5.9460 5.4438 4.7947 3.5907 5.2476 5.0046 

D 5.1702 4.9207 5.5258 4.8178 5.0280 5.0925 

E 5.5484 4.9639 4.9925 4.8713 4.6340 5.0020 

F 5.3184 5.3652 4.8212 5.7784 3.8258 5.0218 

Average 5.2745 5.2240 5.2341 4.9032 4.5290 5.0330
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1 Table 7.The results of ablation experiment

Removed modules Model MAPE R2

SaPt CNN-LSTM-AR-EA 2.4865 0.7591
CNN SaPt-LSTM-AR-EA 4.5621 0.6174
AR SaPt-CNN-LSTM-EA 3.8697 0.6726
EA SaPt-CNN-LSTM-AR 2.3134 0.7969
This Paper SaPt-CNN-LSTM-AR-EA 1.7197 0.9177
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