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ABSTRACT

The use of species distribution models (SDMs) has rapidly increased over the last
decade, driven largely by increasing observational evidence of distributional shifts of
terrestrial and aquatic populations. These models permit, for example, the
quantification of range shifts, the estimation of species co-occurrence, and the
association of habitat to species distribution and abundance. The increasing
complexity of contemporary SDMs presents new challenges—as the choices among
modeling options increase, it is essential to understand how these choices affect
model outcomes. Using a combination of original analysis and literature review, we
synthesize the effects of three common model choices in semi-parametric predictive
process species distribution modeling: model structure, spatial extent of the data,
and spatial scale of predictions. To illustrate the effects of these choices, we develop a
case study centered around sablefish (Anoplopoma fimbria) distribution on the west
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INTRODUCTION

Human-induced global climate change and other anthropogenic activities are
transforming ecosystems (Foley et al., 2005; Walther, 2010; Doney et al., 2012). Species are
altering their phenology (Cotton, 2003; Edwards ¢ Richardson, 2004; Poloczanska et al.,
2016), and many are shifting their distributions (Perry et al., 2005; Parmesan, 2006).
Indeed, range shifts have been observed broadly across taxonomic groups (Hickling et al.,
2006; Chen et al., 2011; Poloczanska et al., 2016), and these distribution shifts present many
challenges for monitoring and management (Burrows et al., 2011). For example,
transboundary exchange across political boundaries (e.g., Oremus et al., 2020) necessitates
increased monitoring and coordination, and phenology shifts may require adjusting
seasonal timing and geographic location of surveys, particularly if they drive distribution
shifts (Chuine, 2010). Management and conservation decisions necessitate effective tools to
estimate species distribution shifts in space or time and predict future responses.

Species distribution models (hereafter SDMs, but also known by their special cases as
ecological niche models, occupancy models, or climate envelope models) in conjunction
with climate and ocean models are the primary tools for describing past and current
species distributions, determining the drivers of these patterns, and forecasting
distribution shifts. There are a wide range of SDM approaches, including maximum
entropy (e.g., Elith et al., 2011; Merow, Smith ¢ Silander, 2013), generalized linear and
additive models (e.g., Guisan, Edwards & Hastie, 2002) with or without hierarchical mixed
effects (e.g., Thorson et al., 2015; Anderson ¢ Ward, 2019), boosted regression trees
(Elith, Leathwick ¢ Hastie, 2008), and random forests (e.g., Barnett et al., 2019; Stock et al.,
2020). Species distribution models often combine spatially-referenced data on species
occupancy or abundance with environmental data to make inferences about habitat
suitability and predicted distribution (Elith ¢ Leathwick, 2009). Although SDMs have
broad applications (see Elith ¢» Leathwick, 2009; Guillera-Arroita et al., 2015; Robinson
et al., 2017 for comprehensive reviews), recent literature has focused on their use for
assessing potential shifts in species distributions in response to climate change (Distler
et al., 2015; Thorson, Pinsky ¢ Ward, 2016; Morley et al., 2018). Species distribution
models have been used to examine shifts in distribution under climate change scenarios for
hundreds of commercially important fish and invertebrates (Cheung et al., 2009),
terrestrial mammals (Levinsky et al., 2007), plants (Kelly ¢ Goulden, 2008), birds
(Matthews et al., 2011), invasive species (Jarnevich ¢ Stohlgren, 2009), and entire food
webs (Leidenberger et al., 2015).

The use of SDMs in scientific literature has greatly increased in the past few decades
(Guisan et al., 2013), particularly in the marine realm (Robinson et al., 2017), but this
increasing wealth of information and approaches also brings common challenges.
Robinson et al. (2017) provide an excellent framework and road map for guiding the SDM
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process in general. However, general issues remain that need to be addressed—including
deciding the type of response to be modeled (presence-only, presence-absence, or
abundance), selecting covariates, and specifying scale (extent and resolution; both spatially
and temporally; Araiijo et al., 2005; Connor et al., 2019). Moreover, it is unclear how
trade-offs among different model choices should be navigated to select the best model for
any particular application (e.g., generating unbiased estimates of density, estimating area
occupied, forecasting changes in range edges).

While a number of papers have explored key challenges relating to the SDM process
(including Briscoe et al., 2019; Norberg et al., 2019; Brodie et al., 2020; Muscatello, Elith &
Kujala, 2021), here, we focus our efforts on spatially explicit SDMs that have become
widely used in the marine sciences and ecology. These methods can be broadly
differentiated from other correlative modeling approaches described above in that in
addition to predicting observed data, they estimate a spatial process (spatial processes may
consist of parameters controlling the spatial autocorrelation, for instance). Projecting
the spatial process across the domain of the observed data allows one to construct spatial
fields; because these fields are often estimated as random effects, they can be described
as Gaussian random fields (Abrahamsen, 1997). In a regression setting, the spatial field can
be incorporated alongside a design matrix of covariates, g(u;) = x:b + ;. The estimated
field w is assumed to be @ ~ MVN(0, ) where the covariance matrix X represents the
spatial covariance among points. These models are often described as semi-parametric
models because rather than estimating all elements of X, flexible covariance functions are
used to model the relationship (e.g., Gaussian, Matérn), thereby reducing the number of
estimated parameters (Shelton et al., 2014). Alternative options for reducing the
dimensionality of spatial processes exist, including Conditional Autoregressive (CAR) and
Simultaneous Autoregressive (SAR) models for areal or lattice data (Ver Hoef, Hanks ¢
Hooten, 2018), but interpreting spatial correlation with these methods can be difficult
because correlation is based on neighboring cells rather than continuous distance (Wall,
2004). For high dimensional georeferenced datasets with hundreds of observations per
time step, estimation of X may still be computationally challenging. An approximation
exists for these cases—rather than estimate the exact values of the spatial field at the
locations of observations, predictive process models allow the spatial field to be
approximated by a lower dimensional spatial representation at a smaller set of locations
(knots). The estimated field at this subset may then be projected to the finer scale locations
(Latimer et al., 2009).

For very large datasets, the Gaussian predictive process model may still lead to undesirable
results, because while using a smaller number of knots may be computationally efficient,
reducing the dimensionality too much will over smooth predictions of the spatial field.
An alternative framework for high dimensional spatiotemporal models includes the
Integrated Nested Laplace Approximation (INLA, Rue, Martino ¢ Chopin, 2009) combined
with Stochastic Partial Differential Equations (SPDE, Lindgren, Rue ¢ Lindstrom, 2011;
Miller, Glennie ¢ Seaton, 2020). INLA is available in R (R Core Team, 2020) and allows for
relatively fast estimation of spatial and non-spatial parameters in a Bayesian framework
(Bakka et al., 2018). The SPDE approach requires constructing a spatial mesh as an
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approximation to the GMRF (Gaussian Markov random field) spatial field (Fig. S1; Rue,
Martino & Chopin, 2009; Lindgren, Rue & Lindstrom, 2011; Righetto et al., 2018), which has a
sparse precision matrix. Predictions at the knots of the triangulated mesh are used to
interpolate predictions to other locations (Lindgren ¢» Rue, 2015). Inference about spatial
processes and trends in SDMs may be influenced by both the number and location of these
knot values (Righetto et al., 2018); too few knots will not accurately approximate the spatial
field (Righetto et al., 2018; Anderson ¢» Ward, 2019) and may result in estimates that are
biased (Thorson et al., 2021).

Given the rise of spatially explicit predictive process models in marine sciences and
ecology over the last decade, there is a great need to understand how specific model choices
affect inference. In addition to inference about parameters used to describe the spatial field,
inference about derived quantities can be important for natural resource management.
Within the context of fisheries for example, generating abundance indices that are accurate
and precise is critical because these are a key fishery-independent data source for
population assessment models used to determine conservation status and set exploitation
rates (Hilborn & Walters, 1992).

The objective of this paper is to quantify the impact of three common decision points in
these types of models (Fig. 1). The decision points we chose to highlight are seemingly
small model choices that can greatly impact results, and thus, can lead to erroneous
conclusions about population status or affect scientific advice to management decisions.
These include (1) identifying the appropriate model structure, (2) choosing whether to
filter data a priori based on spatial extent of occurrence (e.g., whether or not to include
observed 0’s at the domain edge), and (3) selecting a spatial resolution for prediction.
We outline and discuss these key decision points to guide SDM users by weaving together
lessons from the literature and a real-world case study on the distribution of sablefish
(Anoplopoma fimbria), a commercially valuable species found throughout the North
Pacific Ocean. Though a marine application, this type of georeferenced survey data is
common and has parallels in other terrestrial and aquatic systems. While the decision
points chosen are specific to spatially explicit SDMs, these issues are also generally relevant
to other SDM approaches (including generalized additive models). Our aim is to provide
high-level advice regarding model structure and spatial scale considerations, and how to
evaluate the consequences of these choices.

METHODS
Data

Species distribution models require spatially referenced data, but the way in which space is
represented varies among modeling approaches (data may consist of observations in
spatial blocks, or observations may be associated with continuous locations in one or
more dimensions). Here we focus on models that take geostatistical data as input.
Geostatistical data may be collected during a single point in time, providing a snapshot of
distributions, or they may be repeated at some regular interval (e.g., monthly or yearly
surveys). In the latter case, the same sites may be revisited in each sampling interval, or
sites may be spatially selected randomly. In addition to collecting observations of interest
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Figure 1 The three decision points in the species distribution modeling process evaluated in this
paper. Full-size 4] DOI: 10.7717/peerj.12783/fig-1

(e.g., species presence-absence or abundance), these types of surveys often collect data on
potential covariates to include as predictors (e.g., habitat or environmental variables, or
co-occurring species as proxies for effects of competition). Like simpler non-spatial
models, choosing which covariates to include (and the scale of the covariates) requires
forethought and can present challenges. For example, should one use raw data for
covariates that exhibit a trend, or should anomalies or first-differenced values be used
instead? How should one confront the problem of correlated or confounding covariates?
At what scale should hypothesized covariates operate? For example, is population density
determined by localized covariate values occurring in the same instance as the observed
response, or by broader-scale processes due to non-local effects and lagged responses?

Sablefish case study

As an example case study to illustrate the effect of model choices throughout this paper, we
analyze a publicly available dataset of sablefish catch rates from scientific surveys in the
Northeast Pacific Ocean. We chose sablefish as a representative of the commercially
important groundfish community in the region because it is common and broadly
distributed throughout the region (United States and Canadian waters) but also exhibits
interannual variability, as well as a prominent environmental gradient in population
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density (with depth). The association with depth is largely ontogenetic; sablefish are
long-lived predators that gradually move deeper with age and are most common along the
continental slope (reviewed in Tolimieri et al., 2018; Haltuch et al., 2019). The sablefish
dataset consists of a single survey conducted annually over a 16-year period on the
continental shelf and upper slope (from 55-1,280 m depth) of the US West Coast from
Cape Flattery, Washington to the USA-Mexico border as part of a fishery-independent
scientific survey (the NOAA Fisheries US West Coast Groundfish Bottom Trawl Survey;
Keller, Wallace & Methot, 2017). The survey was designed to estimate the abundance,
size, and age composition of commercially and recreationally targeted groundfish species
found in near-bottom habitats. Importantly, the fundamental methods of the survey:
sampling intensity, sampling gear, seasonal and spatial coverage, and random stratified
design have remained relatively constant within the period we analyze from 2003 to 2018
(data and maps of the survey area are publicly available at https://www.nwfsc.noaa.gov/
data). Sablefish occur in a large proportion of observations (0.65) and are found
throughout the spatial domain as their distribution extends southward to the southern tip
of Baja California, Mexico, and northward to the Bering Sea and across the North Pacific to
northern Japan (Eschmeyer ¢ Herald, 1999).

Statistical modeling
To develop a spatiotemporal model of sablefish, we constructed a model that can be seen as
an extension of generalized linear mixed-effects models (GLMM), allowing for inclusion of
both fixed and random effects. To ease in interpretation, we decompose total spatial
variation into two components: a spatial field (a spatial process that is constant over time)
and spatiotemporal fields (spatial variation that is unique to each time step). This approach
has been widely used, especially in the context of estimating species’ densities, and has
been shown to increase precision of estimated trends (Thorson et al., 2015), which is the
focus of many applications in fisheries and ecology.

The generic spatiotemporal GLMM can be written as:

g(usy) = x,b+ o5 + &y

where g(-) represents a link function (e.g., logit function for a binomial presence-absence
model, log function for a model of abundance with a response distribution of counts or
positive values, including Poisson, Negative Binomial, Gamma, Lognormal, etc.), and u;;
represents the expectation at location s and time ¢. The symbol x;; represents optional
covariates modeled as fixed effects (e.g., an intercept, environmental or habitat

variables, and seasonal or annual terms), and b represents a vector of estimated
coefficients. As above, the symbol @ represents a single estimated spatial field, with
being the value at location s. We refer to m as the spatial component because it is constant
over time (this can be interpreted as the mean spatial process shared across years).

The term &, represents spatiotemporal variability in the form of spatial random fields for
each time step. The process describing ¢ is flexible in that it can be omitted from the
model (leaving a model with a spatial but no spatiotemporal component), may be
independently estimated for each time step, or modeled with an autoregressive process
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(allowing hotspots to persist through time; Thorson et al., 2015; Ward et al., 2018;
Anderson & Ward, 2019).

Model choices specific to the sablefish case study

For the application of SDMs to sablefish throughout this paper, we decided a priori to
include depth as a covariate predictor of density. Previous applications to groundfish
density have shown community structure and within-species size distributions often vary
with depth (Methot & Stewart, 2005; Hamel, 2007; Tolimieri, 2007), and depth—and the
many environmental variables that covary with it (e.g., temperature)—is likely important
in determining groundfish distribution and certain biological processes such as growth
(Hamel, 2007; Johnson, Thorson ¢ Punt, 2019). Compared to other covariates in studies
of US West Coast groundfishes, depth was found to explain the greatest variation in
density (Shelton et al., 2014). The form of depth included in our models was as a quadratic
(Shelton et al., 2014; Thorson et al., 2015) since the quadratic shape rendered ecologically
realistic environmental relationships and improved model fit over a linear fit. Other
approaches to model this relationship could include splines or random walks with binned
depth values (Webster et al., 2020).

Estimation

Several recent advances have allowed for maximum likelihood estimation to be done using
Template Model Builder (Kristensen et al., 2016) using SPDE matrices output by INLA.
This approach often allows for faster estimation than using INLA for model fitting
(Osgood-Zimmerman ¢ Wakefield, 2021) and allows for additional model flexibility
(e.g., Barnett, Ward & Anderson, 2021). R packages facilitating such estimation with
pre-specified models include VAST (Thorson, 2019) and sdmTMB (Anderson, Keppel ¢
Edwards, 2019; Anderson et al., 2020). For our sablefish case study, we used the latter
approach for all model fitting (https://github.com/pbs-assess/sdmTMB). This package is
useful for large and complex datasets that can be computationally taxing (Anderson et al.,
2020), it allows for many different response distributions, and optionally includes
spatially (e.g., Barnett, Ward & Anderson, 2021) and temporally (e.g., English et al., 2022)
varying coefficients. While not thoroughly explored in this paper, practitioners could
use model selection tools to compare alternative models (e.g., with or without
spatiotemporal processes, time-varying depth effect, etc.). We encourage readers interested
in using model selection tools to carefully consider how their questions and goals may
dictate the best approach to model selection (Tredennick et al., 2021).

Model validation

A common goal of predictive process SDMs, like any other statistical model, is to identify
model features that improve predictive ability. Widely used model selection tools, like AIC,
are computationally convenient—but not wholly appropriate for mixed effects models
(Liang, Wu & Zou, 2008). With large datasets, cross-validation offers an opportunity to
evaluate the out-of-sample predictive ability of a given model. There are many choices that
can be made to select the folds or partitions for a given dataset. These folds may be selected
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randomly, in spatial blocks to preserve autocorrelation (Valavi et al., 2019), or other
approaches specific to the application. For our sablefish case study, we constructed folds
based on latitude because there is typically more variability in groundfish densities as a
function of latitude than other dimensions (Thorson ¢» Ward, 2013). Using the quantiles of
the distribution of latitude across all years, we constructed 5 blocks of approximately equal
size and used these for k-fold cross validation, holding out each of the 5 folds as a test
data set, and using the remaining folds as a training set. We used sdmTMB to generate
predictions for each of the held out datasets in turn and calculated the log-likelihood of
each observation (using the same likelihood distribution from the model fit to the training
data). These out-of-sample measures of predictive density were then summed across
observations and folds to generate total measures of predictive ability for each model.

Sensitivity analysis

Given the spatiotemporal GLMM described above, we focused on the following three
model choices that contribute to inference on parameters and derived quantities:

(1) structure of the model, including covariate selection and treatment of spatiotemporal
components, (2) spatial extent of data used for fitting, and (3) spatial resolution of
predictions. To demonstrate the sensitivity to model resolution, we highlight how such a
choice influences trends and scale of total population biomass estimates, derived from
model predictions. We focus on biomass estimates (calculated as the sum of the local
population densities extrapolated to the resolution of the prediction surface) here because
this is a commonly used output of SDMs for population management (Thorson et al.,
2015). To provide a metric for comparing differences in the distribution of abundance that
would be estimated from each option within a decision point, we estimated the center of
gravity (COG). Center of gravity is an important spatial indicator (i.e., statistic that
characterizes spatial distribution) that describes the average geographical center of the
population (Woillez, Rivoirard ¢» Petitgas, 2009).

Model structure

Similar to choosing a response distribution for non-spatial models (McCullagh ¢» Nelder,
1989; Zeileis, Kleiber ¢ Jackman, 2008), choosing an appropriate response distribution is
needed to represent the data outcomes for any SDM (Fig. 1). This decision is based on
the type of data collected (e.g., discrete count, continuous, presence-absence), but also
depends on the presence of zeros and dispersion in the data. Data with zeros and positive
continuous values can be represented with a single distribution, such as the Tweedie
distribution (Dunn ¢» Smyth, 2005, 2008), or the model may separately estimate effects on
the probability of occurrence and density in a delta- or hurdle framework (Pennington,
1983). For our SDMs developed for the sablefish case study, we used a Tweedie distribution
(Dunn & Smyth, 2005, 2008) to account for zeros in our continuous response variable
(catch per unit effort, CPUE, measured in kg per km” swept by the sampling gear) since it
has been shown to perform well in previous applications to such data (Anderson, Keppel ¢
Edwards, 2019; Barnett, Ward & Anderson, 2021; Thorson et al., 2021; English et al.,
2022). While the majority of hurdle models construct separate spatial fields for
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presence-absence and positive biomass density (i.e., processes assumed to be independent),
an advantage of using the Tweedie distribution is that it involves modeling a single
spatial field (processes dependent), simplifying interpretation (as an example of sharing
elements across fields, see Martinez-Minaya et al., 2018).

The choice of response type and model structure should be informed by the data
properties (e.g., whether units are in discrete number of fish or continuous catch per unit
effort, whether or not the dataset contains 0’s) and the study objective. Additionally, the
data generating process (e.g., knowledge of life-history characteristics) can inform how
one accounts for spatiotemporal processes. Models can treat the spatial effects on
distribution to be static over all time slices (spatial only model), or they can explicitly
quantify how the spatial effects on distribution have changed through time
(spatiotemporal model). Models that omit spatiotemporal effects may be well-suited for
slow growing, long-lived species, or sedentary species with low dispersal rates; whereas
models with spatiotemporal variation could be used, for example, to analyze hotspot
persistence through time (Paradinas et al., 2020). If one chooses a spatiotemporal model,
one must additionally decide whether spatiotemporal fields are estimated independently
or by assuming temporal autocorrelation. This a priori decision depends largely on the
study species and the hypothesized mechanisms that explain the species’ spatiotemporal
patterns. For example, for patchily distributed sedentary or long-lived animals, a first
order autoregressive (AR(1)) or random walk model could be used to model the
spatiotemporal process. For other species, modeling these spatiotemporal fields as
independent variation may be supported. For all of the alternative formulations of the
spatiotemporal process, parameter estimates and traditional model selection techniques can
be used to evaluate the data support for alternative models of the spatiotemporal process.
For example, estimated values of an autoregression coefficient close to 0 in an AR(1)
spatiotemporal model would give more credence to considering an alternative model with
temporally independent fields (while values close to 1 would be supportive of a random walk
model).

Evaluating the fit of predictive process SDMs and validating assumptions about
structure involves considerations that are shared among many statistical models, but also
includes others that are specific to—or particularly important for—spatial or
spatiotemporal modeling. Examples of diagnostics for SDMs include the analysis of
temporal or spatial autocorrelation in residuals (Cressie ¢~ Wikle, 2015; Ward et al., 2018),
randomized quantile residuals (Dunn ¢ Smyth, 1996; Hartig, 2021), one-step ahead
residuals (Thygesen et al., 2017; Breivik et al., 2021), residuals from MCMC draws from the
posterior (e.g., Rufener et al., 2021), and examining evidence of non-stationarity.

The choice of additional metrics of fit often follows from previous decisions about model
structure. For example, if delta or hurdle models are used to model variation in population
density, one could use tools to evaluate the explanatory power of the presence-absence
model (area under the curve, AUC, and extensions; Elith et al., 2006; Jiménez-Valverde,
2012). Alternatively, if the response is jointly modeled with a distribution that includes
zeros and positive values (e.g., Tweedie, Negative Binomial, Poisson), other metrics of
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model fit will need to be used, including measures of predictive accuracy such as the
log-score (Draper & Krnjajic, 2010).

As a demonstration of evaluating model structure in the sablefish case study, we
performed a model comparison among four predictive process SDMs with different
spatiotemporal processes. These models included (1) a model with only a spatial
component and a covariate of depth, (2) spatiotemporal components that were
independent and identically distributed over time &, ~ MVN(0, X), (3) spatiotemporal
effects modeled as an AR(1) process (see equations 10 and 11 in English et al., 2022), and
(4) only a spatial component, without a depth covariate. To compare the out-of-sample
predictive ability of these candidate models, we used the 5-fold cross validation procedure
described above and calculated the predictive log-density for each model with the
Tweedie likelihood. We evaluate the distribution of residuals resulting from simulating
data from the model with parameters fixed at their maximum likelihood estimate, where
predictions are conditional on the fitted random effects (Hartig, 2021). Additional
modeling details and code to replicate these analyses are included in our GitHub
repository: https://github.com/fate-spatialindicators/shadow-model.

Spatial extent of data

How far to extend the geographic domain of the model or range of predictions relative to
the extent of observations is highly dependent on the application (Fig. 1). There may be a
number of applications where making predictions beyond the range of observations
may be a goal—examples include using SDMs to predict the spread of invasive species,
making predictions into areas that are protected or otherwise physically inaccessible,
quantifying range shifts related to warming environments, or identifying effects of habitat
restoration for species that are locally extirpated (e.g., making predictions based on habitat
suitability). Predictions beyond the edges of the sampling domain are expected to be
imprecise, however there are cases where such predictions may still be useful (e.g., Pearson
et al., 2007; Breivik et al., 2021). As an alternative example, there may be scenarios where
the prediction grid should be smaller than the sampling domain: geographic features
may constrain some species (freshwater lakes for terrestrial species, or islands in marine
applications), or protected areas where sampling is not permitted. As an example of these
restrictions, we modified our prediction grid for sablefish to exclude two regions that
are not sampled by surveys due to their conservation status as protected areas (the Cowcod
Conservation Areas, Yoklavich, Love ¢ Forney, 2007).

In addition to making choices about the prediction grid, some applications of SDM
predictive process models may also filter observations or restrict data prior to fitting.
Filtering data may be needed in situations where the spatial domain of survey sampling
varies year to year, but inference is about population change through time (using a subset
of observations with a shared domain may be more appropriate). In other cases, it may
be prudent to exclude observations that are thought to be beyond the species’ range
(i.e., removing false absences). Such data filtering could be accomplished by removing
observations falling outside an extent (or range of environmental covariates) defined by the
limits of positive observations, or more restrictively, an extent defined by a convex hull or a
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chosen quantile of the kernel density estimate derived from positive responses. As a
sensitivity analysis, we evaluated how data filtering based on latitude quantiles impacts
inference about change in derived quantities for sablefish (specifically, trends in total
biomass). Beginning with the full dataset, we calculated the univariate quantiles for latitude
based on the full dataset and re-ran the same predictive process SDM (using the best fit
model and same mesh resolution, in terms of the minimum distance between knot
locations), dropping out 5-20% of the data at the northern and southern range edge. While
we demonstrate the general sensitivity to the choice of data filtering at the range edge,
if the objective is to determine what level of data filtering results in the best predictive skill,
that would need to be evaluated by comparing predictions and observations on the same
test data among approaches (i.e., that lying within the core of the species range).

Spatial resolution of predictions
A number of factors may affect the spatial resolution of predictions (Fig. 1), including the
resolution of external covariates (Guisan et al., 2007). While the relationship between
prediction resolution and uncertainty in predictive process models has not been addressed
in many applications, one might expect intuitively that the resolution of the prediction
surface from an SDM (e.g., a grid overlaid on the spatial domain) may affect inference
by inflating or deflating estimates of uncertainty. Too fine of a spatial resolution could
result in an underrepresentation of perceived uncertainty unless one can visualize
uncertainty in the prediction at each location, a feat that is highly computationally
demanding in predictive process SDMs. Too coarse of a resolution may increase
uncertainty in derived products like total biomass estimates as this involves integrating
over an increasing extent of modeled or unmodeled habitat covariates. A general rule of
thumb for assessing an initial resolution is that it should typically be no finer than the scale
of the sampling unit of the survey design. A rationale for making predictions at coarser
scales may include trying to link the response of an SDM to environmental covariates
predicted from global climate models, which often have a minimum resolution of ~10 km
(Porfirio et al., 2014), to determine support for climate drivers of past changes or project
future distribution changes. While a finer spatial prediction surface resolution may
lead to improved model accuracy in some cases in both terrestrial and aquatic systems
(e.g., Connor et al., 2019; Lowen et al., 2016), there are many caveats and much
context-dependency to this relationship (Guisan et al., 2007 and references therein).
Beyond accuracy, another critical part of the predictive surface resolution decision point
is consideration of the research objective. For example, in a study by Connor et al. (2019),
the authors examined the effects of varying spatial scale on SDMs of giant pandas and
found that changing spatial scale indeed impacted model accuracy. However, the
predictive accuracy did not necessarily translate to ecological relevance, as the spatial scale
that resulted in the highest accuracy was larger than individual panda home ranges and
thus a larger environmental scale than they would correspond to Connor et al. (2019).
Furthermore, Connor et al. (2019) used a modeling approach that ignores spatial
autocorrelation, so it remains to be seen whether their conclusions hold in the context of
the predictive process SDMs evaluated here.
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Table 1 Predictive density (log-likelihood) for the four candidate models developed for the sablefish
case study. All models include year as a fixed effect and spatial random effects. Five-fold cross validation
was used to estimate the out-of-sample predictive density for each fold.

Model Spatiotemporal effects Covariates Log density
1 - depth, year -68,301.36
2 1ID depth, year -76,008.62
3 AR(1) depth, year -76,061.14
4 - year -82,156.34

For our case study of sablefish, we constrained the prediction grid to the same spatial
resolution as the survey sampling frame (i.e., approximately 2.8 by 3.7 km). To do this, we
used NOAA bathymetry data (https://www.ngdc.noaa.gov/mgg/coastal/crm.html)
matched to the resolution of the trawl survey sampling units using bilinear interpolation.
Additionally, to demonstrate the consequences of making predictions at too coarse of a
resolution, we also constructed grids with cell sizes at 2-4 times larger than the sampling
resolution. We focus on comparing estimates of biomass and center of gravity derived
from models predicted to the original and 4x coarser resolution to evaluate the extremes
of these scenarios.

RESULTS

Model structure

Our evaluation of whether spatiotemporal effects are supported for modeling sablefish,
and what form they should take if included, demonstrated that the model with the depth
covariate and without any spatiotemporal components (model 1) had the highest
predictive ability (Table 1). Therefore, we used model 1 as the base case for subsequent
case-study analyses. All candidate models demonstrated slight overdispersion in the
highest and lowest values (Fig. S2). The Matérn range parameter, controlling the distance
at which two points are approximately independent, ranged from 22.83 to 67.00 across the
folds in the model without spatiotemporal fields. Of the models with spatiotemporal
components included, there was greatest support for the AR(1) model. Across folds, point
estimates of the autocorrelation parameter (¢) varied from 0.22 to 0.41 and the Matérn
range parameter varied from 20.66 to 41.58.

Estimates of total population biomass and mean distribution (measured as the center of
gravity or COG) differed between models with the best and worst out-of-sample predictive
skill. Biomass estimates from the best model (model 1, including a spatial field and
fixed effects of year and depth) were generally lower than estimates from the worst model
(model 4, with the same structure as model 1 but without the depth covariate), with the
exception of the first year of the time series where they were approximately equal
(Fig. 2). Precision of biomass estimates was similar between models. Estimates of COG
from the best model were further northwest than estimates from the worst model and
precision was similar between models (Fig. 3). The above differences in outputs among
models were low to moderate, and confidence limits on both biomass and COG estimates
did overlap between models.
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Figure 2 Relative sablefish biomass estimates (standardized to each time series’ maximum estimate)
for each year (with 95% confidence intervals) compared between models with the best (model 1: space
+ year + depth) and worst (model 4: space + year) out-of-sample predictive skill.

Full-size K&l DOT: 10.7717/peerj.12783/fig-2
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Figure 3 Sablefish center of gravity (COG) estimates compared between models with the best (model
1: space + year + depth) and worst (model 4: space + year) out-of-sample predictive skill. Points are
COG and lines are 95% confidence intervals of Northings and Eastings (km).

Full-size K&l DOT: 10.7717/peerj.12783/fig-3
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Figure 4 Relative sablefish biomass estimates (standardized to each time series’ maximum estimate)
for each year (with 95% confidence intervals) for differing levels of data filtering constraining spatial
extent (excluding observations outside a given quantile of the kernel density).
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Spatial extent of data

Biomass estimates were somewhat sensitive to the spatial extent of the data included in the
model fit, with the greatest contrast in estimates being between model fits using data
from the full domain as opposed to any level of truncation at the northern and southern
domain limits (Fig. 4). Estimates made with the full dataset (i.e., no filtering at the domain
edge) were generally lower than those made with the filtered data, except in the first
and last year of the time series which were higher than filtered estimates. However, the
range of confidence intervals on these estimates did overlap across all cases. Among
estimates produced by the filtered datasets, removing more data from the domain edges
generally produced higher estimates, with exception of the first and last years.

The precision of biomass estimates decreased with increasing amount of data filtering,
which is expected but possibly more pronounced than if it was being driven by changes in
sample size alone.

Estimates of the mean spatial distribution (indicated by the COG) were more sensitive
to the spatial extent of data included than were biomass estimates. Greater extents of
data filtering at the domain edge led to COG estimates that were much less precise and
located further southeast compared to those with lesser extents of filtering (Fig. 5).

In summary, the decision to limit the range extent should be well supported as this process
can impact model estimates qualitatively. For the remaining examples in our SDM case
study, we used the full data set without any filtering.

Spatial resolution of predictions
The scale of the prediction surface produced nuanced effects on predicted population
densities in space. Comparing the SDM predictions in each grid cell from the fine scale
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Figure 5 Sablefish center of gravity (COG) estimates for differing levels of data filtering constraining
spatial extent (excluding observations outside a given quantile of the kernel density). Points are COG
and lines are 95% confidence intervals of Northings and Eastings (km).
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prediction surface resolution (made at the same resolution as observed data) and coarse
prediction surface (4x resolution) in space revealed the largest sensitivity to prediction
scale occurred along the continental shelf and shelf break (~50-200 m depth), whereas
deeper locations along the continental slope were less sensitive to prediction resolution
(Fig. 6). This pattern of discrepancy between population density predictions by depth is
because sablefish are most abundant in deep habitats, thus averaging our covariate of depth
across a steep gradient such as the shelf break or canyon edge results in greater differences
in depth observations at those locations, and these differences in depth drive the
discrepancy in population density predictions (Fig. 7).

Despite the apparent differences in local population densities, estimates of biomass and
COG derived from these predictions had low sensitivity to the choice of prediction scale.
Biomass estimates were not sensitive to the choice of prediction scale, as relative biomass
estimates and their uncertainty were similar among prediction resolutions (Table S1;
Fig. 53). However, COG estimates were somewhat sensitive to the choice of prediction
scale (Table S2; Fig. 8). The center of gravity estimates from the coarse resolution (i.e., 4x
the sampling resolution) were shifted slightly towards the southeast compared to
estimates from the fine resolution, albeit with overlapping 95% confidence intervals
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Figure 6 Map of differences in sablefish population density estimates (log-ratio) over the extent of
the survey area between fine and coarse (4x) prediction surface resolutions for 2018, the most recent
model year. Positive values (red) indicate higher predicted population density by the fine-resolution
model and negative values (blue) indicate higher predicted density by the coarse-resolution model.
Contour lines denote the 200 m isobath, which approximates the boundary between the continental shelf
and slope. Full-size K] DOT: 10.7717/peerj.12783/fig-6

(Fine: [4,513-4,552] Northings, [456-468] Eastings; Coarse: [4,490-4,541] Northings,
[458-474] Eastings; all units in km; Table S2). Furthermore, the center of gravity was
estimated with lower precision when using the coarse resolution (SE = 10.0 Northings, 3.1
Eastings) than fine resolution (SE = 13.0 Northings, 4.2 Eastings).
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Figure 7 Differences in sablefish population density estimates (shown as the absolute value of the
log-ratio to express the magnitude, but not the sign, of the differences) as influenced by
differences in depth (m) between fine and coarse (4x) prediction surface resolutions for the most

recent model year (i.e., 2018). Line denotes LOESS curve with a span of 0.5.
Full-size Kal DOL: 10.7717/peerj.12783/fig-7

DISCUSSION

Synthesis of recommendations for best practices for guiding modeling

choices

In light of theoretical considerations, lessons learned from the literature, and illustrations

through a worked example, we show how certain steps in the SDM process are key decision

points influencing results and interpretation of SDMs. Though our focus is on spatial

semi-parametric models, these choices are applicable to a variety of other SDM models:

1. Model family and structure: It is important to choose the appropriate model family and

structure to be well-suited for the study species and the hypothesized underlying

mechanisms that explain the species’ spatiotemporal patterns. Appropriate model

structure need not involve throwing everything at the problem (e.g., using all potential

covariates) and seeing what works, but rather using due diligence to select the

appropriate predictors, and spatial and spatiotemporal structure.

2. Spatial extent of data and predictions: The spatial extent of data and predictions is highly

dependent on the application of the SDM, but it is important to be mindful of the

potential impact of data filtering and extrapolation of predictions on model outputs.
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Figure 8 Sablefish center of gravity (COG) estimates for fine and coarse (4x) prediction surface
resolutions. Points are COG and lines are 95% confidence intervals of Northings and Eastings
(km). Full-size K&] DOT: 10.7717/peerj.12783/fig-8

3. Spatial resolution of predictions: The spatial resolution of predictions should align with
the research objective, but also typically be no finer than the scale of the sampling unit of
the survey design.

Our case study application to sablefish illustrates that two of the three sensitivities
(model structure and spatial domain of data used for the estimation) impact estimates of
biomass trends and mean spatial distribution. While other studies have noted that the
choice of prediction surface resolution is a critical decision that can affect precision and
accuracy of predictions (Scales et al., 2017; Connor et al., 2019), we find that this did not
carry over to predictions of total population size (here summarized by total annual
biomass). Thus, we recommend researchers test sensitivity to prediction resolution within
their own application, starting with a prediction surface resolution similar to that of the
sampling unit that generated the input data. If non-local effects are expected (e.g., there are
strong linkages to climate conditions at broader scales), models with coarser prediction
resolution should be compared to this base case.

Management implications of modeling choices

Seemingly minor decisions in the development of SDMs can influence the interpretation of
model outputs used to inform conservation and management of fish and wildlife. From
our sablefish example, filtering the observations in the model based on their spatial extent
or use of an incorrect model structure could lead to the conclusion that the stock is more
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abundant than it truly is in many years, which could lead to catch recommendations that
are too high. In addition, such oversights could lead to the inference that the population is
distributed further southeast than it actually is. The potential influence of such deviations
on expected management performance depends on the type of natural resource decision.
For example, while fisheries management is becoming more spatial over time, spatial
information or shifts are still rarely incorporated into stock assessment models (Goethel,
Quinn & Cadrin, 2011; Berger et al., 2017). Conversely, in fish and wildlife conservation,
management often considers distribution shifts in policy decisions—managers are
sometimes interested in changes in distribution of habitat suitability for the purposes of
managed relocation, or simply to prioritize locations for protected areas or habitat
restoration (Guisan et al., 2013). Due to these differences, we will outline the potential
major consequences of SDM decisions on these two fields by separately addressing the
topics of abundance indices and distribution shifts.

Species distribution modeling decisions affecting abundance index scale (i.e., consistent
bias over time) are less likely to influence management performance in this context than
decisions affecting the trends, relative magnitude of temporal variability, or uncertainty
in abundance estimates because abundance indices are typically treated as relative rather
than absolute. However, in fisheries assessments where the index is the primary source
of information, abundance indices are often treated as absolute, and in these cases the
correct choice of spatial extent of the data and model structure becomes critical as biases
resulting from model choices (this study; Thorson et al., 2021) can lead to poor catch
recommendations and subsequent under- or over-fishing (the latter of which would be
possible if biomass estimates were based on the worst performing model in the sablefish
case study and the stock was close to limit reference points). In addition to the scale of the
abundance index, we found that abundance was estimated with greater uncertainty as
more data was filtered out at the extremes of the spatial domain. This increase in
uncertainty can be problematic because it becomes more difficult to detect changes in
abundance over time. For fisheries assessments that integrate multiple data sources, the
coefficient of variation of abundance estimates is often used to weight data across years and
data types (e.g., Francis, 2011). Thus, model choices similar to those in our sablefish case
study may have the result of downweighting the abundance index relative to other data
sources (each with their own biases, e.g., fishery-dependent data).

In the context of wildlife management and conservation, the reliability of predicted
species distributions is perhaps just as critical to management performance as abundance
estimates, thus modeling choices affecting indicators of change in core and limits of
distributions can be highly influential. For example, erroneous estimates of the distribution
of habitat suitability or population density could lead to failure by misrepresenting the
benefits of habitat restoration or managed relocation by overestimating the carrying
capacity of restored areas relative to current population densities (Guisan et al., 2013).
Moreover, as species distributions shift rapidly, there is increasing application of dynamic
spatially explicit management to mitigate habitat loss and fragmentation, bycatch
(unintentionally caught non-target species), human-wildlife interactions, and so forth
(Oestreich, Chapman ¢ Crowder, 2020, and references therein). For such dynamic
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management of features like protected areas, the potential consequences of species
distribution modeling choices are similar to those of habitat restoration, but with
perhaps greater sensitivity to errors in the location of the core of species distributions.
For example, to lower bycatch rates one may attempt to close an area to fishing where the
probability of occurrence is highest at any given time, yet sub-optimal location choices
could result in costs of greater bycatch and reduced fishing opportunities. As others
have demonstrated (e.g., Aratijo et al., 2005), when the decision of prediction surface
resolution does significantly bias predictions, it is likely to have the greatest influence on
management success in these two conservation contexts as it influences estimates of
local population density at fine scales and coarse-scale summary metrics of distribution
(such as the center of gravity in our case) derived from these. While we did not observe this
effect of prediction surface resolution on predictions carrying over to estimates of biomass,
we did see a slight effect of prediction resolution on center of gravity. Meanwhile, we
demonstrated stronger effects of how model structure and data filtering can bias the center
of gravity, and how data filtering can increase uncertainty in estimates of this distribution
metric. Thus, making the wrong choices within these two decision points could lead to
the inference that sablefish are becoming more (less) available to fishing ports in the
southern (northern) end of the domain.

Frontiers in SDM development and exploration
There are a number of frontiers in SDM development and exploration that warrant further
examination:

o Spatiotemporal scales: We urge further development of methods for determining
appropriate spatial and temporal scales at which to model relationships between
responses and predictors, building on studies aimed at evaluating non-local or landscape
effects on species distributions (Chandler ¢ Hepinstall-Cymerman, 2016). Such
developments are critical for examining local vs regional drivers of species distributions.

e Computational: An ongoing frontier in SDM development is computational speed and
efficiency. Further development of methods, such as Bayesian sampling approaches
(e.g., Margossian et al., 2020), that improve computation are critical advancements,
especially for working with large datasets (as is common in ecology).

e Data assimilation: Exploring methods for combining multiple data sources (e.g., Griiss &
Thorson, 2019; Webster et al., 2020; Rufener et al., 2021) in the estimation process is
another frontier that will greatly further SDM development. The need for such methods
arises commonly because there are limited resources for data collection, sampling
methods and intensity change over time (resulting in spatially and temporally
imbalanced datasets), and researchers are often interested in phenomena at broader
ecological scales than can be evaluated using a single data source. Climate change can
exacerbate these challenges and create new ones by, for example, changing the
availability of species relative to the spatial extent of surveys. Furthermore, increased
data assimilation may improve precision of estimates from SDMs (e.g., Griiss & Thorson,
2019).
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e Improving projections and quantifying predictive performance: Because of the impacts
of climate change, the importance of predicting population responses to novel
environments and conditions will only increase. Therefore, further exploration of this
topic (e.g., Muhling et al., 2020) will become imperative. Furthermore, as SDM use
continues to increase, methods for quantifying predictive performance will need to be
further developed. In particular, advances in methods for cross-validation of spatial and
spatiotemporal models (Roberts et al., 2017; Valavi et al., 2019) will allow computation
of the performance metrics that are most suitable for a given application. Such advances
could also reveal under what conditions full cross-validation can be adequately replaced
using less computationally intensive approaches to select among competing models (e.g.,
AIC).

o Tailoring approaches to specific management applications: Finer-scale analyses of
population density like those in this study can help detect or predict local depletion that
may otherwise be obscured by coarse-scale or non-spatial resource assessment methods.
This is becoming particularly important for managers performing scenario planning
of socio-ecological impacts of climate-driven species distribution shifts, as such
issues are often lost in the mismatch between scales of climate prediction, regional
management, and ecological processes (Holsman et al., 2019). Furthermore, as it is
becoming clear that fisheries portfolios (diversification of sampling gear, species
targeted, seasons fished) are a key path to maintaining the profitability of fishers in
response to environmental variation (e.g., Anderson et al., 2017), additional analyses
are needed to assess effects of shifting local availability of fishes in space and time
(e.g., Selden et al., 2020).

e Multi-species distribution models: Species distribution models typically do not explicitly
model species interactions, but these relationships greatly shape species distributions
(Pendleton et al., 2012; Peoples, Blanc & Frimpong, 2015; Wagner et al., 2020). While
joint species distribution models (Thorson ¢» Barnett, 2017; Ovaskainen ¢» Abrego, 2020;
Tikhonov et al., 2020; Wagner et al., 2020) can help address this critical methods gap,
many current implementations provide only phenomenological representation of
associations among species. Thus, there is a particular need for development of
mechanistic multi-species SDMs.
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